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Let A and B be n x n matrices over an algebraically closed field F. Letcy, ..., ¢y
be elements of F suchthatdet(AB) =cy...cpand#{i € {1,...,n}:¢; #0} <
min{rank(A), rank(B)}. We give necessary and sufficient condition for the exis-
tence of matrices A’ and B’ similar to A and B, respectively, such that A’ B’ has
eigenvalues cq, ..., cy.

Keywords: eigenvalues; invariant polynomials; factorization of matrices

AMS Subject Classifications: 15A18; 15A23

Let F be an algebraically closed field and A, B € F"*", where n > 2.

In this paper, we study the possible eigenvalues of the product A’B’, where A’, B’ €
F™" are matrices similar to A, B, respectively. If ¢y, ..., ¢, € F are the eigenvalues of
A’ B’ then there are two conditions that the eigenvalues must satisfy:

det(AB) =cy...cy, (D)

#{i e {1,...,n}: ¢ # 0} <minfrank(A), rank(B)}. 2)

The pair (A, B) is spectrally complete, if for every sequence ci, ..., c, € F such that

(1) is satisfied, there exist matrices A’, B’ € F"*" similar to A, B, respectively, such that

A'B’ has eigenvalues ¢y, . .., cp.

A complete description of the spectrally complete pair of matrices was given in [1], and
previously, was given in [2] for the nonsingular case. The concept of spectral completeness
was introduced in [3] in order to study the possible eigenvalues of the sum of matrices.

The pair (A, B) is said to be weakly spectrally complete if, for every sequence cy, . . .,
¢p € F such that (1) and (2) are satisfied, there exist matrices A’, B’ similar to A, B,

respectively, such that A’ B’ has eigenvalues cy, ..., ¢y.

Note that there exist A’, B’ similar to A, B, respectively, such that A’ B’ has eigenvalues
c1,...,cyifandonly if there exists A” similarto A such that A” B has eigenvaluescy, ..., ¢,
if and only if there exists B” similar to B such that AB” has eigenvalues ¢y, ..., ¢y.
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Given a monic polynomial f(x) = x" 4+ a,_1x" "' + -+ + a;x + agp, we denote by
C(f) the companion matrix of f:

0 1 0
C(f) = S € Fm<n,
0 0 1
—ap —aiy ... —ap—2 —dn—1

We denote by i(A) the number of nonconstant invariant polynomials of A. We make the
convention that the invariant polynomials are always monic. If o1 ] . .. |, are the invariant
polynomials of A, then A is similar to C(aty—i(a)+1) @ - - - ® C(ay).

We say that A € F is a primary eigenvalue of A if A is a eigenvalue of o, —;(4)+1. Note
that if X is a primary eigenvalue of A, then rank(A — 11,) =n —i(A).

If C = [ci,j] € F™" is a matrix such that ¢; j = 0if j > i + 1, we denote by x(C)
the number of indices i € {1, ...,n — 1} such that ¢; ;41 # 0. We have i (C) < n — x(C).

The next theorem is our main theorem:

THEOREM 1 Let ap|...|a, and Bi]|...|Bn be the invariant polynomials of A and B,
respectively. The pair (A, B) is weakly spectrally complete if and only if the following are
satisfied:

(1.1) Ifi(A)+i(B) > nand ay_ja)+1(x) = x — A, with A € F\{0}, then
Bi(x) ... Bicay(x) = x DT B,

(1.2) Ifi(A) +i(B) > nand B,—i(g)+1(x) = x — pu, with u € F\{0}, then
a1(x) ... aip(x) = x/AF B,

(1.3) At least one of the following conditions holds:

n=>2,

deg(a,) # 2,

deg(Bn) # 2,

i(A) <i(B) and 0is a primary eigenvalue of B,
i(B) <i(A) and 0is a primary eigenvalue of A.

LemMa 2 Ifthe pair (A, B) is weakly spectrally complete, then (1.1) is satisfied.

Proof Suppose that (A, B) is weakly spectrally complete, i(A) + i(B) > n and
ap—iA)+1(x) = x— A, withA € F\{0}.If A and B are nonsingular then for every sequence
Cl,...,cp € F such that det(AB) = ¢y ... cy, there exist matrices A’, B’ € F"*" similar
to A, B, respectively, such that A’ B’ has eigenvalues ¢y, . .., ¢, and then the pair (A, B) is
spectrally complete. By Theorem 1 of [2], we have i (A) + i(B) < n, which is impossible.
Then one of the matrices A, B is singular and there exists a matrix B’ € F"*" similar to
B such that AB’ has all its eigenvalues equal to 0. Let y1(x)]| ... |y, (x) be the invariant
polynomials of AB’. Then

Y1) .y () = x" 3)
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We have AB" = AB’ + (A — AI,)B’. If B1(x)]...|Bu(x) are the invariant polynomials of
B then B (A_lx)| .. |Bn (x~1x) are the invariant polynomials of AB’. As A is a primary
eigenvalue of A, we have rank((A — Al,,)B’) < n — i(A), and by [4, Theorem 2], we
conclude that

BiO T i), JE{l,... i(A) )

Using (3) and (4), the invariant polynomials B,—_;(g)+1(x), ..., Bi(a)(x) must be powers of
x and rank(B) = n — i(B) < i(A) < rank(A).

Letc) = -+ =c¢y—ip) = land¢jpy = - - - = ¢, = 0. There exists amatrix B” € F"*"

similar to B such that AB” has eigenvalues cy, ..., ¢;. Let §;(x)] ... |8, (x) be the invariant

polynomials of AB”. As in the previous argument, we have

BiOT )8 iy (x),  JE (L., i(A)).

Note that . .
81(x)...6,(x) = xl(B)(x _ ])n—l(B) )

and rank(AB”) < rank(B") =n — i(B), 80 8,—i(8)+1(0) = - - - = 8,(0) = 0. Then
S(x)=x(x—D* ke{n—i(B)+1,...,n},
for some [ € Ng. Therefore,
Brn—iB)+1(x) = -+ = Bi(a)(x) =x

and ‘ _
Br(x) ... Bicay(x) = xI DT BE=n,

LemMa 3 Ifthe pair (A, B) is weakly spectrally complete then (1.3) is satisfied.

Proof Suppose that the pair (A, B) is weakly spectrally complete and n # 2, deg(«,) =
deg(B,) = 2. Then A and B are similar to matrices of the form

A — Miay — * and B/ — uligy — *
0 vl 0 el

respectively, where X, v are the roots of «;, and p, € are the roots of §,,.
Suppose that i (A) < i(B) as the complementary case is analogous. We shall say that a

sequence ci, ..., ¢, of elements of F are admissible if there exist matrices A’, B’ similar
to A, B, respectively, such that A’B’ has eigenvalues ¢y, ..., ¢,.

Letcy, ..., c, € F be any admissible sequence. Using the arguments presented in the
proof of Theorem 1 of [2], we deduce that there exists a permutation & of {1, ..., n} such
that

Cr(2i—1)Cr(2i) = AVILE, 1 <i<n—i(B) 6)

Cr(j) = M, 2(n—i(B)) < j <n+i(A) —i(B) (7N

Cr(j) = VI, n+i(A)—i(B) < j<n. (8)

If A and B are nonsingular, we can find a sequence cy, ..., ¢, € F suchthatdet(AB) =

c1 ...cy but the equalities (6)—(8) are not satisfied.
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Suppose that at least one of the matrices A, B is singular. As the pair (A, B) is weakly
spectrally complete, the sequence of n zeros is admissible and should satisfy the equalities
(6)-(8). Then A = v = 0or u = 0. If L = v = 0, then the sequence of n zeros is the
only admissible sequence, which contradicts the assumption that the pair (A, B) is weakly
spectrally complete, A # 0 and B # 0. Therefore, © = 0 and O is a primary eigenvalue
of B. O

Using the definition of weakly spectrally complete pair, Lemma 11 of [5] can be stated
as follows:

LemMa 4 Ifone of the matrices A, B is singular and the other is nonderogatory, then the
pair (A, B) is weakly spectrally complete.

Lemma 5 [1,Lemma4] Ifmin{rank(A),rank(B)} > n — 1, one of the matrices A, B
is nonderogatory and the other is nonscalar, then the pair (A, B) is spectrally complete.

According to the two previous Lemmas, we have:

LemmA 6 If one of the matrices A, B is nonderogatory and the other is nonscalar, then
the pair (A, B) is weakly spectrally complete.

LemMma 7 Ifi(A)+i(B) < nand, either n = 2 or at least one of the polynomials oy, By,
has degree different from 2, then (A, B) is weakly spectrally complete.

Proof This proof is by induction on n. If min{rank (A), rank(B)} > n — 1, then, according
to [1, Theorem 1], the pair (A, B) is spectrally complete and then is weakly spectrally
complete.

Suppose that min{rank(A), rank(B)} < n — 1. Suppose, without loss of generality
[2, Lemma 1], that rank(A) < rank(B). If B is nonderogatory the result follows from
Lemma 4. In particular, Lemma 4 covers the case n < 3.

Suppose that n > 4 and B is derogatory. Let cy, ..., ¢, be elements of F' such that
det(AB) =cy...cpand #{i € {1,...,n}:¢; # 0} < min{rank(A), rank(B)} in order to
prove that there exist matrices A’, B’ € F"*" similar to A, B, respectively, such that A’ B’
has eigenvalues cy, ..., ¢,. Suppose, without loss of generality, that ¢,—1 = ¢, = 0. If
there exists i € {{1,...,n — 2} : ¢; # 0}, suppose, without loss of generality, that ¢; 7~ 0.

Case 1. Supposethatc; 7# 0. The matrix A is similar to the direct sum of the companion
matrices of its nonconstant invariant polynomials K = C(a,) @ - - - @ C(@u—i(A)+1)-

e Ifdeg(ay) > 3, then, according to [1, Lemma 5], K is similar to a matrix of the form

* % 1
K =|%xKy0],
000

where Ko € F"=2>(=2) jg a direct sum of companion matrices, x (Kop) = x(K)—1
and det(Kgp) = 0. Moreover, if i(A) < n — 3 (i.e. x(K) > 3), then K¢ has been
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chosen so that at least one of the companion matrices appearing in K is of size u x u,
with # > 3 and then the minimum polynomial of K has degree greater than 2;
e Ifdeg(x;) = 2, then C(¢y) is similar to a matrix of the form

o)

and K is similar to a matrix of the form

where Ko = C(ap—ia)+1) @ - -+ @ C(ay—1). Note that det Ko = 0 and x(Kp) =
x(K) — 1.

Analogously, the matrix B is similar to the direct sum of the companion matrices of its
nonconstant invariant polynomials L = C(8,) @ - - - @ C(Bu—i(B)+1)-

e If deg(B,) > 3, then, according to a variant of [1, Lemma 5] or a variant of
[2, Lemma 4], L is similar to a matrix of the form

0 0 %
L'=10 Logx*|,
Cl % 3k

where Ly € F®=2*x(=2) j5a direct sum of companion matrices, det(Ko) = det(L,®
-+ @ Ly),and x(Lg) = x(L) — 1. Moreover, if i(B) < n — 3 (i.e. x(L) > 3), then
L has been chosen so that at least one of the companion matrices appearing in Lg is
of size u x u, with u > 3 and then the minimum polynomial of L has degree greater

than 2;
e Ifdeg(B,) = 2, then C(f,) is similar to a matrix of the form

[0 *
_C] *

and L is similar to a matrix of the form
[0 0 x

L'=]101Ly0],

| ¢1 0 %

where Lo = C(By—i(B)—1) @ --- @ C(By—1). Note that x (L) = x (L) — 1.

Wehavedet(KoLg) =0=cp...chn—1,#{i € {2,...,n — 1} : ¢; # 0} < min{rank(A),
rank(B)} —1 = min{rank(Ky), rank(Lg)} and i (K¢) +i(Lg) < (n — 2 — x(Kp)) + (n —
2—x(Lo)) =2n—x(K)—x(L)—2=1i(A)+i(B) —2 <n — 2. Now, we shall prove
that either n = 4 or at least one of the minimum polynomial of the matrices Ko, Lo has
degree greater than 2.
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e Ifdeg(xy) > 3 and i(A) < n — 3, then the minimum polynomial of the matrix Ko
has degree greater than 2;

e Ifdeg(B,) > 3 and i(B) < n — 3, then the minimum polynomial of the matrix L
has degree greater than 2;

e Ifdeg(ay,) =2andi(B) > n —3,then (n/2) + (n —2) <i(A)+i(B) <nand
therefore n = 4;

e Ifdeg(B,) =2andi(A) > n — 3, then with similar arguments to the previous case,
we conclude that n = 4.

By the induction assumption, there exist nonsingular matrices Xg, Yo € F"*~2*#=2)
such that XOK()XO_lY()LoYO_1 has eigenvalues ¢, ..., c,—1. Let X = [1] @ X @ [1] and
Y =[1]1® Yo @ [1]. The matrix X' K’XY ~'L’Y has eigenvalues ci, . .., ¢,.

Case 2. Suppose that c; = 0. Thency = --- = ¢, = 0. Let p = min{j € {n —
i(A)+1,....,n—1} : «;(0) = 0}. Let a;_l(x) = ap(x)/x and a} = «j41, for every
je{l,...,n—1}and j #p — 1.

The matrix A is similar to a matrix of the form

r AO *
=[5
where A has invariant polynomials o] ... |, _, and det(Ag) = 0.
Subcase 2.1  Suppose thati(A)+i(B) < nordeg(B,—ip)+1) = 1.Let u be aprimary

eigenvalue of B. Let ﬂ,’l_i(B)H(x) = Bu—i(B)+1(x)/(x — w). The matrix B is similar to a
matrix of the form

’ By *
b= [ 0 M] ’
where
Bo=C(B,_ipy+1) ® CBu-imr+2) ® -+ ® C(Bn), if deg(Bu-i(p)+1) = 2,
By = C(Bu-i(B)+2) ®--- @ C(By), if deg(Bn—iy+1) = 1.

We have i(Ag) + i(Bop) < n — 1 and at least one of the minimum polynomials of Ag, By
has degree greater than 2. According to the induction assumption, (Ag, Bo) is spectrally
complete and it is easy to conclude that (A, B) is also weakly spectrally complete.
Subcase 2.2 Suppose that i(A) + i(B) = n and deg(B,—i(g)+1) = 2. Letd =
deg(Bn—i(B)+1)- Analogously to the subcase 2.2.2 of the proof of Theorem 1 of [1], we
conclude that
#jef{l,....n}: degaj) =1} >d - 1.

Then o, _j(a)41(x) = -+ = Ay—ijA)+a—1(x) = x — A, where A is a primary eigenvalue
of A, If A = 0,then p = n —i(A) + 1 and i(Ag) = i(A) — 1. Let B’ be the matrix
similar to B as in the previous subcase. We have i (Ag) + i(Bg) = n — 1 and «,, B, are
the minimum polynomials of A", B’. According to the induction assumption, there exist
Xo, Yo € F=Dx0=D guch that XvoXalYoBoY(;] has eigenvalues ci, ..., c,_1. The
matrix (Xo @ [11)A"(Xo @ [1]) ™' (Yo ® [1]) B’ (Yo @ [1])~" has eigenvalues ¢y, ..., ¢,.

Suppose that A # 0. Let a;_d(x) = ap(x)/x and oz}’ = ;7+d’ for every j € {1,...,
n —d}and j # p — d. The matrix A" is permutation similar to a matrix of the form

D x
0 Ko’
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where D = I, @ [0] and Ko € F=9>*1=d) hag invariant polynomials o/ ... |/ .
The matrix B is similar to

C(Bn-i(By+1) @ Lo, where Lo=C(B—ip)y+2) @D C(Bn).

We have i (Kg) +i(Lg) = (i(A) —d+ 1)+ ({(B) — 1) = n —d and «,, B, are the
minimum polynomials of A’, B’. Then, we conclude that (Ko, Lo) is weakly spectrally
complete. By Lemma 4 the pair (D, C(B,—i(B)+1)) is also weakly spectrally complete. It
is easy to complete the proof. Il

Lemma 8 If(1.1) and (1.2) are satisfied and at least one of the polynomials a,, B, has
degree different from 2, then the pair (A, B) is weakly spectrally complete.

Proof By induction on n. The proof has already been done when i(A) + i(B) < n.
Suppose that i(A) + i(B) > n. Suppose, without loss of generality [2, Lemma 1], that
i(A) > i(B). Then deg(aty—ja)+1) = 1. Let p = #{j € {1,...,n} : deg(a;) = 1} and
d = deg(Bu—i(B)+1)- In order to obtain a contradiction, assume that p < d. Then

(A) < p+ =P B <= <=
i _ i <-< .
=P 2 d~ p+1
From
tl<iM+iB <p+ L4 "
n l l e )
= =P T T

it follows that 0 < h(p), where h(p) = p2 —(n+1)p+n—2, which is impossible because
h(1) and h(n) are negative numbers. Therefore p > d. Let A be the primary eigenvalue
of A. The matrices A, B are, respectively, similar to the matrices

A" = Ay @ Ko, where Ko = C(oty—i(ay+a+1) @ - @ Clan),
B' = C(Bn—iB)+1) ® Lo, where Lo = C(Bp—_i3)+2) @ --- ® C(Bn).
Leta)|...|a,_,and B|...|B,_, be the invariant polynomials of the matrices K¢ and Lo,

respectively. Note that i (Kg) = i(A) —d andi(Lg) =i(B) — 1.

Case 1. Suppose that . = 0. Then rank(A) = n — i(A). If p = n, then A = 0 and
the result is trivial.

Suppose that p < n.Ifd = 1 and C(B,—;(B)+1) is singular, thenrank (L¢) = rank(B) =
n—i(B) > n—i(A) =rank(A) = rank(Ko). If d > 1 or C(B,—i(p)+1) is nonsingular,
then rank(Lg) > i(Lg) = i(B) — 1 > n — i(A) = rank(A) = rank(Kg) and rank(B) >
i(B) >n—i(A) =rank(A).

Letcy,...,c, € Fbesuchthat#{i € {I,...,n}:¢; # 0} < min{rank(A), rank(B)}
= rank(A) = n — i(A). Suppose without loss of generality, that ¢c| = --- = ¢;(4) = 0.

If ﬂ(’nid)ii(LO)H(x) = x — u, with u € F\{0}, then, as ,BEndei(Lo)H(x) =
Bn—i()+2(x), we have B_i(p)+1(x) = Bn—i(B)+2(x) = x — . By (1.2), we have

a1(x) ... aip)(x) = x'DFB=n
and then

d1(X) ... X . . . .
0. (6) = LGB _ i nt _ ik bitor-o-D)
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Note that rank (L¢) > rank(Ko) = n —i(A) and at least one of the polynomials o, , = a,
and B, _, = B, has degree different from 2. According to the induction assumption, there

exist Xo, Yo € F—d)x(—=d) gych that XO_IKOXOYO_ILOYO has eigenvalues cg41, ..., Cp.
Consider the matrices X = I; & Xg and Y = I; @ Y. The matrix X ' A’XY ' B’Y has
eigenvalues cy, ..., ¢,.

Case 2. Suppose that 1 £ 0. By (1.1), we have
BL(x) ... Bi(ay(x) = x'WHE-

which implies that
Bn—i(B)+1(x) = -+ = Biay(x) = x.
Note that d = 1 and rank(B) = n — i(B) < i(A) < rank(A). Letcy,...,c, € F be
such that #{i € {I,...,n} : ¢; # 0} < min{rank(A), rank(B)} = rank(B) = n — i(B).
Suppose without loss of generality, that ¢; = --- = ¢;() = 0.
If deg(an_i(A)+2) =1, then

X)...pPi X : . . .
ﬂi (x) . -,BZ/(KU)(X) — ﬂl( ) xﬁl(A)( ) — xl(A)+l(B)—ﬂ—l — xl(K())-Fl(L())—(n—l).

Note thatrank (L) = rank(B) < rank(A) = rank(Ko)+ 1 and least one of the polynomials
0‘;71 = «, and /3;!71 = f, has degree different from 2. According to the induction
assumption, there exist X, Yo € F®~Dx=D gych that X()_lKoXoYo_lLoYo has eigen-
values ¢y, ..., ¢,;. Consider the matrices X = [1] ® Xg and Y = [1] & Yy. The matrix
X~'A’XY~!B’Y has eigenvalues c1, ..., ¢,. O

LEmMa 9 Ifn = 2 = deg(ap) = deg(Br), then the pair (A, B) is weakly spectrally
complete.

Proof Follows from Lemma 6. O

LemMma 10  Ifdeg(w,) = deg(Bn) = 2,i(A) <i(B) and 0 is a primary eigenvalue of B,
then the pair (A, B) is weakly spectrally complete.

Proof Let A, v be the roots of «,, and A a primary eigenvalue of A. Let 0, € be the roots
of B,,. The matrix A is similar to

n—i(A) _
r_ A1
A" = ADia)—n ® 691 C, where C = 0wl
= L
and B is similar to
n—i(B) _0 !
I = 7 i
B = 02;(B)—n @ @ D, where D = 0 J _

i=1
Note that rank(B) = n — i(B) < n —i(A) < rank(A). Let c{,...,c, € F be such
that #{i € {1,...,n} : ¢ # 0} < min{rank(A), rank(B)}. Suppose, without loss of
generality, that ¢,_;g)+1 = -+ = ¢, = 0. According to the previous lemma, for every
jefll,...,n—i(B)}, thereexists D; € F2*2 similar to D such that C D; has eigenvalues



Downloaded by [b-on: Biblioteca do conhecimento online IPL] at 07:47 29 June 2016

950 L. Iglésias and F.C. Silva

¢j, 0. Then, B’ is similar to B” = 02;(g)—-n ® D1 ®- - - @ D,_i(p) and A’ B” has eigenvalues
Cly...,Cn. O

Proof of Theorem 1  The necessity follows from Lemmas 2 and 3. The sufficiency follows
from Lemmas 8-10. ]
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