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## SUMMARY

When a company is planning to enter a new product market, it is possible to follow one of three basic strategies:
A) Be the first to enter the market.
B) Follow the leader.
C) Wait more time and be "one more" in that product market.

The firm faces different risk-reward alternatives as a function of the time to launch a product. This product market behavior can be extended to many other types of investment decisions that the company faces year by year.

This research includes the construction of a project selection process, with the consideration of the timing effect as the main objective, which combines an important number of real world characteristics:a stochastic sequential decision model with new projects every year, those projects which were not selected can be carried forward to the next years, correlated cash flows among projects, and budget and project contingency constraints.

The following pattern is assumed for the projects: In proportion to the implementation time of the project, the expected value of the elements in the cash flow stream decrease, and also their variability.

The selection process is based in the expected present worth as a measure of reward and its variability as a measure of risk. Different levels of the main parameters, risk-aversion factor, delaying project acceptance and annual budget are tested in three project sets.The problem is solved analytically and simulated.

The most important result of this research effort is the realization of a model which combines capital budgeting theory, new-product development theory, and mathematical and computational tools into a practical and realistic sequential procedure for project selection. Such a model would be useful to any decision maker who faces the problem of allocating limited financial resources of the firm in a periodic sequential decision making environment.

## CHAPTER I

INTRODUCTION

## Background

When a company is planning to enter a new product market, it is possible to follow one of three basic strategies.
A) Be the first to enter the market.
B) Follow the leader (be the second to enter the market) or
C) Wait more time and be "one more" in that product market.

The first strategy is the most risky, but also is the most likely to result in higher payoff. It has been found that sometimes the second firm to enter the market will achieve only half the sales of the first firm, and the third firm half the sales of the second firm (13). It is clear that timing is important, and rewards from entering a market at an opportune moment could be substantial. On the other hand, there are more risks associated with entering a market early: substantial resource and development (R\&D) cost may not be recovered, and there is more uncertainty regarding product acceptance. A firm that waits can avoid exessive $R \& D$ costs and can avoid products that do not sell well. Therefore the firm faces different risk-reward alternatives as a function of
the time to launch a product.
This product-market behavior can be extended to many other types of investment decisions that the company faces year by year: cost-reduction measures, plant and warehouse location, installation of environmental controls, etc. Each of these proposals has associated with it a riskreward relation depending upon the time at which it is implemented.

Different models have been proposed in the literature to solve this problem. Some authors assume certainty conditions and use deterministic models, others use stochastic models under uncertainty conditions and make one decision at one point in time for the planning horizon. Others propose a sequential decision procedure with new projects considered every year. No one, however, has developed a project selection process which combines an important number of real world characteristics: a stochastic sequential decision model with new projects considered every year, those projects which were not selected can be carried forward to the next years, correlated cash flows among projects, and budget and project contingency constrains.

## Purpose

With the consideration of the timing effect as the main objective of this work, the purpose of this research is:

1) To develop a project selection technique which considers sequential decision points, variability of the cash flows, and this variability dependent on timing.
2) To obtain computational experience with this project selection technique,testing the effects of different project evaluation criteria.

## Method of Approach

The approach of the research will be to postulate a fixed planning period of five years with annual investment decisions, generate cash flow streams for investment projects, and apply different project evaluation criteria to select the projects. The following pattern will be assumed for investment projects: in proportion to the implementation time of the project, the expected value of the elements in the cash flow stream will decrease, and also their variability. Typical patterns will be based on literature concerning marketing of new products(22). Projects which are not selected one year might be available for selection the following one or two years. The generation of the streams will be done using uncertainty conditions for different cases of correlated cash flows: complete independence, perfect correlation, partially correlated, and cross-correlated flows. Also, there will be considered contingency and budget constrains.

In order to structure the project selection technique it will be necessary to obtain the expected present worth as a measure of reward and associate the variance of the present worth as a measure of risk. Then there will be tested different levels of risk-aversion in order to represent aggresive and conservative project selection strategies. The resulting sets of selected projects will then represent different points on an "efficiency frontier". Also, the model will give additional information to support the decision process; ie,the amount of cash every year, the amount of cash at the horizon, the total cost of each selected decision alternative, etc.

In order to solve the problem, a sequential analysis through the planning period will be done. This process will include the selection of the projects, the computation of the expected present worth and its variability for a set of projects, and a simulation to determine project outcomes for that particular year. A comparison of the results with and without the option of delaying project acceptance will also be made

It is expected that the results gained from this research will yield a more realistic and practical decision making technique dealing with the variabilities of the cash flows dependent upon the timing of project acceptance.

## CHAPTER II

## LITERATURE SURVEY

In the literature can be found many different approaches to the problem of allocating limited cash resources to the proposed alternatives a company faces each period of time. These approaches range from models considering certainty conditions (deterministic models) to models considering a probabilistic future, and models with different kinds of interrelationships between projects. Depending upon the size of the firm, the amount of money involved in project selection and the accuaracy required of the models, each firm attempts to select a technique or model appropiate for its needs.

## Deterministic Models

Among the models assuming certainty conditions, the most comprehensive treatment of the problem has been by Weingartner(35). He uses a mathematical programming approach that deals with the set of investment alternatives, borrowing and lending activities, and complex interrelationships among projects. The form of his Basic Horizon model is:

$$
\begin{align*}
& \text { Maximize: } \sum_{j} \hat{a}_{j} x_{j}+v_{T}-w_{T}  \tag{2-1}\\
& \text { Subject }: \sum_{j} a_{l j} x_{j}+v_{l}-w_{l} \leqslant D_{l} \tag{2-2}
\end{align*}
$$

$$
\begin{array}{ll}
\sum_{j} a_{t j} x_{j}-(1+r) v_{t-1}+v_{t}+(1+r) w_{t-1} \\
-w_{t} \leq D_{t} & t=2,3,4 \ldots T \\
0 \leq x_{j} \leq 1 & j=1,2,3, \ldots n \\
v_{t}, w_{t} \geq 0 & t=1,2,3 \ldots T \tag{2-5}
\end{array}
$$

where, $a_{t j}=c a s h$ outflow for project $j$ at time $t$. $\hat{a}_{t j}=t i m e T$ value of post-horizon cash flows.
$D_{t}=c a s h$ available at time $t$ from other sources.
$v_{t}=$ lending from $t$ to $t+1$ at rate $r$.
$\mathrm{w}_{\mathrm{t}}=$ borrowing from t to $\mathrm{t}+\mathrm{l}$ at rate r .
This linear programming model maximizes the net
value of assets at the horizon. These consist of the funds available for lending at that time and the discounted streams of net revenues past the horizon. The model assumes all interest is payable at the end of the year, and new loans can be immediately made to cover any cash shortages. To the four restrictions above it is possible to add others expressing relationships of complementarity and competitiveness between projects.

Bernhard(2) made a comprehensive review of the mathematical programming models, surveying, extending, criticizing, and building a generalized deterministic model. He considers various cases and some relationships of other models proposed in the literature, such as those by Baumol and Quandt, Weingartner, and Lorie and Savage, etc. However, the principal shortcoming of these approaches is the
assumption of complete information, because in most investment situations the future is not known with certainty.

## Non-Deterministic Models

In a more realistic world, the decisions are based usually on predictions about the future. The problem then focuses on the variations in the outcomes of the alternatives. If it is possible to know or assume some probability distribution about the outcomes, the decision will be under risk, on the other hand, if it is not possible to associate any probability distribution to the project outcomes the decision will be under uncertainty (30).

## The Concept of Risk

Usually the variability of the future outcomes is used as a concept of risk. Some authors, as Markowitz (19) and Tobin (31), measure this risk by the variance or the standard deviation of the return. Markowitz discusses the risk-vs-return problem within the context of securities investments. The problem is one of determining the optimal set of securities (a portfolio) from a large number of prospective investment opportunities. Optimality is based upon two criteria: expected return (E), and variance of return $\left(\sigma^{2}\right)$. Given the probabilistic estimates of the future performance of securities, an efficient set of portfolios is determined. Then from that set a portfolio is selected which best reflects the decision maker's preferences. Markowitz
selects the variance of return ( $\sigma^{2}$ ) as a measure of risk. However, he says that the standard deviation $(\sigma)$ or the coefficient of dispersion ( $\% / E$ ) could also be used as measures of risk, and any of the three measures will result in the set of efficient portfolios. Mao (16) compares this concept with an alternative one, the semivariance, which he defines as:

$$
\begin{equation*}
S_{h}=E\left[(R-h)^{-}\right]^{2} \tag{2-6}
\end{equation*}
$$

where: $R=i s$ a random variable with known probability distribution. $h=i s$ a critical value which $R$ should exceed. $E=i s$ an expectation operator.
and,

$$
\begin{array}{ll}
(R-h)^{-}=(R-h) & \text { if }(R-h) \leq 0 \\
(R-h)^{-}=0 & \text { if }(R-h)>0
\end{array}
$$

Alternativley, it can be expressed as:

$$
\begin{equation*}
\mathrm{S}_{\mathrm{h}}=\mathrm{E}[\min (\mathrm{R}-\mathrm{h}), 0]^{2} \tag{2-7}
\end{equation*}
$$

The effect is to measure the downside (unfavorable) variability. Both the variance and semivariance criteria will pick the same solution for investments involving only symmetric distributions. However, the two criteria may indicate different solutions if returns from investments are asymmetric. Mao illustrated this with a skewed distribution, figure 2-1(a), and its reflection about the mean figure 2-1(b), where each point represents one possible investment outcome. It easy to see that both distributions (a) and (b) have the


$$
\mathrm{E}=3 \quad \mathrm{~V}=4 \quad \mathrm{~S}_{\mathrm{h}}=3.2 \quad \mathrm{~h}=3
$$


(b)

$$
E=3 \quad V=4 \quad S_{h}=0.8 \quad h=3
$$

Figure 2-1. Difference between Variance and Semivariance.
same means and variances; therefore the variance criterion will evaluate the two proposals as equally attractive. However, an investor interested in reducing losses will prefer (b) to (a). The semivariance criterion will also pick (b) because the distribution (a) has an $S_{h}$ of 3.2 , and distribution (b) has an $S_{h}$ of only 0.8 . The variance seems to be too conservative because of the fact that any extreme (below or above of the expected return) is undesirable. However, it is a more popular measure of risk than the semivariance, because of its familiarity and ease of computation.

Dealing With Risk
There are numerous approaches for compensating for risk in the project selection process. Among the simplest ones are:
I) The payback period:number of years required to recover the initial cash investment.
II) The risk-adjusted discount rate: the riskless rate and a premium for risk,ie,

$$
i_{a}=i+i_{r}
$$

where $i_{r}$ denotes the incremental return required to compensate for risk. And,
III) The variation of project life as a measure for adjusting risk,ie, a very risky ten year project may be reduced to an eight or seven year project to compensate for risk.

The main disadvantage of the payback period is that this criterion gives equal importance to all cash flows ocurring before the project recovers its initial investment and no importance to flows ocurring after that time. It has the virtue of promoting the liquidity of the firm, but at the same time, some good projects with high returns in the future may be seriously underrated. On the other hand, Van Horne (32) shows that the disadvantage of the risk-adjusted discount rate is the difficulty of determining the appropriate one for each particular alternative. Also, he discusses(33) the drawbacks of using project life as a mean for adjusting for risk.

Robicheck and Myers (26) recommend the concept of certainty-equivalent,defined as a certain amount equivalent to the outcome of a risky situation, or, in other words, a certain amount such that an investor is indifferent between this amount for certain and a chance on the outcome of the risky situation. With this method, distibutions of possible cash flow outcomes are specified period by period and a certainty equivalent is substituted for each of the distributions. Van Horne(32) explains that the difficulties of this approach are: a) The specification of the appropriate certainty-equivalents period by period for an investment opportunity and b) Being consistent in these specifications from project to project.

Baumol(1) introduces a modification to the variance
criterion, named Expected Gain Confidence Limit Criterion (EGCL). This model involves the calculation of a critical point on which every alternative decision should be based. The basic equation in his approach is:

$$
\begin{equation*}
C P=E V-\phi \sigma \tag{2-8}
\end{equation*}
$$

where; $\quad E V=$ expected value of return. $\sigma=$ standard deviation of expected return. $\phi=$ degree of risk aversion (a number of standard deviations on the low side of EV, below which values can not be tolerated.

The value of $\phi$ is selected by the investor or portfolio manager based on risk preferences - $\varnothing$ and $C P$ vary inversely. For example, assuming returns are normally distibuted, if the investors are willing to accept a 0.25 chance that the portfolio return is below $C P$, they should set $\phi=2$. If less chance of a low return is desired, this may be achieved by setting $\varnothing=3$.

A more elaborate approach which considers the probability distributions of the project outcomes over time is the method of Hillier (9). Period by period the project outcome is treated as a random variable with known mean and standard deviation. Then the mean and variance of the "figure of merit" (net present value, equivalent uniform annual cost, or internal rate of return) are determined analytically. Thus, Markowitz' method for single-period investments is extended to multiple periods. Furthermore, Hillier incorporates
the concepts of perfect independence and perfect and partial correlation among cash flows. Later in 1971(11) Hillier reexamined the problem from the view point of expected utility of present worth. His solution procedure consists of an approximate linear programming approach and an exact Branch-and-Bound algorithm. The utility functions considered are: I) A basic model,(figure 2-2), where the expression for Utility of present worth is given by a hyperbola

$$
\begin{equation*}
U(p)=\frac{\left(a_{1}+b_{1} p\right)+\left(a_{2}+b_{2} p\right)-Q}{2} \tag{2-9}
\end{equation*}
$$

where;

$$
\begin{aligned}
& Q=\sqrt{\left[\left(a_{1}+b_{1} p\right)+\left(a_{2}+b_{2} p\right)^{-2}-4 p\left[a_{1}+b_{1} b_{2} p+a_{2}\right]\right.} \\
& a_{1}=d\left(1-b_{1}\right) \quad a_{2}=d\left(b_{2}-1\right)
\end{aligned}
$$

II) And a high risk aversion model for $U(p)$,(figure 2-3), which differs from the above only in the behavior of the utility function as $p$ grows very large in the negative direction. The algebraic form of the function is:

$$
\begin{equation*}
\mathrm{U}(\mathrm{p})=\mathrm{a}_{1}+\mathrm{b}_{1} \mathrm{p}-\mathrm{a}_{1} \mathrm{e}^{-\left[\left(1-\mathrm{b}_{1}\right) / \mathrm{a}_{1}\right] \mathrm{p}} \tag{2-10}
\end{equation*}
$$

Using Hillier's results, many other authors have extended his ideas and studied various general cases of investment situations, as Kahak and Owen(12), Canada and Wadsworth(5), Mantell(15), Young and Contreras(37), etc. An important drawback of Hillier's and related methods is the difficulty of implementing the analytical procedures necessary to derive the mean and variance of the present worth of the selected projects. The complexity of some real world problems


Figure 2-2. The Basic Model for Utility of present worth, $U(p)$.


Figure 2-3.The High Risk-Aversion Model for Utility of present worth, U(p).
precludes the use of these methods.
On the other hand, Hertz(8) in 1964 uses Monte Carlo simulation to deal with the riskiness of an investment. As in the case of Hillier's models, the objective of the computer simulation is to generate a probabilistic distribution for the present worth. This enables the decision maker to compare expected returns and their variabilities for two or more alternatives. Even though Hertz makes a distinction between "risk of investment" (probability that the project will result in a loss) and "variability of return on investment" (dispersion of the probability distribution for the present worth), most other authors only use the variance of return as a measure of project risk. A feature of the Hertz approach is that computer simulation always results in a distribution for the present worth of the selected projects. The stochastic models discussed by Hillier do not always generate directly a probability distribution, but instead use the means and variances of the cash flows to obtain the mean and variance of the present worth of the selected projects.

Lately, in the fall of 1977 Bey and Porter(3) wrote a paper which deals with the evaluation of capital budgeting portfolio models by using simulated data. In their work they point out that while decision rules as payback, internal rate of return, and net present value may deal effectively with some of the problems which the decision
maker faces,ie, large number of available alternatives, interrelationships among projects, constraints on capital resources,etc.,"they have the common shortcoming of considering projects only on an individual basis and, therefore, fail to consider the statistical interrelationships among the set of proposals". They also cited some other authors who have suggested a portfolio approach to capital budgeting, Lintner(14), Naslund(20), Salazar and Sen(27), and Quirin(25).

In their paper Bey and Porter make an empirical study of the performance of several of the major portfolio approaches to capital budgeting. The portfolio models studied were:

1) A modification to the mean-variance model (EV-I) as adapted to capital budgeting by Weingartner (36).
2) Porter's (23) extension of the Lintner (14) single-period case (EV-II).
3) A mean-semivariance model ( $E S_{h}$ ).
4) A chance-constrained model (CCP).

Their study assumed one decision at one point in time and uses as a standard of comparision the second degree stochastic dominance model, because of its conceptual superiority (24). Then they simulated several decision environments and found that the results of the decision models are highly dependent upon whether the project cash flows are positively or negatively correlated. For the positively
correlated cash flows the mean-semivariance model (ES ${ }_{h}$ ) clearly outperformed all the others. The next best performance was accomplished by the chance-constrained model (CCP), follow by the EV-II and EV-I. Even though a direct comparison of the NPV model with the others is not easy, because this model selects only one set for the efficiency frontier, consisting of all those with NPV greater than or equal to zero, the study clasifies its performance as quite poor. On other hand, for negatively correlated cash flows the ranking of the models depends of how the comparison is made. However, in general the only change in the ranking of performance is in the EV-II and EV-I models which interchange their places. Bey and Porter suggest at the end of the study that: a) The set of projects selected will depend on which portfolio model was used and b) There is no benefit in attempting to match decision environments and capital budgeting models.

## Uncertainty Resolution

It is possible to find in the literature two major approaches which deal with the concept of uncertainty resolution in an explicit manner: the payback period method, and the certainty-equivalent method. Uncertainty resolution describes the situation in which information needed to formulate or assume probability distributions of possible events is unknown.

Even though uncertainty resolution has been discussed by several authors, as Robicheck and Myers(26),

Percival and Westerfield(21), Bierman and Hansman(4), it has not been found very useful in the allocation of the firm's resources among competing alternatives. For example, a major difficulty in the certainty-equivalent approach is the development of an appropriate utility function to identify the time preferences of consumption. In particular, an individual's time preference for future consumption depends on what investment opportunities this individual would have in the future. However, in most real investment situations, the ocurrence, timing, and characteristics of future investment opportunities are difficult to predict with certainty. On other hand, in the use of the payback method as a basis for measuring uncertainty resolution, it is difficult to find a meaningful index representing the rate of the resolution of uncertainty through time, when the cash flows of a proposal are expressed in terms of a probability tree. It is possible to compute the expected payback period and variability about the expectation for a proposal. However, the interpretation of the statistic in terms of uncertainty resolution over time is rather vague.

## Product Development

Up to now the literature search has dealt with the problem of allocating limited money resources to different project proposals. Altnough the work done in this research may apply to all types of investment proposals, as costreduction measures, plant and warehouse location, and installation of environmental controls, the timing in the
launching of a new product is of particular importance. Therefore, part of this literature search also treats this concept. Unfortunately, the literature in this field is not as rich as the literature of capital budgeting.

In 1972 Seavoy (28) said that "new-product marketing is an art, a science, a gamble", and classifies the risks in five areas: risk in the product, risk in production, risk in the market,risk in distribution, and risk in commercialization. He really points out the importance of timing, saying: "if you're late or early (in the market), the market will pass you by like a speeding jet".

FitzRoy(7) proposes three basic product strategies:

1) Be the first in the market (or market leadership). This is a high risk strategy, but the company has the possibility of high income. In order to be a successful company of this type, the firm has to be inventive, high risk oriented, development oriented, and also should have the resources required to absorb possibles losses.
2) Follow the leader (second in the market).

In this strategy, the firm chooses to be the second one in the market. Here the firm takes advantage of the mistakes made by the leader, and then it may launch a better product. This kind of behavior is a lower risk strategy, but the potential revenues are lower too.
3) Me-too.

In this strategy the company goes into an established market. This choice has, generally, the lowest risk. But in order to
generate some profits, the firm requires superior product positioning and because most of the time those markets have severe price competition, the company must have production and distribution strengths.

There are some other aspects the company must examine before choosing a strategy, as: the market opportunities (advantage of the firm relative to the competition), the maximum utilization of resources, and corporate stability (overall level of risk).

In 1966 Pessemier (22), combining the product life cycle concept (figure 2-4) and the timing concept, shows the effects on investments,sales and profits of two different companies when they enter the market with similar products but at different times (fig.2-5). This figure shows how the success of a product entering the market will depend on the degree to which its entry leads or follows similar products. Company $A$, the first to go into the market, spends and risks more money than company $B$, but assuming good planning and management control, company A will get more profits, as shown in the figure.

Kotler (13) said that the first firm to enter the market will enjoy, if its product is perfected, a substantial advantage over the second one. It is estimated that the second firm to enter the market will achieve only half the sales of the first firm,and a third firm entering the market would achieve only half the sales of the second firm. He also points out that, when the firm which enters the market first


Figure 2-4. Typical Product Life Cycle


Figure 2-5. Illustration of the Effect of Timing of Entry of two Similar New Products Offered by Competing Companies.
has a poor version of the product, it may spoil its share of the market. The quality and/or suitability of the product is a function of the passage of time and the money spent on $R \& D$.

Is clear then, that timing is important and the rewards from entering a market at an opportune moment can be substantial. However, it should be said that sometimes products are placed on the market prematurely and fail, losing the market leadership, and, sometimes even worse, going out of the market losing a great deal of money. This occurred in the Bowmar case: they had the initial advantage in the hand-held electronic computer market, and they lost it because of factors related to this "premature concept"(28). The above covers the literature survey of the two principal areas upon which this work is based: capital budgeting and product development. In the next section the model used in this research will be established.

## CHAPTER III

## DESCRIPTION OF THE MODEL

## Overview

In the evaluation of investment projects, whether new products or any other kind of investment porposal, the projected cash flow streams represent the major determinants of project worth in the evaluation process. Although in the past many decision makers assumed certainty conditions for analytic purposes, today many planners recognize that probabilistic formulations of project outcomes add considerable quantitative information for project evaluation and selection. However, this type of formulation introduces some additional problems not found in the deterministic case.

Before presenting the detailed methods related to this formulation, is necessary to describe the general model, including the sequential decision process, the linear programming model, and the assumptions made in the model, in order to give a clearer idea of the main purpose pursued throughout this research.

The general model, which is described in a flow chart in figures 3-1 and 3-2, begins with three cash flow estimates (the optimistic, most likely, and pessimistic ones), for each year for each project as principal data. This is done in the context of a fixed planning period with annual


Figure 3-1. Analytical Solution.


Figure 3-2. Simulation
investment decisions. Each proposal may be considered for selection during each of three years, the year in which the project is proposed for the first time, and the next two. In general, it is assumed that as the time of implementation is delayed, the expected value of the elements in the cash flow steams will decrease, and also their variability. This pattern is based on articles by Kotler(13) and Pessemier(22) about the marketing of new products.

It is convenient to assume a Beta distribution for each annual cash flow for each project. The mean and variance of the cash flows are readily calculated using wellknown formulas. Then the expected present worth and the variance of the expected present worth is obtained for each project. However, in the calculation of the variance of the expected present worth, the model includes the different cases of correlated flows, which are explained in detail in the next section. The discount factor is assumed constant through time.

With all of this information a linear programming (LP) model is used as follows:

$$
\begin{align*}
\text { Maximize }: & \sum_{i=1}^{N} E P W_{i} x_{i}-\lambda \sum_{i=1}^{N} V E P W_{i} x_{i}  \tag{3-1}\\
\text { st: } & \sum_{i=1}^{N} c_{t i} K_{t} \quad \text { (Budget constraint) }  \tag{3-2}\\
& \text { Contingency Constraints }  \tag{3-3}\\
& 0 \leqslant x_{i} \leqslant 1 \tag{3-4}
\end{align*}
$$

where: $\quad E P W_{i}=$ Expected present worth of project i. $V E P W_{i}=$ Variance of the expected present worth of project i.
$\lambda=$ Risk aversion factor.
$K_{t}=$ Budget in year $t$
From the LP model a set of projects is obtained for the first year and a value of the variance of present worth for the set of projects (portfolio) including cross-correlation effects. As was mentioned earlier, the non-selected projects are considered then with the projects of the next year and the sequential process is done through all the planning period (a project may be selected only once). Because of the fact that the $L P$ model is not an integer programming algorithm, the decision process assumes an arbitrary $x$ value, $i e ; x \geq 0.7$ for the acceptance of fractional projects. Deviations from the original budget are carried forward to the next year, assuming lending or borrowing at some interest rate i, as necessary. Project returns are assumed to be invested elsewhere in the company.

The model gives additional useful information for the decision maker, as: the amount of cash at every year, the amount of cash at the horizon, the total cost of the alternatives, etc. The solution procedure can be performed in two ways: analytically and simulated. Analytically means that the model will work with the values give by the
parameters of the Beta distribution, ignore cross-correlation effects, and assume no budget deviations. Simulated implies using a Beta random number subroutine to simulate the cash flow values, including cross-correlation effects, and borrowing and lending to adjust for budget deviations. One of the main advantages of the algorithm is that the decision maker can "play" with the sequential process. He can change the budget for every year, the value of the risk aversion factor ( $\lambda$ ), and the decision rules for project acceptance (ie.; the model permits the selection of projects only in the first year, or the second, or in any of the first three years after the project is identified). With this the decision maker ends with a series of different alternatives, and each set of projects selected (portfolio) can be represented as a point on an "efficiency frontier". Therefore, depending upon the specific considerations of each firm (budget,aggressiveness,etc.) the selection of the investment alternatives can be made.

It is possible that some of the concepts just exposed here may not be very clear. The next chapter explains in detail how the model can be used. The rest of this chapter is dedicated to describing the theory upon which the sequential model is based.

## Probabilistic Consideration of the Cash Flow

Assuming probabilistic conditions, the net present value of any project is a random variable. Considering a stream of random net cash flow increments $A_{t j}$, generated
by a project $j(j=1,2,3, \ldots n)$ at times $t(t=0,1,2 \ldots n)$ using $i_{k}$ as a discount rate, the net present value of the cash flow stream will be:

$$
\begin{equation*}
N P V_{j}=\sum_{t=0}^{n}\left[\frac{A_{t j}}{\prod_{k=0}\left(l+i_{k}\right)}\right] \tag{3-6}
\end{equation*}
$$

where $N P V_{j}$ is the discounted net present value of project j. A very common assumption in capital budgeting problems is the assumption of the discount rate $i_{k}$ as constant over the planning period, and also known with certainty, reducing equation (3-6) to the form:

$$
\begin{equation*}
N P V_{j}=\sum_{t=0}^{n} \frac{A_{t j}}{(l+i)} t \tag{3-7}
\end{equation*}
$$

This is the formula used throughout the analysis.
Since a random process governs the values taken
by $A_{t j}$, this can be represented by discrete or continous density functions such as those illustrated in figure 3-3. In figure 3-3 (a) the mass function $f\left(A_{t j}\right)$ describes the relative frequency of each discrete value of outcomes, while in 3-3 (b) the expression

$$
\begin{equation*}
p\left(A_{t j}\right)_{x, y}=\int_{A=x}^{y} G\left(A_{t j}\right) d A \tag{3-8}
\end{equation*}
$$

gives aproximately the relative frequency over a small range


Value of Random Cash Flow
Figure 3-3(a) Probability Function for a Discrete Random Cash Flow.


Figure 3-3(b) Probability Density Function for a Continuous Cash Flow.
of outcomes for a continuously distributed $A_{t j}$, where $G\left(A_{t j}\right)$ is the probability density function of the random cash flow. It is convenient to represent each random cash flow using the mean and variance of a distribution, such as the Beta distribution. This approach, proposed by Wagle (34) and summarized by Hillier (10), has the advantage that it is patterned after the PERT technique, which has achieved considerable success in evaluation of research and development program schedules. Another advantage is that it is very easy to estimate the Beta distribution parameters. This technique needs three estimates by the analyst: an optimistic one, which represents a cash flow if the project goes as well as reasonably possible, a pessimistic one, assuming the project goes as poorly as reasonable possible, and a most like estimate. These three values are assumed to correspond to the upper bound, lower bound and the mode of the Beta distribution, respectively. This Beta distribution resembles a Normal distribution with two principal exceptions:

1) The Beta distribution is truncated at the tails, while the Normal distribution continues indefinitely. 2) The Beta distribution may be skewed right or left, instead of being symmetric as the Normal.

The second condition may be present because the most likely estimate may take any value between the other two estimates, depending upon the analyst's judgement, and not necessarily midway between the extreme bounds. Under
these assumptions the mean and the variance of each cash flow element in any period $t$ for a project $j$ can be found by (10):

$$
\begin{equation*}
E\left(A_{t j}\right)=(1 / 6)\left(P E_{t j}+4 M L_{t j}+O P_{t j}\right) \tag{3-9}
\end{equation*}
$$

and

$$
\begin{equation*}
V\left(A_{t j}\right)=\left[(1 / 6)\left(O P_{t j}-P E_{t j}\right)\right]^{2} \tag{3-10}
\end{equation*}
$$

where: $E\left(A_{t j}\right)=$ mean of the cash flow for period $t$ and project j.
$V\left(A_{t j}\right)=$ variance of the cash flow for period $t$ and project j.
$P E_{t j}=$ pessimistic estimate of cash flow in period $t$ and project $j$.
$M L_{t j}=$ most likely estimate of cash flow in period $t$ and project $j$.
$O P_{t j}=$ optimistic estimate of cash flow in period $t$ and project $j$.

## Present Value of Each Proposal

The general definition of the present value of a project is: the sum of the discounted cash flows throughout the project life. In the non-deterministic case the effect of randomness can be expressed through the mean and variance of the distribution of $A_{t j}$. The summation of these discounted random outcomes is also a random variable described by the formula (3-7), where $N P V_{j}$ is the random net present value for project $j, A_{t j}$ is the random cash flow in period $t$ for project $j$, and $i$ is the discount rate. So for the discrete
case as well as the continuous one, the random net present value for the project will have a mean net present value $E\left(N P V_{j}\right)$ and a variance of net present value $V\left(N P V_{j}\right)$. This is very important, because it permits one to relate the unknown $\mathrm{NPV}_{j}$ to the random cash flow elements of the project. The mean net present value of the project is simply the sum of the discounted cash flow elements:

$$
\begin{equation*}
E\left(N P V_{j}\right)=\sum_{t=0}^{n} \frac{E\left(A_{t j}\right)}{(1+i)^{t}} \tag{3-11}
\end{equation*}
$$

On the other hand, the value of the variance will depend on the relationships among the cash flows of the project. Several kinds of this relationship may exist,ie: complete independence, complete dependence, partial dependence, and combinations of these.

## Case of Complete Independence

When the variability of a project outcome is due to random elements without any causative or consequential relationship with any other outcome in the cash flow stream, the cash flow for that project is said to be independent.

For this case the variance of the project net present value is obtained form the formula for the variance of the weighted sum of independent random variables (29).

$$
\begin{equation*}
\operatorname{Var}(a x+b y)=a^{2} \operatorname{Var}(x)+b^{2} \operatorname{Var}(y) \tag{3-12}
\end{equation*}
$$

or

$$
\begin{equation*}
V\left(N P V_{j}\right)=\sum_{t=0}^{n} \frac{\sigma_{A_{t j}}^{2}}{(1+i)^{2 t}} \tag{3-13}
\end{equation*}
$$

where $\sigma_{A_{t j}}^{2}=$ variance of the $t^{t h}$ cash flow element, project $j$.

## Case Of Complete Dependence

Complete dependence, or perfect correlation, exists when the random cash flows have a "one to one" relationship among events in succeding periods, ie.: marketing expenses varying directly with sales.

The mean net present value $E\left(N P V_{j}\right)$ is calculated exacly the same way for the independent case, because the present value does not depend on the dependence-independence assumptions. To calculate the variance of the net present value it is necessary to use the relation:

$$
\begin{equation*}
\operatorname{Var}(a x+b y)=a^{2} \operatorname{Var}(x)+b^{2} \operatorname{Var}(y)+2 a b \operatorname{Cov}(x, y) \tag{3-14}
\end{equation*}
$$

Considering that;

$$
\begin{equation*}
\operatorname{Cov}(x, y)=\rho_{x y} \sigma_{x} \sigma_{y} \tag{3-15}
\end{equation*}
$$

the variance can be found as follows:

$$
\begin{align*}
V\left(N P V_{j}\right)= & V\left(A_{0 j}\right)+\frac{V\left(A_{1 j}\right)}{(1+i)^{2}}+\frac{V\left(A_{2 j}\right)}{(1+i)^{4}}+\ldots \cdot \\
& +\frac{v\left(A_{n j}\right)}{(1+i)^{2 n}}+\frac{2 \operatorname{Cov}\left(A_{0 j}, A_{1 j}\right)}{(1+i)} \\
& +\frac{2 \operatorname{Cov}\left(A_{0 j}, A_{2 j}\right)}{(l+i)^{2}}+\ldots+\frac{2 \operatorname{Cov}\left(A_{n-1}, A_{n j}\right)}{(1+i)^{2 n-1}} \tag{3-16}
\end{align*}
$$

substituting $\sigma_{t j}^{2}=v\left(A_{t j}\right)$

$$
V\left(N P V_{j}\right)=\sum_{t=0}^{n} \frac{\sigma_{t j}}{(1+i)^{2 t}}+2 \sum_{x=0}^{n-1} \sum_{y=0}^{n} \frac{\rho_{x_{j} y_{j}} \sigma_{x j} \sigma_{y j}}{(1+i)^{x+y}}
$$

where $\rho_{x y}=1$ because of perfect correlation. Then the calculation is reduced to:

$$
\begin{equation*}
v\left(N P V_{j}\right)=\left[\sum-\frac{\nabla j_{j}^{2}}{(1+i)^{t}}\right]^{2} \tag{3-18}
\end{equation*}
$$

## Case Of Partial Dependence

There are cases when the outcomes of a project are neither independent nor perfectly correlated. This is the case of partial correlation. The mean net present value does not represent any problem, and it is calculated by the same formula used before. For the calculation of the variance the formula used is equation (3-17). However, in this case $\rho_{x y}$ is not one any more, so the problem is to find a good way to estimate $\rho x y$. Using two common restrictive assumtions, this calculations became fairly simple.

Assumption 1: The random variables are Markov-dependent through time. In other words, whatever influences the cash flow in period $t$, derives only from the preceding period $t-1$, so the partial correlation between lag time periods of two or more is zero.

Assumption 2: The correlation coefficient for the cash flow in time $t$ and the cash flow in $t-1$ is the same

> as for the cash flow in time $t+a$ and the cash flow in time t+a-l.

Then, using some early work by Mood and Cramer $(18,6)$, and assuming that $A_{o j}$ and $A_{1 j}$ are partially correlated, with a given value for $A_{o j}$, then the estimate of the expected value of $A_{1 j}$ given $A_{0 j}$ is:

$$
\begin{equation*}
E\left(A_{l j} \mid A_{0 j}=x\right)=E\left(A_{0 j}\right)+\rho_{A_{0 j} A l j}\left(\frac{\widetilde{V}_{A l j}}{\widetilde{V}_{A_{0 j}}}\right)\left(x-E\left(A_{0 j}\right)\right) \tag{3-19}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{E\left(A_{1 j} \mid A_{0 j}=x\right)-E\left(A_{l j}\right)}{\sigma_{A_{l j}}}=\rho_{A_{0 j}, A_{l j}}\left(\frac{x-E\left(A_{0 j}\right)}{\sigma_{A_{0 j}}}\right) \tag{3-20}
\end{equation*}
$$

By obtaining estimates of $A_{l j}$ conditional on $A_{0 j}$, an estimate of the correlation coefficient can be made. The deviation of Alj from its unconditional mean is related to the deviation of the given value $x$ of $A_{0 j}$ from the unconditional mean for $A_{0 j}$, by the correlation coefficient $\rho_{A 0 j}, A l j$. Mood points out that if $A_{0 j}$ and $A_{l j}$ are bivariate normal, the procedure gives the best unbiased estimate of $\rho$. Cramer says that otherwise it gives the best linear estimate according to the principle of least squares $(18,6)$.

To use the method, it is necessary to select given values of $A_{0 j}$ and then estimate the expected values of $A_{l j}$ given the $A_{0 j}$ 's. It is helpful to select the given values of $A_{0 j}$ as being $3 \sigma$ above and below $E\left(A_{0 j}\right)$, and then
use the formula for estimating the mean of a Beta distribution. It is possible to average all the resulting values of g's and then construct the correlation matrix.


With this correlation matrix, and equation (3-17), the variance of the project net present value for partially correlated cash flows is obtained.

Case of Independence And Partial Or Perfect Correlation.
Sometimes it is possible to have the initial
investment of a project $j$ independent of the rest of the cash flows stream, but at the same time, the remaining cash flow stream may be partially or perfectly correlated itself. In this case, like in the others, the mean net present value is found exactly the same way, by adding the discounted cash flow elements. However, the calculation of the variance of project net present value has some minor changes.
I) Initial investment independent, and the rest of the cash flow stream partially correlated.

The only difference in the calculation of the variance in this case, with respect to the case in which all
the cash flows are partially correlated, is in the values of the first column and the first row of the correlation matrix. Here, both the first column and the first row take values of zero with the exception of the first element, which is 1. The rest of the calculations are exacly the same.
II) Initial investment independent and the rest of the cash flow stream perfectly correlated.

A simple combination of the perfect independence situation and the perfectly correlated case is used to obtain the variance of the net present value in this case. The resulting expression is:

$$
\begin{equation*}
V\left(N P V_{j}\right)=V\left(A_{0 j}\right)+\left(\sum_{t=1}^{n} \frac{\sigma_{A_{t}}}{(1+i)}\right)^{2} \tag{3-21}
\end{equation*}
$$

## Correlation Between Projects $j$ And $k$.

Sometimes the projects can be affected in their cash flows by changes in economic or political conditions. When this happens it is said that the net present value of projects $j$ and $k$ are cross-correlated. For the projects which are affected one can pairwise combine the statistical parameters into one set, cone for the mean and one for the variance) for each pair.

The calculation of the mean net present value for such pair is fairly simple; just add the two net present values of the projects.

$$
\begin{equation*}
E\left(N P V_{j, k}\right)=E\left(N P V_{j}\right)+E\left(N P V_{k}\right) \tag{3-22}
\end{equation*}
$$

In the computation of the variance, the case of independence or dependence between projects must be considered. The mathematical calculations for these two cases is not simple. However, assuming two conditions the computation can be straightfoward.

Assumption l: The economic or political conditions will push the cash flows up or down simultaneously, rather than in different time periods. This permits one to assume the correlation coefficient $\rho_{i k t}$ to be the same between projects $j$ and $k$.

Assumption 2: This correlation coefficient will be the same through time ( $\rho_{j k t}=\rho_{j k t+1}$ for $t=1,2,3, \ldots n$ ). Thus we need only to define $\rho_{j k}$.

With these two assumptions, and by methods
analogous to equation 3-17, the variance is expressed as;

$$
v\left(N P v_{j k}\right)=\sum_{t=0}^{n} \frac{\sigma_{t j}^{2}}{(1+i)^{2} t}+\sum_{t=0}^{n} \frac{\sigma_{t k}^{2}}{(1+i)^{2} t}+2 \rho j k \sum_{t=0}^{n} \frac{\sigma_{t j} \sigma_{t k}}{(1+i)^{2} t}
$$

From this formula, the assumption of independence or dependence between the projects will just change the last term of expression 3-23. For cross-correlated projects $\rho_{j k}$ will take values between 0 and 1 depending upon the degree of correlation. For projects not cross-correlated $\rho_{j k}$ will be equal to zero and the equation $3-23$ reduces to:

$$
\begin{equation*}
V\left(N P V_{j k}\right)=\sum_{t=0}^{n} \frac{V_{t j}^{2}}{(1+i)^{2} t}+\sum_{t=0}^{n} \frac{\sigma_{t k}^{2}}{(1+i)^{2} t} \tag{3-24}
\end{equation*}
$$

Case of Time-Wise And Proiect-Wise Carrelation
In this case the correlations occur not only within the cash flow streams of two different projects(autocorrelation), but also between the cash flow elements of the projects (cross-correlation).

The mean net present value is just the sum of the mean cash flow elements of both projects, equation 3-22. By the combination of the formulas used in the preceding cases, recalling that the auto-correlations are Markovian and the cross-correlations are zero lagged, the formula for the computation of the variance of net present value is:

$$
\begin{align*}
& V\left(N P V_{j k}\right)= \sum_{t=0}^{n_{j}} \frac{V\left(A_{t j}\right)}{(1+i)^{2 t}}+\sum_{t=0}^{n_{k}} \frac{V\left(A_{t j}\right)}{(1+i)^{2 t}}+ \\
& 2 \rho_{j k} \sum_{t=0}^{\min \left(n_{j}, n_{k}\right)} \frac{\sigma_{t j} \sigma_{t k}}{(1+i)^{2 t}}+ \\
& 2 \sum_{x=0}^{n_{j}-1} \sum_{y=1}^{n} \sum_{x y, j} \sigma_{x j} \sigma_{y j} \\
&(1+i) x+y
\end{align*}+
$$

This completes the exposition of the correlated model used as a part of the overall decision model developed in this work. In the next chapter a detailed description of the solution procedure will be presented.

# SOLUTION PROCEDURE AND COMPUTATIONAL EXPERIENCE 

Project Generation And Input Data
For testing the solution procedure three sets of projects were generated. Each one assumed fifteen new investment alternatives every year, with a project life of ten years, and a planning period of five years. Based on marketing literature, the expected return of a project and its variability were assumed to be decreasing functions of the delay in acceptance of the project. With this in mind, three cash flow estimates for each proposal were made. A complete list of the input data needed for the algorithm, as well as the parameters used, follows:
A) Pessimistic, most likely and optimistic estimates of annual project cash flows.
B) Number of projects:

Fifteen new investments available every year.
C) Time horizon:

The tenth year.
D) Autocorrelation coefficient $x$ :
$0 \leq x \leq 1$ distributed roughly according to a uniform distribution.
E) Initial investment coefficient $y$ :

Parameter used: I) Initial investment
independent of the rest of cash flows: $y=0$
II) Initial investment
with the same correlation as the rest of cash flows: $\mathrm{y}=1$
F) Decision rules for project selection:

Parameter used: FR=0 Project can be selected in any of the first three years after becoming available. FR=1 Project can be selected only in the first year. FR=2 Project can be selected only in the second year.
G) Analytical or simulated solution:

Parameter used: ANA=0 means analytical solution. $A N A=1$ means simulated solution.
H) Risk-aversion factor:

Parameter used: Lambda value in the objective function of the LP model.
I) Delta for lambda values:

A delta of 0.25 was used, which means that the values range from 1 to 0 , ie.: $1.0,0.75,0.5$, $0.25,0.0$.
J) Annual investment budget:

Parameter used: $\$ 2000, \$ 4000, \$ 6000$ for the first and second project set.

$$
\$ 500, \$ 1000, \$ 1500 \text { for the third }
$$

project set.
K) Discount rate:

10\%
L) Cross-correlation index w;
$0 \leq w \leq 1$ distributed roughly according to a uniform destribution.
M) Contingency constraints: In a matrix form, 5 or 6 constraints per year.

## Program Language

Two programs were used to solve the problem, both coded in Fortran IV for use on the CDC Cyber 74 at the Georgia Institute of Technology. (Appendix B).

## Characteristics Of The Projects

Table 4-1 shows a sample of projects used to test the solution procedure. Through these two projects it is shown how the value of the cash flows decrease as the acceptance of the projects is delayed one or two years. Equations (3-9) and (3-10) were used to obtain the mean and variance of the cash flows in each year as follows:

Project 1 t=1

$$
\begin{aligned}
& E\left(A_{t j}\right)=(1 / 6)\left(P E_{t j}+4 M L_{t j}+O P_{t j}\right) \\
& E\left(A_{t j}\right)=(1 / 6)(-710+4(-700)-600)=-698.33
\end{aligned}
$$

and

$$
\begin{aligned}
& V\left(A_{t j}\right)=\left((1 / 6)\left(O P_{t j}-P E_{t j}\right)\right)^{2} \\
& V\left(A_{t j}\right)=\left[((1 / 6)((-680)-(710))]^{2}=25\right.
\end{aligned}
$$

Table 4-1. Example of Project Cash Flows, Means and Variances.

PROJECT 1

| FIRST YEAR |  |  |  | SECOND |  | YEAR | THIRD YEAR |  |  | F.Y. |  | S.Y. |  | T.Y. |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t$ | PE | ML | OP | PE | ML | OP | PE | ML | OP | E | $V$ | E | V | E | V |
| 0 | -710 | -700 | -6B0 | 0 | 0 | 0 | 0 | 0 | 0 | -698 | 25 | 0 | 0 | 0 | 0 |
| 1 | 580 | 600 | 615 | -700 | -690 | -685 | 0 | 0 | 0 | 599 | 34 | -690 | 6 | 0 | 0 |
| 2 | 580 | 600 | 615 | 285 | 300 | 310 | -653 | -650 | -640 | 599 | 34 | 299 | 17 | -648 | 4 |
| 3 | 480 | 500 | 515 | 285 | 300 | 310 | 145 | 150 | 155 | 499 | 34 | 299 | 17 | 150 | 2 |
| 4 | 480 | 500 | 515 | 235 | 250 | 260 | 170 | 175 | 180 | 499 | 34 | 249 | 17 | 175 | 2 |
| 5 | 980 | 1000 | 1015 | 235 | 250 | 260 | 140 | 150 | 155 | 999 | 34 | 249 | 17 | 149 | 6 |
| 6 | 880 | 900 | 915 | 480 | 500 | 510 | 140 | 150 | 155 | 899 | 34 | 498 | 25 | 149 | 6 |
| 7 | 870 | 900 | 915 | 380 | 400 | 410 | 235 | 250 | 255 | 899 | 56 | 398 | 25 | 248 | 11 |
| 8 | 870 | 900 | 915 | 480 | 500 | 510 | 185 | 200 | 205 | 897 | 56 | 498 | 25 | 198 | 11 |
| 9 | 870 | 900 | 915 | 480 | 500 | 510 | 235 | 250 | 255 | 897 | 56 | 498 | 25 | 248 | 11 |
| 10 | 870 | 900 | 915 | 480 | 500 | 510 | 235 | 250 | 255 | 897 | 56 | 498 | 25 | 248 | 11 |

PROJECT 2
Acceptance in:

|  | FIRST YEAR |  |  | SECOND YEAR |  |  | THIRD YEAR |  |  | F.Y. |  | S. ${ }^{\text {P. }}$ |  | T. $\%$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| t | PE | ML | OP | PE | ML | OP | PE | ML | OP | E | V | E | $V$ | E | $V$ |
| 0 | -22.0 | -200 | -190 | 0 | 0 | 0 | 0 | 0 | 0 | -201 | 25 | 0 | 0 | 0 | 0 |
| 1 | 490 | 500 | 520 | -205 | -200 | -195 | 0 | 0 | 0 | 501 | 25 | -200 | 2 | 0 | 0 |
| 2 | 490 | 500 | 520 | 297 | 300 | 305 | -203 | -200 | -196 | 501 | 25 | 300 | 1 | -199 | 1 |
| 3 | 490. | 500 | 520 | 297 | 300 | 305 | 148 | 150 | 152 | 501 | 25 | 300 | 1 | 150 | 0 |
| 4 | 485 | 500 | 520 | 296 | 300 | 306 | 148 | 150 | 152 | 500 | 34 | 300 | 2 | 150 | 0 |
| 5 | 485 | 500 | 520 | 296 | 300 | 305 | 148 | 150 | 153 | 500 | 34 | 300 | 2 | 150 | 0 |
| 6 | 485 | 500 | 525 | 295 | 300 | 305 | 147 | 150 | 153 | 501 | 44 | 300 | 2 | 150 | 1 |
| 7 | 485 | 500 | 525 | 295 | 300 | 305 | 146 | 150 | 153 | 501 | 44 | 300 | 2 | 149 | 1 |
| 8 | 480 | 500 | 525 | 293 | 300 | 305 | 145 | 150 | 153 | 500 | 56 | 299 | 4 | 149 | 1 |
| 9 | 480 | 500 | 525 | 293 | 300 | 305 | 144 | 150 | 153 | 500 | 56 | 299 | 4 | 141 | 2 |
| 10 | 480 | 500 | 525 | 290 | 300 | 305 | 143 | 150 | 153 | 500 | 56 | 299 | 6 | 149 | 2 |


| PE=Pessimistic value | F.R.FFirst year |
| :--- | :--- |
| M=Most likely value | S.Y. $=$ Second year |
| OP= Optimistic value | T.Y. $=$ Third year |

OP= Optimistic value
.y. $=$ second year
$\mathrm{E}=\mathrm{Me}$ an
V=Variance
where
$A_{t j}=$ Stream of random net cash flows generated by a project $j$ at the end of present and future time periods t.
$P E_{t j}=$ Pessimistic estimate of cash flow in period $t$ and project j.
$\mathrm{ML}_{\mathrm{tj}}=$ Most likely estimate of cash flow in period $t$ and project j.
$\mathrm{OP}_{\mathrm{tj}}=$ Optimistic estimate of cash flow in period $t$ and project j.

Various patterns of project cash flows were made (figure 4-1): good at the begining, uniform, variable, good at the end, etc., in order to test the procedure under realistic circumstances.

In order to make clearer the characteristics of each project set, and to help understand some of the results obtained in the computational experience, a variability ratio is defined as:
$1 / n \sum_{j=1}^{n}$ (Variance of total expected present worth $\mathrm{VR}=$ $j=1$ for project j)
$1 / n \sum_{j=1}^{n}$ (Total expected present worth for project j)

Thus, for each project set:
Set l; VR=4973/1131=4.38
Set 2; VR=7154/997=7.17
Set 3; VR=2.75*10 $10 / 1164=2.36 * 10^{7}$


Figure 4-1 Different Types of Project Cash Flow Patterns Used.

These numbers point out clearly the high degree of variability of project set 3 compared with project sets one and two.

Flexibility of The Algorithm And Program Runs
Before going into the details of the analytical and simulation procedures, it is important to show the flexibility of the algorithm for changing key values. This enables the analyst to obtain a wide span of decision environments. This flexibility is presented in figure 4-2. After the decision maker has obtained the three basic estimates of the cash flows, he can easily change the following items:
A) Decision rules for project selection.
B) Risk-aversion factor (lambda value).
C) Annual budget.
D) Solve analytically or simulate.

Table 4-2 shows how the analysis was structured, presented in the format of a fractional design of experiments, in order to perform the program runs and obtain meaningful comparative results. Thus, cell 1 represents the program values obtained when I) The projects may be selected in their first, second or third year, II) The lambda value in the objective function of the LP model is 1 , III) The annual budget is $\$ 2000$ and IV) The first set of projects is used. The total number of cells obtained is given by:

Set of Projects (1,2 or 3)
Select Budget $(\$ 2000, \$ 4000, \$ 6000$; set 1, 2) (\$500,\$1000,\$1500; set 3)

Select Lambda (1.0,0.75,0.50,0.25,0.0)

Analytical Solution


Select in the first second or third year

Select in the first year only

Select in the second year only


| Select | Select | Select |
| :--- | :--- | :--- |
| in the | in the | in the |
| first, first | second |  |
| second year | year |  |
| or third only | only |  |
| year |  |  |

*Not done in this work

Figure 4-2. Flexibility of the Algorithm.

Table 4-2. Structure of The Analysis.


$(3) *(10) *(3) *(3)=270$ cells.
Each cell represents a five-year planning period. Consequently five LP problems are solved per cell. Therefore, the total number of LP's solved is:

270 cells * 5 LP/cell= 1350 LP's.
For simulated solutions this number is given by equation 4-1 times the $5 \mathrm{LP} / \mathrm{cell}$, times the number of simulations.

Therefore, for set 1 :
From 4-1 $A=3, B=10, C=3, D=1$, simulations $=20$
thus,
$(A) *(B) *(C) *(D) * 5 * 20=9000 \mathrm{LP}$ 's solved
for set 2:
From 4-1 $A=3, B=10, C=3, D=1$, simulations $=20$
thus,

$$
(A) *(B) *(C) *(D) * 5 * 20=9000 \text { LP's solved }
$$

for set 3:

$$
\text { From 4-1 } A=2, B=3, C=1, D=1 \text {, simulations }=50
$$

thus,
(A) * $(B) *(C) *(D) * 5 * 50=1500 \mathrm{LP}$ 's solved.

## Computational Experience

Changing the values of the parameters mentioned above according to figure 4-2 and table 4-2, computational experience was obtained with the three sets of generated projects.

## Analytical Results

The results obtained from the analytical solution are summarized in tables A-1 through A-9 (appendix). Observing these tables and the behavior of the total expected present worth (TEPW) , its standard deviation(SD), the total cost of each alternative (TC) and the amount of cash at the horizon(CH), as a function of each of the parameters, some major conclusions can be drawn.
I) Effect of Changing the Decision Rules for Project Selection. For the three sets of projects, the largest amounts of total expected present worth and cash at the horizon were obtained when the program is allowed to select projects in "the first, second or third year", followed by "only the first year", and "only the second year" decision rules, in that order. This result would be expected from an optimal selection procedure.Also, it was found that the total investment cost of each project portfolio is not very sensitive to changes in the decision rules. Thus, the cost of each strategy is almost the same for the same values of all other parameters. Furthermore, in some cases these values were lower for the "first, second or third year" than for the
other two decision rules. On the other hand, the values obtained for the standard deviation behave as expected: the largest values are for the portfolios with the largest amounts of money. Generally, the results show that the strategy of always being the first in the market, or being aggresive and accepting only projects in the first year, may not give the highest expected returns. These results are shown in table 4-3 and tables A-1 through A-3.
II) Effect of Changing the Value of Lambda.

A singular result, obtained only because of the specific structure of project sets one and two, was the conclusion that being totally indifferent to risk would always be the best strategy. Comparing the $3 \sigma$ limits of each possible choice, for these two sets, the selection of the 0 lambda value is in all cases the best strategy. In the first set of projects, table A-l shows that with a budget of $\$ 6000$, the total expected present worth for $\lambda=0.25$ is $\$ 180,300$, with a standard deviation of 257 . The corresponfing values for $\lambda=0$ are $\$ 200,700$ total expected present worth with standard deviation of 1259. Then, according to statistical principles, the firm might receive with $\lambda=0$ :

Amount
$\$ 200,700^{ \pm} 1259$
\$200,700士 2591
$\$ 200,700 \pm 3885$

Probability
$63.3 \%$
95.0\%
99.8\%

Limits

## $\sigma$

$2 \sigma$
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Thus, the worst thing that could happen for the firm is to

Table 4-3. Selected Results for Project Set 1 , Budget of $\$ 6000$.

| Select in lst, <br> 2nd, or 3rd <br> year |
| :--- |


| TEPW |  |  |  |
| :---: | :---: | :---: | :---: |
| $\lambda=0.75$ | 156,600 | 152,600 | 91,200 |
| $\lambda=0.25$ | 180,300 | 164,900 | 107,500 |
| CH |  |  |  |
| $\lambda=0.75$ | 492,000 | 460,700 | 301,700 |
| $\lambda=0.25$ | 532,700 | 493,300 | 342,000 |
| TC |  |  |  |
| $\lambda=0.75$ | 29,600 | 30,700 | 30,000 |
| $\lambda=0.25$ | 30,100 | 30,200 | 28,900 |
| SD |  |  |  |
| $\lambda=0.75$ | 149 |  |  |
| $\lambda=0.25$ | 256 | 305 | 246 |

TEPW= Total expected present worth
$\mathrm{CH}=$ Cash at the horizon
$T C=$ Total cost
SD $=$ Standard deviation
receive $\$ 196,775(200,660-3 \sigma)$, which is better than the best value for lambda 0.25 , which is $181.100(180,300+3 \pi)$. This always happens in projest sets 1 and 2. Therefore, in such cases the projects selected $w i t h ~ \lambda=0$ are always better than the projects for all other values of lambda.

However, this is not true for project set three. The projects in this set have a significantly greater variability in their cash flows than the first two sets. Therefore, the selection of the strategy will depend on the degree of risk the decision maker allows in his selection process. Here, for example, with an annual budget of $\$ 1000$ and the "first, second or third year" decision rule (table A-7), the decision maker will have the following alternatives:

Lambda Total expected
Limits

| values | present worth | $\sigma$ | $2 \sigma$ | $3 \sigma$ |
| :--- | :---: | :---: | ---: | ---: |
| 1.00 | 65,464 | $\pm 5,275$ | $\pm 10,550$ | $\pm 15,825$ |
| .75 | 68,205 | $\pm 5,832$ | $\pm 11,727$ | $\pm 17,590$ |
| .50 | 75,367 | $\pm 10,681$ | $\pm 21,363$ | $\pm 32,045$ |
| .25 | 75,367 | $\pm 10,681$ | $\pm 21,363$ | $\pm 32,045$ |
| .00 | 90,027 | $\pm 2 * 10^{6}$ | $\pm 5 * 10^{6}$ | $\pm 8 * 10^{6}$ |

One thing can definitely be concluded: the value of $\lambda=0$ is not likely to be chosen by any decision maker because of its high degree of variability,or risk. Also, it can be observed that for the lambda values of 0.5 and 0.25 , there is no difference in the table values. This kind of behavior was found also for the other two decision rules;
"only the first year" and "only the second year", of this third project set. Furthermore, for these two last ones the values were also the same for $\lambda=0.75$, which means that this project set is not highly sensitive to intermediate values of lambda.

Another criterion that may help the decision maker is the amount of cash at the horizon and the total cost of each project portfolio. In most cases both of them increase as the lambda value decreases from one to zero.
III) Effect of Changing the Annual Budget.

Here, the three project sets behave in the same way as the annual budget increases, from $\$ 2000$ to $\$ 6000$ for the first and second sets, and from $\$ 500$ to $\$ 1500$ for the third. The total expected present worth and the amount of cash at the horizon increase, while keeping the same values of lambda and the same decision rules for project selection. This is a logical result, because as the budget increases, more projects can be selected. Consequently, the increments in the values of the total expected present worth and cash at the horizon occur.

However, an important observation is that, even though the standard deviations change in the same directions as the expected present worth and cash at the horizon, the increment in this value (the standard deviation) is by far smoother than the other values, as shown in the following example:

| Project | Increase | Lambda | Increase | Increase | Increase |
| :---: | :---: | :---: | :--- | :---: | :---: |
| set | in Budget | $\lambda$ | in CH | in TEPW | in SD |
| 1 | 4,000 | 0 | 317,900 | 106,000 | 78 |
| 2 | 4,000 | 0 | 291,600 | 85,600 | 600 |
| 3 | 1,000 | 0.5 | 106,600 | 36,800 | 560 |

On other hand, the sensitivity of project sets one and two, measured by changes in the project portfolio, to changes in the lambda value was found to be higer as the initial budget increased. In some cases where the budget was $\$ 2000$ the projects selected were the same for lambda values of $1.0,0.75$, and 0.5 .

This behavior can be explained by the thightness of the budget at small amounts: it does not easily permit changes in the projects selected. However, as the budget is increased, the number of projects eligible for selection also increases, making the lambda value important in the selection process. However, this did not happen with the third project set; this set was always insensitive, as mentioned earlier, to intermediate values of lambda, despite the budget amount.
IV) Finally, observing the tables, in can be seen that some values do not follow the general behavior of the others, ie.: in table A-5 the lambda value of 0.75 gives lower expected values than the lambda value of $1.0: 47,500$ versus 49,900 for a budget of 2000, etc., these cases are due to the approximation made by the linear programming model used throughout work in the selection process. All project
variables with value grater than of equal to 0.7 were rounded to 1 , and values less than 0.7 were rounded to zero.

Simulation Results
I) Simulation of Project Sets 1 and 2

A simulation was performed for two of the decision rules for project selection, "first, second or third year" and "first year only", for project sets one and two (see figure 4-2). The process was simulated 20 times each for most of the possible selection alternatives (20A, 27,30A); some alternatives were excluded because of insensitivity to parameters.

The complete results obtained from this simulation are given in tables $A-9$ to $A-13$, and selected results are shown in table 4-4. Comparing the values obtained in the anlytical solution with those obtained in the simulation, some differences can be observed. This raises some questions, as: are the differences significant?, why do they exist?, which method, analytical or simulation, is better?. Before trying to answer these questions some statistical principles are reviewed.

In the problem formulation both the total expected present worth and the cash at the horizon are random variables which are sums of Beta distributed variables. The Central Limit Theorem states that if a random variable may be represented as the sum of $n$ independent random variables, then for a sufficiently large $n, M$ is approximately Normally

Table 4-4. Comparison of Selected Results for Project set 1 , Budaet of $\$ 6000$, Select in the lst, 2nd, or 3rd Year Decision Rule.

Analytical Results
Simulation Results

TEPW

| $\lambda=1.00$ | 156,600 | 156,645 |
| :--- | :--- | :--- |
| $\lambda=0.75$ | 164,900 | 166,800 |
| $\lambda=0.50$ | 171,500 | 172,200 |
| $\lambda=0.25$ | 180,300 | 180,300 |
| $\lambda=0.00$ | 200,600 | 200,900 |
|  |  |  |
|  |  | 471,000 |
| $\lambda=1.00$ | 470,700 | 497,000 |
| $\lambda=0.75$ | 492,000 | 512,100 |
| $\lambda=0.50$ | 509,600 | 532,900 |
| $\lambda=0.25$ | 532,700 | 586,500 |

TEPW= Total expected present worth
$\mathrm{CH}=$ Cash at the horizon
distributed (37A). For correlated random variables, M can also be considered Normally distributed(10). Both the total expected present worth and the cash at the horizon thus behave as Normally distributec. Assuming that the simulation provides a sample of size 20 , it is possible to perform a Test of Hypothesis for each case, the TEPW and CH ,

$$
\begin{array}{ll}
\text { Ho: } & u=u_{0} \\
H_{1}: & u \neq u_{0}
\end{array}
$$

with a $t$ distribution ( due to the size of the sample). The results of these tests are in table 4-5.

Now, after the statistical principles have been reviewed, the comparison between the analytical results and the simulations can be made.

Analytical Solution Vs. Simulation For Sets 1 And 2
The results obtained from the Hypothesis Tests
show that the differences between the analytical and simulation procedures are significant in most cases at levels of $\alpha=0.01$ or $\alpha=0.05$ (see table 4-5). There are two major reasons which explain this type of behavior:

1) During the simulation the variance of the total expected present worth is calculated including the cross-correlation between projects. This is not done in the analytical procedure.
2) During the simulation the amount of money available for subsequent annual budgets may change according to the random values obtained from the project cash flows.

Table 4-5. Hipothesis Tests for the Simulation of Sets 1 and 2.

Set 1 Projects lst, $2 n d$, or $3 r d$ year.

| $\lambda$ | TEPW | CH | TEPW | CHI | TEPW | CH |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| 1.00 | - | - | 0.00 | $12.95 * *$ | 0.00 | $3.52 * *$ |
| .75 | - | - | $4.35 * *$ | $3.49 * *$ | $6.90 * *$ | $9.66 * *$ |
| .50 | $45.8 * *$ | $12.7 * *$ | $4.35 * *$ | $3.43 * *$ | $4.67 * *$ | $6.35 * *$ |
| .25 | $4.3 * *$ | $3.9 * *$ | $4.04 * *$ | $3.87 * *$ | 0.00 | $6.05 * *$ |
| .00 | $4.4 * *$ | $3.9 * *$ | $4.25 * *$ | 0.17 | $4.35 * *$ | $3.66 * *$ |

Set 1 Projects "only the first year"

| 1.00 | - | - | 0.08 | $2.03 *$ | 0.00 | $1.94 *$ |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- |
| .75 | - | - | $4.37 * *$ | $5.77 * *$ | $4.40 * *$ | $1.95 *$ |
| .50 | $4.36 * *$ | $3.52 * *$ | $4.36 * *$ | $3.47 * *$ | 0.00 | $3.25 * *$ |
| .25 | $4.35 * *$ | $4.34 * *$ | $1.45 *$ | 1.63 | $4.36 * *$ | 0.72 |
| .00 | $6.34 * *$ | $11.01 * *$ | $4.47 * *$ | $3.67 * *$ | $4.40 * *$ | 1.15 |

Set 2 Projects lst, 2nd, or 3rd year.

| 1.00 | - | - | $5.42 * *$ | $4.90 * *$ | $3.27 * *$ | $16.29 * *$ |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- |
| .75 | - | - | $3.97 * *$ | $3.07 * *$ | $3.04 * *$ | $3.84 * *$ |
| .50 | 0.00 | $3.72 * *$ | 0.00 | 0.30 | $7.76 * *$ | $1.40 *$ |
| .25 | 0.00 | $3.27 * *$ | 0.27 | 1.20 | $4.16 * *$ | $3.56 * *$ |
| .00 | $4.20 * *$ | $4.24 * *$ | 0.97 | $2.04 *$ | $18.19 * *$ | $18.10 * *$ |

Set 2 Projects "only the first year"

| 1.00 | - | - | 0.00 | $1.80^{*}$ | 0.00 | $1.94 *$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| .75 | - | - | $0.00 * *$ | 1.06 | 0.00 | $2.70 * *$ |
| .50 | $4.36 * *$ | $9.88 * *$ | $4.34 * *$ | $2.85 *$ | 0.00 | $6.16 * *$ |
| .25 | $6.77 * *$ | $6.34 * *$ | 0.00 | 0.87 | 0.00 | 0.32 |
| .00 | $4.36 * *$ | $6.70 * *$ | $4.39 * *$ | $17.62 * *$ | 4.36 | $3.72 * *$ |


| $H_{0}: u=u_{0}$ |
| ---: | :--- |
| $H_{1}: u \neq u_{0}$ |$\quad t=\frac{x-u}{s / \sqrt{n}} \quad$| $58 t=1.753(*)$ |
| ---: | :--- |
| $18 t=2.600 \vdots(*)$ |

This could change the projects selected and the cash at the horizon.

A very interesting, and important, result obtained with these two project sets is the fact that the project portfolios selected by the analytical procedure are nearly the same as those chosen by the simulation. As an example of this behavior tables $\mathrm{B}-1$ and $\mathrm{B}-2$ in the appendix show in vector form the projects selected by the analytical procedure for two decision environments:
I) Project set two, budget $\$ 6000, \lambda=0.75$
II) Project set two, budget $\$ 6000, \lambda=0.25$

Tables B-3 and B-4 show the results from the simulation for the same decision environments. It can be observed that even though the Test of Hypothesis generally reveals significant differences between the two solutions, the projects selected by the two solution procedures were the same, except for one or two projects. This type of behavior is found in all cases for these two project sets. Therefore, it is possible to say that in this case both the analytical solution procedure and the simulation give basically the same result with respect to project selection. Furthermore, figure 4-3 shows the patterns followed by the simulation for project set 1 , budget of $\$ 6000$, and decision rule "first, second or third year". This gives a very good idea of the changes in the values of total expected present worth and its variance during the simulation process. As can be seen in the figure,


Figure 4-3. "Patterns Followed by the Simulation".
Set 1, Budget $\$ 6000$ and "1st, 2 nd, or 3rd year", Rule.
the patterns followed from $t=1$ to $t=5$ are quite smooth, indicating that the mean values obtained from the simulations are reliable for decision making.

## Simulation of Set 3

Due to the magnitude of the values of the variance found in the analytical solutions for project set three, fifty simulations were performed for each decision environment tested, instead of twenty. The decision environments were:

| Selection rules | Lambda | Budget | Simulations |
| :--- | :---: | :---: | :---: |
| "first, second or third year" | 1.00 | 1500 | 50 |
| "first, second or third year" | 0.75 | 1500 | 50 |
| "first, second or third year" | 0.50 | 1500 | 50 |
| "first, second or third year" | 0.25 | 1500 | 50 |
| "first, second of third year" | 0.00 | 1500 | 50 |
| "only the first year" | 1.00 | 1500 | 50 |
| "only the first year" | 0.75 | 1500 | 50 |
| "only the first year" | 0.50 | 1500 | 50 |
| "only the first year" | 0.25 | 1500 | 50 |
| "only the first year" | 0.00 | 1500 | 50 |

These alternatives were chosen because of the fact that they combine two factors relating to decision environments, five lambda values, and a tighter budget that forces more comptition among the projects. The results are presented in table A-14. The differences between the
analytical solution and the simulation are quite evident (see table 4-6). This is because of the two reasons mentioned earlier, and because of the high variability of the project cash flows. Furthermore tables $B-5$ and $B-6$ in the appendix show the differences in portfolios chosen by the two procedures. There are similarities in portfolios, but there are enough differences to prevent the decision maker from simply using the analytical procedure.

## Efficiency Frontiers

The values of expected present worth and variance for different lambda values can be plotted to obtain a graphical representation of the efficiency frontier. Figure 4-4 shows the efficiency frontiers as time progresses for one of the situations. Each point represents a specific portfolio of projects selected by the LP model as a function of the lambda value. The leftmost curve represents the values of TEPW and SD after making decision at $t=1$. The next curve represents the values cumulative for $t=1$ and $t=2$. As time progresses the cumulative curves shift to the right and up.

Figure 4-5 shows the final efficiency frontiexs ( $t=1,2,3,4,5$ ) for the three decision rules for set 1 and $a$ budget of $\$ 6000$. It can clearly be seen that "select in the first, second or third year" dominates "select in first year". It would also dominate "select in second year" where it not
Table 4-6. Comparison of Selected Results
for Project Set 3, Budget of
$\$ 1500$, Select in the lst, 2nd,
or 3 rd Year, Decision Rule

Analytical Results
Simulation Results

TEPW
$=1.00$
$=0.75$
$=0.50$
$=0.25$
$=0.00$
82,600
76,600
86,210
79,200
92,100
82, 300
rem
93,600
84,300
109,200
93.800
.

## CH

$$
\begin{array}{lll}
=1.00 & 230,600 & 218,900 \\
=0.75 & 240,300 & 273,200 \\
=0.50 & 255,800 & 273,900 \\
=0.25 & 259,700 & 274,200 \\
=0.00 & 298,900 & 276,700
\end{array}
$$

TEPW $=$ Total expected present worth
$\mathrm{CH}=$ Cash at the horizon


Figure 4-4. Time Progression of Efficiency Frontiers, Set 1, Budget of $\$ 6000$, Select in 1st, 2nd, or 3rd Year.
for the one point at $\lambda=1.0$. The overall frontier is given by the frontier for "select in first, second or third year" plus the dashed line in figure 4-5.

## Computational Statistics

The program uses a core memory of 74,000 , although this could be reduced by reprogramming. Also, for the analytical procedure the "average run" uses 26 sec . of CPU time (CDC Cyber 74 ); therefore, for each project set the total computation time is :
$26 \mathrm{sec} * 45$ runs $=1170 \mathrm{sec}$.
On the other hand, for the simulation, the "average run" uses 130 sec . of CPU time. Thus, for project sets 1 and 2 the total computation time for each is:
$130 \mathrm{sec} * 26$ runs $=3380 \mathrm{sec}$.
and for project set 3:
$130 \mathrm{sec} * 10$ runs $=1300 \mathrm{sec}$.

## Summary

Three project sets were generated to test the model of chapter 3. This test included an analytical and simulation procedure.

During the analytical solution the main parameters of the model were changed in order to provide the decision maker with a wide span of decision environments. The key *alues values changed were: I) The decision rules for project selection, II) The risk aversion factor, and III)


Figure 4-5. Comparison of Final Efficiency Frontiers for Three Decision Rules, Set 1 , Budget of $\$ 6000$.

The annual budget. From these changes some major conclusions were drawn, and then the more interesting decision environments of each project set were simulated. .

For project sets one and two the analytical and simulation procedures gave the same results with respect to project selection. On other hand, for project set three, there are enough differences to prevent the decision maker from using only the analytical procedure.

## CHAPTER V

CONCLUSIONS AND RECOMENDATIONS

## Conclusions

The objectives of this research were:
I) Construct a decision making procedure for selecting investment projects where the returns and variabilities of return depend on the timing of project acceptance.
II) Develop a solution algorithm for this procedure, and III) Gain some computational experience with the algorithm.

In chapter three the model was described. Specific characteristic considered were flexibility of the model, inclusion of correlated cash flows, and inclusion of a riskaversion parameter. The model uses linear programming to solve periodic selection problems subject to one budget constraint and several contingency constraints. The solution procedure was further developed and tested in chapter four with three sets of projects. Each one assumed fifteen new investment alternatives every year, with a project life of ten years, and a planning period of five years. The results show that the model can give a very good set of different decision alternatives from which the decision maker can select the one which fullfills his goals.

The most important result of this research effort is
the realization of a model which combines capital budgeting theory, new-product development theory, and mathematical and computational tools into a practical and realistic sequential procedure for project selection. Such a model would be useful to any decision maker who faces the problem of allocating limited financial resources of the firm in a periodic sequential decision making environment.

For the first two project sets tested in this work, the ones with small variability ratio (4.38 and 7.17 respectively), the analytical procedure and the simulation give basically the same results. This was not the case for the third project set. Here the large value of the variability ratio ( $2.36 * 10^{7}$ ) produces enough differences between the portfolios selected by the analytical procedure and the simulation to prevent the decision maker from simply using the analytical procedure.

The best decisions were achieved with the decision rule: select in the first, second of third year. Thus, an aggressive marketing policy, characterized by market leadership in every new product, may lead to suboptimal results. For extremely risk-averse companies, however, other decision rules may be attractive. The efficiency frontiers for "select in the first, second or third year" do not dominate completely those for the other decision rules, and to obtain the best overall frontier, one must usually include portfolios selected by two decision rules.


#### Abstract

\section*{Recormendations}

After making basic assumptions about the model and working with these assumptions, specific recommendations can be made based on difficulties and successes with developing a solution procedure and testing it on problems. These recommendations are: 1) An effort should be made to obtain the most realistic estimates of the annual project cash flows, because these are the basic data upon the model is based. 2) The same effort should be given to obtaining autocorrelation and cross-correlation indexes, this will help obtain more realistic solution alternatives. 3) Although the interest rate was considered to be the same for discounting the cash flows and for borrowing and lending small amounts of budget money from one year to another, the model can easily accomodate the use of different rates.


## APPENDIX A

Table A-1. Set l, "first, second or third year" Decision Rule.

|  | Budget 2000 |  |  | Budget 4000 |  |  | Budget 6000 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | TEPW | SD | CH | TEPW | SD | CH | TEPW | SD | CH |
| 1.00 | 76,400 | 99 | 219,400 | 123,200 | 125 | 363,000 | 156,600 | 149 | 470,724 |
| 0.75 | 76,400 | 99 | 219,400 | 122,900 | 127 | 361,700 | 164,900 | 191 | 492,000 |
| 0.50 | 76,400 | 99 | 219,400 | 133,300 | 189 | 388,900 | 171,500 | 213 | 509,600 |
| 0.25 | 80,190 | 109 | 230,500 | 137,900 | 232 | 400,700 | 180,300 | 256 | 532,700 |
| 0.00 | 94,600 | 1,217 | 267,400 | 156,600 | 1,261 | 449,600 | 200,600 | 1,295 | 585,300 |


|  | Budget |  |  |  |  |  |  | 2000 | Budget 4000 |  | Budget 6000 |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | TC | B | TC | B | TC | B |  |  |  |  |  |  |
| 1.00 | 9,800 | 261 | 20,100 | - | 108 | 29,700 |  |  |  |  |  |  |
| 0.75 | 9,800 | 261 | 19,900 | 282 | 29,600 | 387 |  |  |  |  |  |  |
| 0.50 | 9,800 | 261 | 19,900 | 104 | 29,900 | 140 |  |  |  |  |  |  |
| 0.25 | 10,500 | -545 | 19,900 | 85 | 30,100 | -125 |  |  |  |  |  |  |
| 0.00 | 10,200 | -270 | 20,000 | -119 | 30,000 | 20 |  |  |  |  |  |  |

TEPW $=$ Total Expected Present Worth.
SD= Standard Deviation.
$\mathrm{CH}=\mathrm{Cash}$ at the Horizon.
TC=Total Cost.
$B=$ Budget Money at the End of Planning Period.

Table A-2. Set 1 , "only first year" Decision Rule.

|  | Budget 2000 |  |  | Budget 4000 |  |  | Budget 6000 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | TEPW | SD | CH | TEPW | SD | CH | TEPW | SD | CH |
| 1.00 | 69,900 | 90 | 202,500 | 115,100 | 152 | 342,300 | 148,200 | 202 | 499,300 |
| 0.75 | 69,900 | 90 | 202,500 | 117,600 | 180 | 347,700 | 152,600 | 220 | 460,700 |
| 0.50 | 76,900 | 137 | 221,800 | 120,500 | 177 | 356,400 | 155,700 | 225 | 468,600 |
| 0.25 | 76,900 | 138 | 221,500 | 121,600 | 201 | 358,500 | 164,900 | 305 | 493,300 |
| 0.00 | 91,300 | 1,200 | 258,500 | 150,000 | 1,200 | 432,600 | 190,200 | 1,270 | 558,500 |


|  | Budget 2000 |  | Budget 4000 |  | Budget 6000 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | TC | B | TC | B | TC | B |
| 1.00 | 9,800 | 226 | 20,400 | - 244 | 30,700 | 220 |
| 0.75 | 9,800 | 226 | 19,600 | 357 | 30,700 | - 35 |
| 0.50 | 10,300 | - 368 | 20,200 | - 323 | 30,600 | 281 |
| 0.25 | 10,000 | - 214 | 19,800 | 207 | 30,200 | -266 |
| 0.00 | 10,000 | - 57 | 20,000 | - 138 | 30,100 | - 61 |

TEPW= Total Expected Present Worth.
SD= Standard Deviation.
$\mathrm{CH}=$ Cash at the Horizon.
TC= Total Cost.
$B=$ Budget Money at the End of Planning Period.

Table A-3. Set l, "only second year only" Decision Rule.

| Budget 2000 |  |  |  | Budget 4000 |  |  | Budget 6000 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | TEPW | SD | CH | TEPW | SD | CH | TEPW | SD | CH |
| 1.00 | 49,400 | 71 | 149,700 | 73,000 | 96 | 233,000 | 82,500 | 106 | 276,000 |
| 0.75 | 49,400 | 71 | 150,000 | 76,400 | 125 | 242,000 | 91,200 | 151 | 301,700 |
| 0.50 | 49,400 | 71 | 150,000 | 79,300 | 148 | 248,500 | 103,600 | 223 | 331,500 |
| 0.25 | 56,000 | 154 | 156,700 | 87,900 | 207 | 271,100 | 107,500 | 246 | 342,000 |
| 0.00 | 61,400 | 294 | 181,400 | 95,600 | 343 | 290,900 | 114,700 | 358 | 360,300 |


|  | Budget | 2000 |  | Budget 4000 |  | Budget |  | 6000 |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: |
| $\lambda$ | TC | B | TC | B | TC | B |  |  |
| 1.00 | 9,900 | 69 | 20,200 | -155 | 30,200 | 1744 |  |  |
| 0.75 | 10,000 | -55 | 20,200 | -310 | 30,000 | -131 |  |  |
| 0.50 | 10,000 | -55 | 19,200 | 313 | 28,800 | 1310 |  |  |
| 0.25 | 9,800 | 174 | 19,800 | 200 | 28,900 | 1146 |  |  |
| 0.00 | 10,300 | -324 | 19,700 | 284 | 28,800 | 1300 |  |  |

TEPW $=$ Total Expected Present Worth.
SD= Standard Deviation.
$\mathrm{CH}=$ Cash at the Horizon.
TC= Total Cost.
$B=$ Budget Money at the End of Planning Period.

Table A-4. Set 2, "first, second or third year" Decision Rule.

| Budget 2000 |  |  |  | Budget 4000 |  |  | Budget 6000 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | TEPW | SD | CH | TEPW | SD | CH | TEPW | SD | CH |
| 1.00 | 63,700 | 99 | 187,400 | 102,900 | 139 | 310,800 | 124,500 | 153 | 388,200 |
| 0.75 | 65,900 | 106 | 193,100 | 102,300 | 149 | 308,300 | 130,600 | 183 | 404,100 |
| 0.50 | 68,000 | 124 | 198,700 | 105,900 | 159 | 318,000 | 139,500 | 228 | 427,100 |
| 0.25 | 68,000 | 124 | 198,700 | 113,700 | 236 | 337,800 | 149,600 | 279 | 452,400 |
| 0.00 | 83,400 | 936 | 237,500 | 135,500 | 1,048 | 395,100 | 179,000 | 1,500 | 529,100 |


|  | Budget 2000 |  | Budget 4000 |  | Budget 6000 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | TC | B | TC | B | TC | B |
| 1.00 | 10,300 | 347 | 20,200 | 314 | 30,100 | - 261 |
| 0.75 | 10,300 | 335 | 19,800 | 139 | 30,200 | - 202 |
| 0.50 | 10,300 | 373 | 20,000 | - 74 | 30,500 | - 315 |
| 0.25 | 10,300 | 373 | 19,900 | 128 | 29,600 | 440 |
| 0.00 | 9,700 | 291 | 20,300 | - 263 | 30,200 | 24 |

TEPW= Total Expected Present Worth.
SD= Standard Deviation.
$\mathrm{CH}=$ Cash at the Horizon.
TC= Total Cost.
$B=$ Budget Money at the End of Planning Period.

Table A-5. Set 2, "only first year" Decision Rule.

|  | Budget 2000 |  |  | Budget |  | 4000 |  | Budget | 6000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | TEPW | SD | CH | TEPW | SD | CH | TEPW | SD |  |
| 1.00 | 49,900 | 105 | 151,600 | 73,500 | 151 | 230,300 | 73,500 | 151 | 230,300 |
| 0.75 | 47,500 | 104 | 144,200 | 78,200 | 188 | 246,300 | 87,600 | 199 | 276,200 |
| 0.50 | 52,200 | 139 | 157,300 | 86,000 | 208 | 266,100 | 100,200 | 244 | 314,200 |
| 0.25 | 50,200 | 144 | 151,300 | 95,300 | 285 | 290,400 | 123,200 | 362 | 383,400 |
| 0.00 | 77,900 | 942 | 233,600 | 130,800 | 1,454 | 382,700 | 159,500 | 1,470 | 479,200 |


|  | Budget 2000 |  | Budget 4000 |  | Budget |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\boldsymbol{r}$ | TC | B | TC | B | TC | B |
| 1.00 | 10,200 | 279 | 19,000 | 2,174 | 19,000 | 15,605 |
| 0.75 | 9,500 | 490 | 20,400 | - | 45 | 23,600 |
| 0.50 | 10,100 | -148 | 20,000 | 203 | 25,900 | 6,703 |
| 0.25 | 9,600 | 353 | 20,000 | -1 | 30,200 | 716 |
| 0.00 | 9,800 | 168 | 20,100 | -180 | 30,000 | -214 |

TEPW = Total Expected Present Worth.
SD= Standard Deviation.
CH= Cash at the Horizon.
TC= Total Cost.
$B=$ Budget Money at the End of Planning Period.

Table A-6. Set 2, "only second year" Decision Rule.

| Budget 2000 |  |  |  | Budget 4000 |  |  | Budget 6000 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | TEPW | SD | CH | TEPW | SD | CH | TEPW | SD | CH |
| 1.00 | 39,400 | 74 | 123,500 | 57,900 | 105 | 191,500 | 65,700 | 115 | 232,200 |
| 0.75 | 39,700 | 75 | 125,000 | 59,300 | 115 | 195,400 | 69,200 | 133 | 242,400 |
| 0.50 | 41,500 | 89 | 129,400 | 65,400 | 151 | 211,200 | 87,000 | 223 | 292,100 |
| 0.25 | 46,700 | 144 | 142,900 | 74,000 | 211 | 233,300 | 92,400 | 251 | 306,400 |
| 0.00 | 52,300 | 304 | 157,200 | 81,400 | 338 | 252,500 | 99,300 | 361 | 323,100 |


|  | Budget 2000 |  |  | Budget | 4000 |  | Budget |  | 6000 |
| :---: | ---: | :---: | :---: | :---: | :---: | :---: | ---: | :---: | :---: |
| $\boldsymbol{\lambda}$ | TC | B | TC | B | TC | B |  |  |  |
| 1.00 | 9,900 | 142 | 19,000 | 1223 | 30,000 | 1982 |  |  |  |
| 0.75 | 10,000 | 131 | 19,100 | 1041 | 30,600 | 1217 |  |  |  |
| 0.50 | 9,900 | - | 3 | 19,000 | 1076 | 30,800 | -823 |  |  |
| 0.25 | 10,000 | - | 58 | 18,800 | 1359 | 30,800 | -1047 |  |  |
| 0.00 | 9,900 | 42 | 18,800 | 1232 | 30,400 | -389 |  |  |  |

TEPW = Total Expected Present Worth.
SD= Standard Deviation.
CH= Cash at the Horizon.
TC= Total Cost.
$B=$ Budget Money at the End of Planning Period.

Table A-7. Set 3, "first, second or third year" Decision Rule.

|  | Budget 500 |  |  | Budget 1000 |  |  | Budget 1500 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | TEPW | SD | CH | TEPW | SD | CH | TEPW | SD | CH |
| 1.00 | 46,100 | 4,929 | 124,300 | 65,400 | 5,275 | 180,400 | 82,600 | 5,616 | 230,500 |
| 0.75 | 50,700 | 5,490 | 137,500 | 68,200 | 5,830 | 187,800 | 86,210 | 6,230 | 240,300 |
| 0.50 | 55,300 | 10,273 | 149,200 | 75,300 | 10,681 | 206,400 | 92,100 | 10,830 | 255,800 |
| 0.25 | 55,300 | 10,273 | 149,200 | 75,300 | 10,681 | 206,400 | 93,600 | 13,062 | 259,700 |
| 0.00 | 67,600 | 3*106 | 181,100 | 90,000 | $3 * 10^{6}$ | 243,900 | 109,200 | $3 * 10^{6}$ | 298,900 |


|  | Budget | 500 |  | Budget |  | 1000 |
| :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| $\lambda$ | TC | B | TC | Budget 1500 |  |  |
| 1.00 | 2,033 | 501 | 4,959 | 72 | TC | B |
| 0.75 | 2,837 | -359 | 5,059 | -60 | 7,779 | -85 |
| 0.50 | 2,727 | -205 | 5,072 | -81 | 7,902 | -472 |
| 0.25 | 2,727 | -205 | 5,072 | -81 | 7,895 | -383 |
| 0.00 | 2,735 | -238 | 4,807 | 237 | 7,139 | 341 |

TEPW = Total Expected Present Worth.
SD= Standard Deviation.
$\mathrm{CH}=$ Cash at the Horizon.
TC= Total Cost.
$B=$ Budget Money at the End of Planning Period.

Table A-8. Set3, "only first year" Decision Rule.

| Budget 500 |  |  |  | Budget 1000 |  |  | Budget 1500 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | TEPW | SD | CH | TEPW | SD | CH | TEPW | SD | CH |
| 1.00 | 27,100 | 2,411 | 75,300 | 50,300 | 4,965 | 141,100 | 66,700 | 5,217 | 189,500 |
| 0.75 | 32,000 | 3,477 | 89,200 | 54,700 | 5,567 | 153,400 | 70,600 | 5,840 | 200,200 |
| 0.50 | 32,000 | 3,477 | 89,200 | 54,700 | 5,567 | 153,400 | 70,600 | 5,840 | 200,200 |
| 0.25 | 32,000 | 3,477 | 89,200 | 54,700 | 5,567 | 153,400 | 70,600 | 5,840 | 200,200 |
| 0.00 | 35,800 | $4 * 10^{5}$ | 98,200 | 65,000 | 3*1.0 ${ }^{6}$ | 179,500 | 87,300 | 3*10 ${ }^{6}$ | 243,600 |


|  | Budget |  | 500 |  | Budget 1000 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{T}$ | TC | B | TC | Budget |  | B |
| 1500 |  |  |  |  |  |  |
| 1.00 | 2,249 | 309 | 4,894 | 133 | 7,531 | -66 |
| 0.75 | 2,921 | -440 | 5,236 | -322 | 7,841 | -430 |
| 0.50 | 2,921 | -440 | 5,236 | -322 | 7,841 | -430 |
| 0.25 | 2,921 | -440 | 5,236 | -322 | 7,841 | -430 |
| 0.00 | 2,465 | 112 | 4,892 | 88 | 7,942 | -482 |

TEPW $=$ Total Expected Present Worth.
SD= Standard Deviation.
$\mathrm{CH}=$ Cash at the Horizon.
TC= Total Cost.
B= Budget Money at the End of Planning Period.

Table A-9. Set 3 , "only second year" Decision Rule.

| Budget 500 |  |  |  | Budget 1000 |  |  | Budget 1500 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | TEPW | SD | CH | TEPW | SD | CH | TEPW | SD | CH |
| 1.00 | 26,600 | 2,051 | 74,800 | 38,900 | 2,992 | 111,700 | 48,500 | 3,208 | 142,000 |
| 0.75 | 26,200 | 2,174 | 73,200 | 39,900 | 3,068 | 114,900 | 48,500 | 3,208 | 142,000 |
| 0.50 | 26,200 | 2,174 | 73,200 | 39,900 | 3,068 | 114,900 | 48,500 | 3,208 | 142,000 |
| 0.25 | 26,200 | 2,174 | 73,200 | 39,900 | 3,068 | 114,900 | 47,900 | 3,238 | 140,700 |
| 0.00 | 30,700 | $2 * 10^{5}$ | 84,500 | 47,000 | $2 * 10^{5}$ | 133,000 | 59,600 | 3*105 | 171,200 |


|  | Budget |  |  |  |  |  |  |  | 500 |  | Budget | 1000 |  | Budget | 1500 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | TC | B | TC | B | TC | B |  |  |  |  |  |  |  |  |  |
| 1.00 | 2,595 | -158 | 5,047 | -11 | 7,471 | 19 |  |  |  |  |  |  |  |  |  |
| 0.75 | 2,459 | 121 | 5,234 | -242 | 7,471 | 19 |  |  |  |  |  |  |  |  |  |
| 0.50 | 2,459 | 121 | 5,234 | -242 | 7,471 | 19 |  |  |  |  |  |  |  |  |  |
| 0.25 | 2,459 | 121 | 5,234 | -242 | 7,571 | -95 |  |  |  |  |  |  |  |  |  |
| 0.00 | 2,179 | 336 | 5,090 | -97 | 7,709 | -149 |  |  |  |  |  |  |  |  |  |

TEPW= Total Expected Present Worth.
SD= Standard Deviation.
$\mathrm{CH}=$ Cash at the Horizon.
TC= Total Cost.
$B=$ Budget Money at the End of Planning Period.

Table A-10. Simulation Results, Set 1 "first, second or third year" Decision Rule.

| Budget 2000 |  |  |  |  | Budget 4000 |  |  | Budget 6000 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | MTEPW | SDD | MCH | SD | MTEPW | SDD | MCH | SD | MTEPW | SDD | MCH | SD |
| 1.00 | - | - | - | - | 123,204 | 0 | 363,200 | 5,600 | 156.600 | 0 | 471,000 | 360 |
| 0.75 | - | - | - | - | 123,190 | 288 | 362,780 | 1,300 | 166,890 | 1.260 | 497,855 | 2,682 |
| 0.50 | 77,018 | 58 | 221,288 | 657 | 132,900 | 450 | 387,920 | 1,324 | 172,200 | 1.698 | 512,148 | 1,800 |
| 0.25 | 78,790 | 1,430 | 226,383 | 4,662 | 137,337 | 558 | 399,599 | 1.333 | 180,300 | 0 | 532,963 | 144 |
| 0.00 | 93,600 | 990 | 264,700 | 3,000 | 156,600 | 30 | 449,700 | 1,000 | 200,900 | 300 | 586,500 | 1,430 |

MTEPW $=$ Mean of the Total Expected Present Forth.
SDD= Standard Deviation of the MTEPW.
$M C H=$ Mean of the Cash at the Horizon.
$S D=S t a n d a r d$ Deviation of Cash at the Horizon.

Table A-ll. Simulation Results, Set 1 , "Only first year" Decision Rule.

| Budget 2000 |  |  |  |  | Budget 4000 |  |  | Budget 6000 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | MTEPW | SDD | MCH | SD | MTEPW | SDD | MCH | SD | MTEPW | SDD | MCH | SD |
| 1.00 | - | - | - | - | 115,130 | 104 | 342,100 | 408 | 148,200 | 0 | 449,200 | 424 |
| 0.75 | - | - | - | - | 117,924 | 311 | 349,100 | 1,038 | 152,540 | 62 | 460,900 | 384 |
| 0.50 | 76,300 | 675 | 219,900 | 2,330 | 119,800 | 800 | 354,300 | 2,740 | 155,800 | 0 | 468,700 | 400 |
| 0.25 | 75,500 | 1,480 | 217,600 | 4,080 | 122,250 | 1,670 | 360,400 | 5,140 | 164,800 | 120 | 493,200 | 271 |
| 0.00 | 90,680 | 445 | 256,640 | 755 | 150,000 | 29 | 423,900 | 202 | 190,200 | 133 | 558,300 | 546 |

MTEPW= Mean of the Total Expected Present Worth.
SDD= Standard Deviation of the MTEPW.
$M C H=$ Mean of the Cash at the Horizon.
SD= Standard Deviation of the Cash at the Horizon.

Table A-12. Simulation Results, Set 2, "first, second or third year" Decision Rule.

| Budget 2000 |  |  |  |  | Budget 4000 |  |  |  | Budget 6000 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | MTEPW | SDD | MCH | SD | MTEPW | SDD | MCH | SD | MTEPW | SDD | MCH | SD |
| 1.00 | - | - | - | - | 102,000 | 980 | 307,200 | 3,320 | 124,550 | 90 | 388,300 | 35 |
| 0.75 | - | - | - | - | 102,500 | 224 | 308,900 | 700 | 130,250 | 614 | 402,900 | 1,395 |
| 0.50 | 68,000 | 0 | 198,700 | 50 | 105,900 | 0 | 318,000 | 59 | 139,400 | 26 | 427,000 | 217 |
| 0.25 | 68,000 | 0 | 198,700 | 50 | 112,900 | 795 | 338,500 | 2,660 | 150,120 | 470 | 454,400 | 2,456 |
| 0.00 | 83,950 | 589 | 240,000 | 2,690 | 135,800 | 1,520 | 396,650 | 3,390 | 174,550 | 1,100 | 519,200 | 2,450 |
|  |  |  |  | ```MTEPW= Mean of the Total Expected Present Worth. SDD= Standard Deviation of the MTEPW. MCH= Mean of the Cash at the Horizon. SD= Standard Deviation of the Cash at the Horizon.``` |  |  |  |  |  |  |  |  |

Table A-13. Simulation Results, Set 2
"only first year"
Decision Rule.

| Budget 2000 |  |  |  |  | Budget 4000 |  |  |  | Budget 6000 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | TEPW | SDD | MCH | SD | MTEPW | SDD | MCH | SD | MTEPW | SDD | MCH | SD |
| 1.00 | - | - | - | - | 73,480 | 0 | 230,300 | 96 | 73,480 | 0 | 230,307 | 100 |
| 0.75 | - | - | - | - | 78,300 | 0 | 246,300 | 160 | 87,650 | 0 | 276,400 | 208 |
| 0.50 | 52,170 | 70 | 157,100 | 128 | 86,150 | 102 | 266,550 | 660 | 100,250 | 0 | 314,550 | 240 |
| 0.25 | 53,370 | 2,900 | 160,300 | 6,270 | 95,290 | 0 | 290,400 | 307 | 123,250 | 0 | 383,451 | 309 |
| 0.00 | 78,007 | 8 | 224,280 | 403 | 130,550 | 223 | 383,590 | 221 | 159,300 | 322 | 480,820 | 1,900 |

MTEPW= Mean of the Total Expected Present Worth.
SDD $=$ Standard Deviation of the MTEPW.
MCH= Mean of the Cash at the Horizon.
SD= Standard Deviation of the Cash at the Rorizon.
$\begin{aligned} \text { Table A-14(a). } & \text { Simulation Results for Set 3, } \\ & \text { "first, second or third year" } \\ & \text { Decision Rule, Budget } 1500 .\end{aligned}$

| $\lambda$ | MTEPW | SDD | MCH | SD |
| :---: | ---: | ---: | ---: | ---: |
| 1.00 | 76,663 | 6,780 | 218,960 | 4,750 |
| 0.75 | 79,215 | 5,730 | 273,170 | 7,670 |
| 0.50 | 82,325 | 9,788 | 273,974 | 12,363 |
| 0.25 | 84,321 | 11,585 | 274,214 | 13,122 |
| 0.00 | 93,767 | 487,724 | 276,753 | 19,673 |

MTEPW $=$ Mean of the Total Expected Present Worth.
SDD $=$ Standard Deviation for the MTEPW. $\mathrm{MCH}=$ Mean of the Cash at the Horizon.
SD= Standard Deviation of MCH.

$$
\begin{aligned}
\text { Table A-14(b). } & \text { Simulation Results for Set 3, } \\
& \text { "first year only" Decision Rule, } \\
& \text { Budget } 1500 \text {. }
\end{aligned}
$$

| $\lambda$ | MTEPW | SDD | MCH | SD |
| :---: | :---: | ---: | ---: | ---: |
| 1.00 | 62,273 | 5,910 | 183,770 | 788 |
| 0.75 | 60,469 | 5,538 | 184,246 | 7,201 |
| 0.50 | 60,902 | 5,890 | 184,318 | 15,183 |
| 0.25 | 61,753 | 5,958 | 184,328 | 15,250 |
| 0.00 | 74,722 | 590,129 | 218,541 | 21,918 |

MTEPW= Mean of the Total Expected Present Worth.
SDD $=$ Standard Deviation for the MTEPW. MCH= Mean of the Cash at the Horizon. SD= Standard Deviation of MCH.

## APPENDIX B

PROGRAM USED TO SOLVE THE PROBLEM


Table B-2. Projects Selected, Analytical Solution, Set 2. Budget 6000, Lambda 0.75.


Table B-3. Projects Selected, simulation, Set 2, Budget 6000, Lambda 0.0


## Table B-4. Project Selected, Simulation, Set 2, Budget 6000, Lambda 0.75



Table B-5. Projects Selected, Analytical Solution, Set 3, Budget 1500, Lambda 0.25.


## Table B-6. Projects Selected, Simulation; Set 3, Budget 1500, Lambda 0.75





















## APPENDIX C

## EFFICIENCY FRONTIERS



Figure C-1. Efficiency Frontiers for Set l, Budget $\$ 6000$, "first year only" Decision Rule.


Figure C-2. Efficiency Frontiers for Set 1, Budget $\$ 6000$, "second year only" Decision Rule.


Figure C-3. Efficiency Frontiers for Set 1, Budget $\$ 4000$, "first, second or third year" Decision Rule.


Figure C-4. Efficiency Frontiers for Set 1 , Budget $\$ 2000$, "first, second or third year" Decision Rule.
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