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SUMMARY

Investigation of resource allocation featurés of project
management systems indicated that little attention has been given
to activities with variable resource and time requirements. A
survey of existing computer programs in the field of project management
indicated that only a small percentage of the available programs have
a resource allocation feature.

A trial and error method based upon original ideas of the author
was used to develop the resource allocatlion procedure which is called
the REST Technigue. The original REST Technique was tested ana
reviged a number of times before a safisfactory methed was found.

The final versicn of the REST Technique uses rescurce-time unifs

toc measure the work content of all activitlies. The REST Technique
analyzes a network on the basis of path work content rather than the
usual path length., The KEST Technique uses total remaining path work
content as the criteria for determining the priority of scheduling.

Both a manual algorithm and a computer program written in Algol
for the Burroughs 5500 computer were developed for this technigue. The
REST Technique is governed by the following assumptions and restrictions:

1. The resource supply is known and constant.
2. The REST units of each activity can be estimated.
3, A minimm and maximum allowable resource requirement can be

determined for each activity.
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An activity can have different guantities of a rescurce
allocated to it in different time periods.

Work on an activity must not necessarily occur in consecutive
time pericds.

Orily one resource type 1ls considered by the computer program
and although the manual algorithm considers more than one
resource type, it considers only cne resource type per
activity.

Only one proJject is considered.

No time=cost trade-off is considered.

The REST Technidue has the following advantages over many of

the existing resource allcocation techniques:

1.

The schedule of the project 1s dependent upon the available
resource supply rather than the resource requirement being
dependent upon a predetermined project duration.

The REST Technique attempts to fully utilize the entire
réesource supply in each time period.

The project duration is dependent upon the avallable resource
supply.

The REST Technique 1s easy for someone untrained in networking
technigues to use.

The manual algorithm will handle multi-resource allocation
problems.

The REST Technique is particularly suited to the needs of the
many buginesses which operate with fixed personnel and resource

levels and which cannot afford the high training costs or
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consulting fees necessary to benefit from the existing

methods.



CHAPTER I
INTRODUCTION

Ever since the conception of modern project management was her-
alded in 1958 by the introduction of the .Critical Path Method (CPM) and
the Project Evaluation and Review Technigue (PERT), a large number of
acronyms have appeared announcing the development of newer and more
gspecialized additions to the store of available management tocols,

Today, these techniques are so widely accepted that practically
every area of industry and govermnment is affécted. Networking techniques
are now used everywhere from construction site to hospital room and from
factory asgembly line to research laboratory. Because of the individual
requirements of each group wishing to use these techniques, no ocone
method can be adapted to satisfy the needs of every group.

The original techniques as developed in 1958 were simply methods
of project analysis which degcribed the varicus activities composing
the project, indicated the precedence requirements among the activities,
and egtimated the duration of the project. Although PERT was developed
in ccnnection with the Navy's Pclaris Program and CPM was developed by
DuPont to help control their construction projects, these methods were
soon found to be insufficient and new methods were developed to help
give the project manager a more complete solution To his problems. Among
the areas given added attention by this second generation of techniques
Weré rescurce allocation, time-cost trade-off, project cost contrel, and

accounting. ZResource allocation techniques were developed to schedule



limited quantities of oné or more resources among the activities of

one or more projects. The time~cost trade-off techniques were con-
cerned with the time-cost relationship involved in the alteration of

a project duration. Other procedures were developed with the idea of
using the networking technigues to give a new dimension to cost control
and accounting.

The second generation resource allocation techniques aré all
extensions of the original networking methods in that they all make
use of the network diagram and associated calculations in their
procedures. In the network portions of these systems, the activity
descriptions are determined while the initial network information ig
being gathered. A normal crew gize or rescurce assigmment for an
activity is determined by the estimator and then a time estimate based
on the assigned crew size or resource quanfity ié assigned to the
activity. The MAP procedure, developed by Dr. R. L. Martino (1), is
the one major excepticn in that it alsoc assigns resource-time units to
some activities,

Of the many resource allocation techniques available, all seem
to have their deficiencies. Some of the methods are limited by the
types of problems which they can solve while cothers are limited by the
training required for an analyst to use them successfully. There are
four basic types of activities which may be found in a network:

(1) Activities requiring a fixed rescurce level and a corre-
sponding fixed duration.
(2) Activities permitting a variable resource level and a corre-

sponding variable duration.



(3) Activities having a fixed non-zerc duration but requiring no
TescuUrces.

(L) Activities having a zero duration and requiring no resources.
Most methods of allocaticon deal with only the first and last types of
activitles and thus are seen to be incomplete. However, since 1t is
possible to fix the resource and duration levels of the second type of
activities, these activitlies can be considered to be of the first type
and the basic allccation methods will often give reasonakle solutions to
a wide range of problems. Since the MAP procedure considers the second
type of activity, it is possibly the most advanced of the prominent
methods.

It is strange tc note that none of the major techniques seem tc
consider the third type of activity, which is basically a forced delay
or waiting pericd. Since this type of activity plays a major role in
many projects, its existence should nct be ignored. Altheugh it is
possible that some exlsting methods, including MAP, are capable of
scheduling activities of this type, no detailed information is offered
concérning the methods to be applied to such activities.

Most resource allccaticn procedures, not excepting MAP, seem to
require a trained analyst with a theoretical knowledge of the method to
do the actual scheduling. This reguired training possibtly prohiblts
the use of these methods by groups which do not have a trained analyst
and which cannot afford to train or hire one,

Consideration of the advantages, disadvantages, and restrictions
of the many resource allocation technigques indicates that there has yet

to be designed a practical method for the many businesses which operate



with fixed persgsonnel and resource levelg and which cannot afford the
high training costs or consulting fees necessary to benefit from the
existing methods. For the number of allocation procedures in use
today, very little attention seems to have been given to activities with
variable rescurce and time requlrements, especially since a very large
portion of actual activities could be of this type. It has also been
noticed that present procedures give no attention to the possibility of
intermittent starting and stopping of activities to achieve a mare suit-
able schedule. )

In view of the apparent need as indicated by the deficiencies
of the existing techniques, further developments in the area of resource
allocation seem desirable. The purpose of this thesis, then, is to
develop a procedure for the allocation of resources which will consider
all types of actlvities, which will be easy for someone untrained in
netwerk procedures. and proJject management techniques to use, and which
will produce results which will be consistent and reasonably clcse to
the ideal soluticn. The method being developed will give primary
attention to the use of activities with variable resource requirements
and corresponding varliable durations and the intermittent starting and
stopping of activities to achieve good answers. Would-be users of this
method will have to decide 1f the possible ease of application out=
weighs the possible deviation of the results from the ideal answers,

In the remalning porticn of this paper, the methed being developed
will bhe referred to as the REST Technique and the units to specify

activity work content will be referred to as REST units where REST is



an acronym composed of letters from the words, resource-time. Typical

REST units are man-days and crew-weeks.



CEAPTER II
LITERATURE SEARCH

An extensive search of available literature was made in an effort
to locate previous work dealing with the use cof resource-time units in
resource allocation and leveling., It should be realized that not all
relevant material was investigated due to the unavailability of some of
it. However, a large selecticn cf varied materials was inspected.

A large quantity of material related to resource allocatlion and
leveling was accumulated and studied. Although mention was given to
allocation and leveling in many publications and articles, most of the
attentlion was very superficlal. Very few authors gave actual details
of an allocation or leveling algorithm with enough clarity to permit
the reader to make use of them.

Much of the material which is avallable in the area of scheduling
1s actually much more clesely related to time-cost trade-off than to
rescurce allocation or leveling. An example of this situation is des-
eribed in the following sbstract (2):

An explanation of Critical-Path Scheduling is given considering
its two phases - scheduling and the computation of the project cost
curve. A labeling algorithm using network flow theory is developed
to solve a linear programming problem cof computing the least cost
curve for a project composed of many related Jobs. The purpose of
the rcutine is €to determine which jcbs within the project should
be accelerated in order to shorten the project duration time at a
minimum cost.

While much of the material which ig classified as being in the area of

scheduling is not concerned with allocation or leveling of resources or



is concerned only to a very minor extent, much of the remaining material
is of such a nature that a theoretical understanding and much practical
experience is required of the reader before the material can be of much
value to him. This point is illustrated by the following quote {3):

"It is a highly sophisticated extension of network planning and schedul-
ing methods particularly suited to the needs of experienced CPM or PERT
users.'" Although this remark was made about Rescurce Allocation and
Multiproject Scheduling (RAMPS), it could have been directed at numerous
other methods Jjust as easily.

The actual allocation and leveling techniques which are available
can be classified into two catagories, manual and computerized. While
it is imperative to use a computerized procedure on very large problems,
the use of the same procedure on a very small or simple problem may be
impractical. For this reason, both types of procedures are needed.

Possibly the most commeon manual procedures include the methods
developed by Burgess (4), Brocks {5), and Martino (1). The leveling
technique which was developed by Burgess compares alternate schedules
using the sum of squares of the resource regquirements during each time
period. This method equates increasing schedule efficiency with
decreasing sums of sguares. This procedure may require several passes
to.acquire the final solution.

The algorithm by Brooks requires only one complete pass to
schedule all activities in the network. This seven step algorithm uses
as the determining scheduling factor, the maximum remaining path length
following each activity. A high priority for scheduling is associated

with a large maximum remaining path length.



The MAP technigue developed by Martino is probably the best of
these methods. This method seems to be capable of scheduling a wider
range of problem types than the other procedures and according to the
author (1), "The methods outlined here have been tried and pfoved during
the past six years. While newer acronyms have been added to the lexi-
cclogy of resource allceaticn and scheduling procedures, they do not

offer any better solution."

Also according to Martino, the following
priority system is used In this method:

Priorities are assigned to jobs that have the same starting time.

Precedence is assigned according to the following tests arnd in the
order indicated:

Least total float (or criticality measure).
larger need of overall resource.
Larger crew gize.
Sequence code.
Bach test is used only if the preceding test results in a tie.
All three of these methods are described excellently in a step
by step manner in the three references cited. Another method, not so
widely known as the three just discussed, is one developed by Colling (6).
This method is taken from a& book which was written for pecple lacking
extensive training or experience in project management techniques.
The method developed by Collins is called Activity Time Scheduling.
This technique is based on the ©ld bar chart methods of scheduling and
geemg to have some primitive holdovers from those bar chart methods.
This method which was developed for the construction industry, is not
explained with enough clarity to permit many people in this industry to
use the method without additional training. His scheduling procedure

which makes an attempt at leveling resources seems to be of a visual

trial and error type.



The literature investigation seemed to indicate that the state
of the art of resource allocation is still limited. The search found an
equally narrow selection of both manual algorithms and computer programs
for rescurce allocation and levellng. Many computer programs for basic
project management were inspected, Hdwever, mest of these programs
only have features ﬁhich are similar to those of the NASA PERT "¢" Com-
puter Program (7) and the TIME-PERT-B 5000 Computer Program (8). The
following features which were listed as the major output cptions of the
NASA PERT "G" program are representative of the results given by any
qf the basic project management techniques:

1. Buccessor event number sort.
2. Critical path sort.

3. IExpected date sort.

4. Organizational sort.

5. Magter schedule sort.

6. lLatest allowable date sort.

An exceptional article by Phillips (9) lists thirty-six different
computer programs which cover every aspect of rroject management., In
addition to these, the Burgess manual algorithm Whichrhas been mentioned
previously has been developed intc a computer program. The Phillips
article lists the type of computer equipment required, the source cof
further pregram information, the program capacity, and the category of
the program for all thirty-six programs listed. A comparison of these
programs is made on the basis of fifteen factors among which is resource
allocation. The article concludes that very few programs have resource

allocation capabilities.
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- The results of the complete literature search indicated that very
few techniques, manual or computerized, exist which have resource allo-
cation capabilities. Of the technigues which have resgource allocation
cr leveling capabllities, only Martino's MAP technique seems to make Use
of REST-type units,.

Hince Dr. R. L. Martino is a recognized authority in the field of
project management, two passages from correspondence dated June 1, 1966,
from him to this writer will be guoted to add validity to the thorough-
ness cof the literature search and the uniqueness of this paper.

So far as I know the material in my book summarizes the state of

the art as it exists at this time. T know of no other papers which

contain information that is not embodied in the MAP technique.

For your dissertation I might suggest that you concentrate on an
automatic procedure for allocating on a variable crew or variable
resource quantity bases [sic] with intermittent starting and stop-
ping of non-critical jobs. While I have touchea on this subject in
my book, I think that expanding on thls particular aspect would be
a worthwhile thesls toplc and would not include duplication.

Using the stated purpose and following Dr. Martino's suggestions, a new

method which is described in the following chapters of this paper was

developed and tested.
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CHAPTER III

ASSUMPTTONS AND CONSIDERATIOQNS

Deficiencies of Other Methods

Among the aspects of existing techniques which make them unappeal-
ing for use by certaln groups is that most of the existing scheduling
procedures require a trained technician with an overall understanding
of the theoretical aspects of the basic project management methods to
gain meaningful results from their applicaticn. Potential users of
scheduling techniques are cften thwarted in their attempts to use exist-
ing methods because they lack either the time, money, cr educational
background to avail themselves of training opportunities and cannot
lceate or afford the necessary consultants to help them.

Another aspect of many existing methods which limits their
usefulness to many users is the feature of time-cost trade-off. A
large number of the existing scheduling techniques are based on time-
cost trade-off theory which assocliates a changing cost with a changing -
activit& duration. According to this theory, there is associated with
each activity in a network, one time and cost cr more prcbably a set of
times and associated costs. Every actlvity has a normal time and normal
cost which are the minimum duration and cost of the activity under
normal working conditions. In some special cases 1t is possikle for
an activity to have a zero time and/or cost assoclated with 1t.

There are several other times and costs asscciated with esach

activity in a network (see Figure 1). Crash time and the related crash
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cost are the shortest possible duration of an activity and the minimum
cost of performing the activity in that time. Expedited time and cost
are a series of possible duration lengths between normal and crash times
and the minimum cost for each of the possible times. It is possible that
an activity will have only a normal time and cost in which case time-
cost trade-off methods are not applicable.

Also associated with each activity of a network is a cost slope.
The cost slope of an activity indicates the additional activity cost
resulting from a reduction of the activity duration., It is possible to
have eilther a continucus or discrete cost slope. A continucus cost slope
indicates that the associated activity may have any duration between nor-
mal and crash times., A discrete cost slope is a set of possible agetivity
durations restricted in some way and the additional cost cf moving from
one possible duration to the next.

Cther activity times are unnecessary crash time, which has the
same time as crash time but a greater cost due to the use of unnecessary
resources, and drag out time, which is a time of greater length than nor-
mal time and has & higher cost due to inefficiency.

This time-cost relationship can be caused by several factors.

The main cause of this is the added cost associated with the acquisition
of additional men or equipment necessary to shorten the duration of the
activity. Ancther cause of this relationship isg the learning curve effect
which results from the addition of new men to a Job., It is also possible
that the efficiency will change as the quantities of men or eguipment on

a Job are varied.
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It is felt that the time-cost trade-off approach to scheduling
would not be applicable to the technique under consideration. Bince
this technique 1s assumed to operate on a fixed quantity of men and
resources, there will be no additional cost associated with the use of
additional resource quantities on a given activity. Alsc, the learning
curve effect is assumed to be invalid since, in many situations, workers
are competent in all tasks of their craft and because most jobs have
many similarities and vary little among projects. Last, it is assumed
that the minimum and maximum permissable resource levels are set so
that no inefficiency results from an improper crew size. The assumed
time~-cost curve for the problem type under consideration is shown in
Figure 2, An important difficulty sometimes caused by the application
cf time-cost trade-off techniques to this £ype of prcblem 1s that the
schedule developed by the time-cost trade-off techniques may have re-
source assignments which exceed the available supply for that time
period.

The inevitable inaccuracies of the estimates and the network on
which scheduling calculations are based limits the chances that any
schedule will be optimal.. The fact that most techniques require or re-
commend frequent updating of the schedule tends to indicate the fluid
nature of the problem. These facts make the sophistication of many of
the existing methods misleading as tc actual value. Because of the un-
certainties assoclated with the raw datae, it is felt that it would be
prermisé&ible to congtruct a scheduling procedure which at times may result

in & schedule efficlency less than that of other methods but which is
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easily applied by persons lacking the technical skills necessary for the
proper use of existing methods. BSchedule efficiency is defined ag the
ideal project duration divided by the actual duration. In essence, an
attempt was made to develop a new resocurce allocation procedure which
would give good answers and would be applicable in the situations pre-
viously outlined.

Variables of the Method

The first step in the development was to determine what variables
are inherent in the resource scheduling problem. The prccedure which
was followed began with the listing of factors pertinent to a clear
analysis of the problem. This resulted in the following list of con=-
siderations:

l. The importance of the ease of application.

2. The possible units of measurement to be used in connection with
activity descriptions.

3. The possible types of activities to be considered for scheduling.

l, The number of resource types to be scheduled,

5. The number of projects tec share the avallable resources.

6. The size limitation on the'problems to be solved with the pro-
cedure.

T. The type of resource availability to be used.
As this list was analysed, a concrete set of specifications for the {ech-
nigue took shape. This specification list, which follows, was the result
of a series of decisions in which the cheoice of variable or assumption

always was the choice which seemed most suited to the needs previously
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stated:

1. base of application iz very important.

2, Resource-time units will be used to measure the work content cf
the activities,

3. The proposed resource allocaticn technique will be capable of
scheduling all four activity types.

L. All activities,may have intermittent starting and stopping to
make possible better schedules,

5. All activities permitting variable resource levels may be
assligned any integer number of resource units between the minimum and
maximum number permitted.

6. Multi-resource scheduling will be considered but will be limit-
ed to problems in which a single activity requires only one resource
type while other activities may require different resource types.

T. Only one project at a time will be considered.

8. UNo size limitations will be imposed.

G. A constant resource avallability throughout the duration of the
problem will be assumed.

The decisgicn concerning the importance of the eage of application
of the planned technique has already been discussed at some length. The
choice was made tc measure the work content of the activities in resource-
time units for several reasons. First and most important was the Tact
that very little work hasg been done in this area. It was felt that the
information gained from experimentaticn in this area couid be cne of the

most important results of this work. The decision to ugse rescurce-time
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units was strengthened by the possibility that estimating the work content
of an activity using these units might be done easier and more accurately
than making twc separate estimates, one of resources and the other of
time. The old metheod of estimating work content of activities in which
the estimater determined the resource quantity required by each activity
often inadvertently resulted in the unconscious attempt of the estimater
to schedule resocurces while defining the activities. This often resulted
in a network with incorrect precedence requirements. The use of resource-
time units will possibly alleviate this situation by drawing the estima-
ter's attention away from a resource quantity and instead, directing his
attention to the actual work content of the activity. ILast, it was felt
that the calculations in the proposed scheduling procedure weould be much
easler for untrained persons ito perform if one set of values were used
instead of the twe which would have been necessgsary with the older metheds.

The decision to design a system which would schedule all four
activity types resulted from an attempt to impose as few restrictions as
necegsary upon ‘the procedure. One would be hard put to define an acti=-
vity which would not be of such types. By permitting all four types, the
procédure becomes practical for nearly every type of problem. Also, as
in the case of the rescurce-time units, little attention has been giwven
to activities permitting variable resources and times. The possible value
of the experience gained in dealing with this ares of project management
made this a promising choice,

No existing scheduling procedure considers the possibility of

intermittent starting and stopping of activities. For this reason, 1t



19

seemed desirable to consider this possibility. The possible use of such
interruptions permits the formation of a more general procedure than
otherwise would Have been possible.

It was decided to permit the assignment to activifies permitting
variable resource levels of any number of rescurce units between the
maximum and minimum permissible valuegs. This assumption made possgible
& procedure much simpler than ﬁould have been possible 1f only certain
resource levels had been permitted.

It was decided to attempt to develop a technigue which would con-
glder the possiblliiy of several resource types being avallable for al-
location in a single problem., This seems to be a practical choice since
even the smallest company usually makes use of several crafts. DBy in-
cluding a plan for the scheduling of several resource types, the entire
procedure will increase in usefulness.

It was decided to consider only one project at a time. This
does not appegr to be a serioug limitation since several projects can
be combined to form oné larger project. This decision also makes pos=
gible a much simpler solution to the problem than could have been attained
otherwise.

No size limitation as such will be imposed upon the procedure.
However, the capabllities of the men or machines performing the procedure
may cause practical limits to be set. If such limite are necessary, they
will vary according to the capabllities of the scheduler,

It was assumed that there would be a constant resource availabll-

ity throughout the duration of any problem. This seems to be a very rea-
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sonable assumption since with today's labor situation companies will
more than likely have a stable work force and will be unable to hire
extra workers for short pericds of time. Since they have a stable work
force, it becomes very important to use as many employees ag possible
during each time period. ZIf poor scheduling is used, the company will
elther be forced to pay men for periods not worked or see these men
find other employment because thelir work opportunities were irregular.
To prevent either of these situations, an easily applied procedure for
scheduling which results in good solutions is needed. This assumption
eliminates any consideration of time-cost trade-off since all available
resources are being used as much as possible. The only costs which
could be considered in connection with this method are the indirect
costs of the project and the only way to reduce these costs 1g to increase
the output of the existing resources.

Since the resource supply is limited, this becomes the determining
factor of project length. The ideal proJject length can be found by
adding the results of the division of each resource type's work content
of the project by that type's avallability. Using this figure and the
actual duraticn, the scheduling efficiency can be found by dividing the
ideal duration by the actual duration.

It was assumed, and with some Justification, that there would be
no decrease in efficiency or increase in costs due to Intermittent start-
ing and stopping cof an activity or changing of the crew slze during the

duration of an activity.
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Description of the Method

After studying the situation which was to be alleviated by the
new technique and assimilating the list of assumptions, thought was
centered con possible approaches to the development of a suitable allo-
cation method. ITdeas, as they presenfed themselves, were considered,
expanded, and tested. This process continued until there existed a tech-
nigque which was easy to apply and gave reascnable sclutions to problems.

An analyelsz of the uew method indicated that only the following
Tour operations would be required:

1. The determination and definition of the activities and their
precedence relationships.

2, The determination of all possible paths through the project.

3. The determination of the work content of each path.

L4, The use of the actual scheduling algorithm.
Consideration of these four operations indicated that the only one re-
quiring any above-average knowledge or training was the first operation.
This operation must be done by somecne who is very familiar with the
proJect and who can define all activities found in the project, estimate
their work content and determine the precedence requirements associated
with the activities. Thils person alsco needs sufficient networking
knowledge to enable him {o assign event numbers to every activity. Once
the 1list of activities, compléte with event numbers, has been prepared,
8 secretary or someone unskilled in the theories and techniques of re-
source allocation can apply the last three operations and produce a

good resource schedule.
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CHAPTER IV

RESULTS

Discussion of Results

The Initial rescurce allccation procedure used in the developmen-
tal segment of this paper was based upon original ideas of this writer.
The initial prccedure and succeeding revisions of 1t were tested and
revised until a procedure was had which would fulfill the previously
determined specifications. Since this experimental work was in a pre-
viously undeveloped area, all revisions were of a trial and errcr nature
based upon further ideas of this writer.

The final procedure which resulted from thlis experimental wcrk
attempts to allocate a fixed resource supply among the activities of a
project. This procedure uses the remaining path work content as the
criteria for determining the scheduling priority.

This resource allocation procedure was prepared in two forms.
First, a manual algorithm was developed and then, based upon this manual

algorithm, a computer program was prepared in the Algol ccmputer language.

Manual Algorithm

The menual algorithm and work sheet design which is presented
below was tested on numercus example problems and found to be easy to
use. The results of this algorithm proved to be more than adequate for
the conditions under which it will be used In actual practice. Prior to

the presentation of the rescurce allcecation procedure, an algorithm for
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‘the determination of all paths of a network will be given.

Path Determination Algorithm

1. Define all activities and determine all dependencles among
activities in the proposed prdject.

2. Assign index numbers (I,J) to each activity of the network
letting I represent the begin event of the activity and J represent the
end event. It is important that the project starts from only one event
and ends with only cne, The first event of the network should be num-

bered zero (0) and no number should be skipped while numbering the

events. It is necessary that I always be less than J for a given aci-
ivity. This assures that the magnitude of event numbers will always be
ascending ag a path is traced through the network frcem the start of the
preject to its finish.

3. Using a form similar to the one illustrated in Figure 3, list
all activity index numbers so that the I values will be in ascending
order from top to bottom and each subset of index numbers which have
the same I value will have the J valuesg in ascending order also,

I, To determine the first path through the network, select the
first activity in the list, that is, that activity with I ecual to zerc
which has the smallest J value of the activities in that subset. This
ig the first activity of the path.

5. Next, go the that subset of activities which has I values equal
to the J value of the previous activity. ©Select the activity from this
subset which has the smallest J value. This acfivity becomes the next
activity of the path under consideration. Repeat this step until there

is no activity with an I value equal. to the J wvalue of the previous
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activity added to the path.

6. To find each additional path, use must be made of the last
previcus path. Starting with the last activity of that path and pro-
ceeding in the direction of the first activity, examine the index num-
bers of each actlvity. If, for any activity (Il,Jl) in the path under
consideration, there exists a second activiiy (IQ,JE) such That Il equals
12 and Jl-is legs that J2 then there exists at leagt one meore path which
Includes this secend activity. In applying this step, if a third act-

ivity (I3GJ3) exists such that I, equals I, and J3 has a magnitude which

3
is between Jl and J2 then replace (IQ,JQ) with (IS,JB).
7. The activities of the new path are determined as follows:
a, All activities In the last previous path which come before
the activity (Il,Jl) as determined in the previous step are also Found
in the new path being developed.

b. The next activity will be the final activity (IE’ J_) as

2
determined above.
c. The remgining activities of the path are found by using

the method described in step 5. Activity,(IQ,J should be used as the

)
starting point for this application of the method.
8. All paths have been found when step 6 Tails to locate an

activity (IE,JQ) as described in that step.
An example of thig algorithm is presented in Figure 4. Since it
is often necessary to determine the number of paths of a network and

thelr composition, this algorithm can be of value in situatlions not

associated with the REST Technique developed in this thesig. Since a
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great deal of time can be required to determine fhe paths of a relatively
small network, a program in the Algol computer language was prepared
which computerizes thisg algorithm. This program, slong with instructions
for its use can be found in Appendix A.

REST Technique

Before beginning the REST Technique, it is necessary to use the
path determination algorithm described above. In this case, it is neces-
sary to substitute the expanded work sheet illustrated in Figure 5 for
the cne shown in Figure 3. As scon as the paths of the network have
been determined, work can begln cn the following steps:

1. Estimate, in REST unilts, the work content of each sctivity.

2. If an aetivity consists of a foreced delay or waiting period,
there will be no REST units assoclated with it since no resource units
are required. In lleu of REST units, assign to such activitles a value
egual to the number of time periods involved in the delay. Accompany
this value with an 'X' so that it can be differentiated from actual
REST units.

3. Dummy activities requiring neither time nor resources should
simply be assigned zero REST units.

4, On the work sheet shown in Figure 5, form, to the right of the
grid Indicating all paths through the network, a column contalning the
work content of each actlivity as determined in steps 1, 2, and 3.

5. To the right of the column containing activity work contents,
set up two columns. The first column should contaln the minimum al-

lowable resource requirement for one time period for each activity while
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‘the second should contain the maximum allowable resource requirement for
cne time pericd for each activity.

6. Again, to the right of the columns already completed, set up
a series of columns, The number of columns will depend upon the size
of the problem, Each column represents one time period in the project
duration and these columns will be used to record the resource quantitiles
alleocated to each activity during each time period.

T. Below the path columng formed by the path determination algo-
rithm, set up a row in which to record the work content of each path.
In computing these gquantities, add to the REST units of each path the
product of the time periods of forced delay in that particular path
times the total resources avallable in one time period.

8. A grid is then set up below the work content row. In this
grid will te recorded the remaining work ccntent of every path at the
end of every time period.

A completed work sheet is shown in Figure 7. The network on which

it is based is shown in Figure 6.
This iterative portion follows:

G. Examine the total remaining work content of each path and select
the largest.

10. In the path designated in step 9, select the uppermost activ-
ity which has not been completely scheduled.

11. From the resources available for the time pericd under con-
slderation, assign resource units ©to this activity as governed by the

following if all predecessor activities have been completely scheduled:
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Figure 6. Network
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.

a. Let: 5 
R = Total Remaining Work Content of the Activ§$y
S = Available Resource Supply
M = Maximum Allowzble Resource Requirement of the Activity

Min = Minimum Allowable Resource Requirement of the Activity

‘b, If 8 = Min for the activity in question, then assign zerc
resource units to the activity. If thig condition is not met then ocne
of six cther posgible conditlonsg must be met.

c. The six scheduling conditions are shown in Figure 8. In
this figure, the oppositeé of each of the conditions are shown to be one
of the other five conditions.

i, If condition (1), R < S <M, or condition (2),

R M« 5, is encountered, schedule for that activity a resource
quantity equal to R.

ii. If condition (3), S < R < M, is encountered, schedule
for that activity a resource quentity equal to S if R - 8 = Min. If
R=-=5<Min, let 2 =5 - Y where ¥ is initially set equal tc 1 and then
increased in steps of 1. Bchedule for that activity & resource quantity
equal to 2 1f R - 2 = Min, ©Schedule for that activity a resource
quantity equal to zero if Z < Min.

iii. If condition (4), S < M < R, is encountered, schedule
for that activity a resource gquantity egual to S 1f R - S5 .= Min and
[R-8/Minl] 2R-8/M, IfR-S<MnorlR-8/Mnl<R-5/H
let 2 =58 - Y where Y is initially set equal to 1 and then increased in

steps of 1. If R -2Z 2 Minand [R - Z / Min] = R - 2 / M, schedule for
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that activity a resource quantity equal to %. If 7 < Min, schedule for
that activity a resource guantity equal to zero.

iv. If condition (5), M < 8 < R, or conditicn {6),

M< R < 5, 1s encountered, schedule for that activity a resource

guantity equal to M if R - M » Min and [R - M / Min] = R - M / M, If
R-M<Mnor [R-M/Minl] «R-M/Mlet 2 =28 - Y where ¥ is initially
set equal tc 1 and then Iincreased in steps of 1. If R - Z = Min and

[R - %/ Min] 2 R ~ Z / M, schedule for that activity a resource quantity
equal to Z. If Z <« Min, schedule for that activity a resource quantity
equal to zero.

v. If the activity is of the type which requires a fixed
time but no resocurces as in a forced delay or which reguires neither
time nor resources, assign a zerc resource quantity to it.

A flow diagram 1s presented in Figure § in which an effort is
made to simplify the above discussion.

12, Record the resource assignment in the proper activity-time
block on the REST work sheet. For the activity types mentioned in sec-
tion iv above, record an 'S*' in the appropriate block to indicate that
the activity has been scheduled.

13. BSBubtract this assigned‘resource quantity from the total re-
maining REST units of each path containing the activity. Record these
new totals in the next row provided for path totals. If the activity in
question is of the forced delay type, subtract a quantity equal to the
total resource avallability for one time period from the total remaining

REST units of each path involved.
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14, If any resources remein unallocated, go to the next highest
ranked path which has not been affected during this iteration. Return
to step 10. Continue this procedure wntil all rescources have heen
assigned or until all paths have been considered - whichever happens
first. If the rescurce supply is depleted before all paths have been
consldered, check the remaining paths to be sure that all forced delay
and dummy activities which can be scheduled sre scheduled.

15. When step 14 has been completed, bring down all path totals
unaffected In this iteration into the row with the new totals formed in
step 13.

16. Return to step 9 and begin the next iteraticn.

17. Continue these iterations until all activitles have been com-
pletely scheduled.

Reasoning in Algorithm

Although the complete algorithm has been presented, it may be
wise to discuss further the bases for several of the procedures. The
cholce of the weéighting factor tc be used with forced delays is based
on the reascning that the effect of a forced delay, one time period in
duration, upon a path length is the same as that of an activlity, one
time period in duration, which reguires the entire resource supply. Both
activities add one time period to the duration of the path and with the
conditions cof the network remaining unchanged, there 1s no way to shorten
either activity. If no weighting system were used cn such activities,
the REST Technique would indicate that the forced delay had no effect cn

the network. However, by using the weighting system previcusly described,



37

the forced delay is shown to be significant and, in fact, is given
stress equal to that given the activity which requires the entire re-
source supply. This I1s very important because the REST Technique
uses remaining work content of the paths of the network to determine
the scheduling priocrity. This weighting system, in effect, gives a
work content value to the forced delay.

A short discussion of scme of the reasoning assoclated with the
gix scheduling conditions has already been given. The third facet of
this algorithm which is worthy of further discussion 1g the greatest
integer function used in cconnecticn with the scheduling of resources
under conditions (&), (5), and (6). Without the characteristic furnished
by this greatest integer function, the REST Technique could quite
possibly make a series of allocations to an activity such that the re-
maining activity work content could never be completely scheduled. As
an example, consider an activity having fifteen REST units associsted
with 1t. This activity also has a maximum allowable resource require-
ment of five units and a minimum allowable resource requirement of four
units., The REST Technique could conceivably schedule four resource
units in three time pericds. This would leave three REST units to be
scheduled. Since the minimum allowable resource requirement is four
units for this activity, these remaining REST units can never be
scheduled. Therefore, an evident need exists for g method to Insure
agalinst such pgssibilities.

The reasoning used in the development of this test is as

follows:
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After every resource assigmment for an activity, it is neces-

sary that the remaining work content, RWC, of the activity is of the

form:

RWC = A(Min) + B(Max) * C

where A, B, and C are non-negative integers and
Min < C < Max.

This form is assured if

RWC] > RWC
Min Max.

If equation (2) holds true then

[Rw01 _ . HHC
Min Max,

therefore,
iy =1 2'BEE
Min Max ,
RWC = I{Min) ,
RWC < T(Max)
and

I(Min} < RWC = I(Max)

where I 1s a non-negative integer.

(1)

(2)



The lemma, then, can be stated as follows:

If positive integers (Max, Min, I, and RWC) exist such that
Min = Max
and
T(Min) < RWC < T{Max)
then non-negative ihtegers (A, B, and C) exist such that
RWC = A(Min) + B(Max) + C
where
Min < C < Max.
Procf: Bince
I(Min) < RWC
can be written as
(I -~ 1L)Min + Min < RWC ,
there exists an integer
Cl > Min
such that

(I - 1)Min + ¢, = RWC .

39



ir
Cl < Max ,
then the lemms ig proven., If, however,
Cl > Max,
then 02 exists such that
(I - 2)Min + Max + C, = RWC
and
Cl 2 02 = Min.
Assume that
C2 > Max ;
then a C3 can be found such that
(I - 3)Min + 2Max + Cy = RWC

where

02 = 03 > Min .

This process can be continued (I - 1) times before A becomes zero.
Assume, that after (I - 1) cycles, RWC still cannot be written. in

the form of equation (1). Then
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(OMin + (I - 1L)Max + C' = RWC

where

C*' » Max .
Therefore

(I)Max + C'' = RWC
where
cr' > o0,

but

(I)Max = RWC

and this is a contradiction. Therefore, non-negative integers (4,

B, and C) exist such that

Min < C = Max

and

RWC = A(Min) = B(Max) + C.

Final Remarks

When working a problem manually using the REST Technique, it is
suggested that forms similar to those described in this paper be used.
The exact size of the forms needed will naturally depend upon the size

of the problem being considered. For small problems, the one work sheet
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will be sufficient but for larger problems 1t may be necessary cr, at
least, desirable to divide porticns of the work sheet among several
sheets. The work sheets used with thils algorithm can take many forms
but experience has shown the design presented in this paper to be a good
one. A possible expanded work sheet design for larger problems is
illustrated in Figures 10, 11, and 12.

Users of this manual algorithm are cautioned that there are
two sources of freguent human error in this algorithm. Experience has
shown that errors in subtraction are easily made because of the large
number of subtraction operations in a normal problem, The second commorn
error 1s & fallure to select for consideration the path with highest
pricrity. To protect against carrying subtraction mistakes through a
large number of calculations, 1t is suggested that the actual remaining
path work contents '‘to be pericdically calculated and compared with the re-
corded values. However, a conscienticus and careful worker is the best
protection agalinst such mistakes., It is alsc important that the maximum
ellowable rescurce regulrement never exceeds the total available re-
sources.

Multi-Resource Allocation

Multi-resource allocation, the scheduling of two or more re-
source types among the activities of & project, i a very desirable
characteristic of any resource allocation technlgue. A moment's re-
flection on practical preblems brings tThe realization that many, if not
most, actual problems are of this multl-resource type. For this reasom,

an athtempt was made to adapt this technique to the mulii-resource pro-
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blem.

It was desired that the manual algorithm and the computer pro-
gram give identical sclutions when both are correctly applied. Since
the storage capacity éf'the computer was a limiting factor in the com-
puter program, it was not feaslible to convert the program to Handle
more than one rescurce type. In order to maintain the relationship
between manual algorithm and computer program, the algeorithm, as pre-
sented, was not altered for the multi-resource problem either.

An effort was made later to determine the necessafy changes in
the manual algorithm to give it multi-resource capabilities.

The REST algorithm was revised for multi-resource scheduling has
certain limitations. The maln limitation is that it will handle only
activities requiring.one resource type. -As long as any che activity re-
quires only cne resource type, the technique will schedule more than one
resource type within a project. This restriction may not be as severe
as it may seem when it is realized that most activities requiring several
resource types can be separated into several simultaneous activities,
each of which requires only cne rescurce type.

The only revision in the basic REST Technique are:

1. It 1s first necessary to enlarge the work sheet so that it will
accommodate the enlarged problem. This is accomplished easiest by add-
ing a column next to the one reserved for activity work content. In this
column 1s placed the resource type of each activity.

2. In determining the weighting factor for forced delay or welght-
ing period activities, it is necessary to multiply the number of time

periods in the delay by the total of all resources avallable. This is
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necessary since this activity has the same effect on path duration as
does 'a series of activities which require the total available resource
supply for the same time period.

3. To determine a path total work content, add the work content of
all activities contained in that path regardless of resource type re-
quired by each activity. All resource types should be weighted equally.

h. Use the normal methed of determining scheduling pricrities. As
a path is selected, proceed to the uppermost unscheduled activity. Deter-
ming its resource type and if any units of that resource type are unsched-
uled at this point, proceed with the normal Tests to determine the quant-
1ty of that rescurce to be shceduled. If no resource units of this type
remain, go to the next path., In each time period, continue until all
paths have been considered or until all resource units have been scheduled
in which case continue the search for dummy and forced deleay activities
which can be scheduled during this time period.

5. Be sure that the correct resocurce type is assigned to all

activities.

Computer Program

A program written in the Algol computer language for the Bur-
roughs 5500 digital computer was prepared to perform the series of
operations described in the manual REST algorithm. This‘program, which
can be found in Appendix B, will produce results identical to those of
the manual algerithm when both are properly executed. The details of
the use of this program can be discussed best in two sections., The first
section will describe the preparation of the input while the second sec-

tion will describe the interpretation of the output.
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Input

The input information describes to the computer the particular
project under consideration. The input is processed by the program
to produce the output. In crder for the program to funection properly,
it is necessary that a complete set of data arranged in the prescribed
sequence be placed immediately behind the program deck. It is imperative
that all numbers be right justified on all data cards.

The first data card should have the following form:

columns content

1-12 a one to twelve character alpha-numerie project identi-
Ticatlon code
14-17 a one to four character numeric run number to identify

different runs cf the same project
The second card should contain in columns 1 through 72 any alpha-
numeric comment which might be desired. A semicolon must not appear on
this card.

columns  content

1-k the total number of activities in the project
6-9 the highest event number in the project
C11-1k the number of resource units available at the beginning

of each time pericd
The remaining data cards will carry information about the in-
dividual activities of the project and there should be one card for each
activity. These cards sheould have the following form:

columns content

-3 the begin event number of the activity

=7 the end event nunber of the activity

=50 a8 one to forth-two character alpha-numeric description of
the activity (This description is not reguired.)

54-56 the number of REST units irn the activity

58-60 the number of delay or waiting periods in the activity

oo
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62-64 a1 if the activity has no duration or resource requirement,
otherwise leave blank
66-68  the minimum number of resource units which can be assigned
to the activity during one time pericd
TO=-72 the maximum number of resource units which can be assigned
to the activity during cne time period
It is Important to notice the upper limit of several variables
which control the size of the projects which can be processed by this
Program. This program can process & proJject with a meximum of 1C0 acti-
vities, 100 unigue paths, 100 activities per path, and lbO time periods.
This capability can be enlarged 1T necessary by changing the integer
array declarations. It should also be notlced that the size of the
project is further controlled by the number of characters allowed for
each type of input data. It must be remembered also that the project net-
work must have only one start event and only one finish event. The
start event number must be zero and the event numbers alcng each path
must be ascending from start to finish.
Qutput
The first =segment of the output will contain the project identi-
fication ccde, the run number, and the comment which appeared cn the
second data card. The next portion of the output will reproduce the
information given on the third data card. N will be the total number
of activities in the project, X will be the highest evenl number in the
project, snd RESOURCE will be the number of resource units available
at the beginning of each time period.
The third section of the output will be an ordered list of the

activities. Both alpha-numeric description and event numbers will be

given.
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The last segment of the output will be one or more arrays in-
dicating the exact allocation of the resource among the activities.
Each array will be divided into 25 vertical time columns and N hori-
zontal activity rows. Fach time column will be labelled and a note
willl be printed with each array telling which multiple of one hundred
should be added to the time given on the array in order to have the
ccrrect time in relation to the actual start of the project. Each
activity row will be labelled with the activity event numbers. The
intericr of the array will be compcsed of the rescurce quantities as-
signed to each activity during each time period. An ¥3% appearing in
an array will indicate that the activity was scheduled but no resources

were reguired.

Comparison cf Results

Six basic example problems were congidered. The results cof this
study can be found in Appendix A. Each basic problem was numbered and
each variation of cne of the basic problems was lettered. Since most
of the original prchlems had the maximunm and minimum allowable rescurce
requirements equal tc each other, the variations of the basic problems
consisted of changing the minimum allowable resource requirements of
some actlvities to make the problems more sulted to the REST Technidue.

Ineluding the variations of the basic problems, eleven different
problems were worked with the REST Technigue. Four of the problems
were worked with other methods also. It should be noted that although
the scheduling efficiency of the REST Technigue is sometimes less than

that of cther methods, the efficiency is still reasonable. It should
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Table 1. Comparison of Methods and Results
Hetwork  Method Tdeal  Actual  Efficiency Days Activities
Number Used Time Time Over in Network
Ideal
Time

1 REST 1k 17 82 % 3 9
1 MAP 14 17 82 % 3 9
1b REST 14 15 92 % 1 9
2 REST 19 21 91 % 2 16
) MAP 15 19 100 % 0 16
o b REST 19 20 95 % 1 16
2 e REST 19 21 9L % o 16
3 REST 35 36 97 % 1 15
3 MAP 35 36 97 % 1 15
3 b REST 35 36 97 % 1 15
3 e REST 35 36 97 1 15
H REST 10- 15 67 % 5 11
b Burgess 10 15 67 % 5 11
5 REST Lo L1 98 % 1 27

REST 12 13 92 % 1 10
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also be realized that the ideal duration used in the efficiency calcula-~
tions is not always attainable. It isquite possible that some of the
efficiencies attained for certain problems by some of the methods are in
reality the best possible efficiencies. The efficiency, then, is only
an indication of the worst possitle deviation from the best possible
schedule, The set of examples which were ccnsidered indicated that the
efficiency of the REST Technigue increases asg the number of activities
in the network increases.

Control and Updating

Although this technigue has nc sophisticated dynamic contreol system
asgocilated with it, the REST Technigue does offer the same tasic control
features that most other project manzgement méthods possess., The nature
of the problem involved makes impractical a dynamic feedback loop control
system. The project manager is given some control over the progect by
means of a perlodic comparison of actual results with the estimated re-
sults indicated in the network and associated calculations. The control
in this system results in adjustments made by the project manager when
deviations are found between actual and estimated conditions.

This control is periodic in nature and is based on the per-
ceptiveness of the project manager in comparing and adjusting actual and
egtimated accomplishment levels to give a better system.

When a project 1s updated as 1s often necesgary when actual work
deviates from scheduled work, the REST Technique offers a simple method.
If frequent updating is necegsary, there is often no need cof updating

the entire network at each updating period. Instead, it is often de-
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sirable to update only over a short period thus eliminating the wasted
time and effort associated with updating that portion of the network
which will be revised again before any use will be made of it. The

REST Technique, unlike other methods which require a complete set of
calculations to get a schedule, will permit the scheduling te terminate

in any time period desired without: affecting the .accuracy:-ofithe answers
already obtained. This updating feature makes this technique particularly
suited Tor situaticns which require a large number of short range up-

dates due to the length and fluid nature of the project.
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CHAPTER V
CONCLUSICNS AND RECOMMENDATIONS

" An investigation of the rescurce allocation technigue developed
in this thesis leads to the conclusion that the REST Technique meets
all of the specifications for which it was designed. Although the REST
Technique satisfied all of the related specifications, no claim éf
optimality is made. The success of this initial wventure in scheduling
using REST units indicates that further developmental work in this area
would be very beneficial. It is Pelt that by using the REST Technique
as a foundation for further research, a broader and more useful techni-
que can be developed to better fulfill the specifications of a resource
allocation procedure as discussed in this thesis.

One last conclusion as to the usefulness of this technigue leads
to the recommendation that the REST Technique be used in connection with
small construction firms and other businesses of like nature which
operate with a limited supply of men and equipment and which are financial-
1y unable to afford the tralning costs or consulting fees necessary to
benefit from other existing resource allocation metheds. The REST
Technique seems to be particularly sulted to their needs.

The work done in connecticn with this thesis has suggested the
Tollowing areas as being particularly worthy of further investigation:

1. It is felt that a study of the REST Technique in actual in-

dustrial situations would be worthwhile. Additional testing is needed
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to determine if the assumed advaﬁtages of the REST Technique are actually
advantages in the situations under consideration.

2, An extension of the REST Technique to make it a more competent
method for muliti-~resource scheduling would be a very worthwhile endeaver
gince most problems of the type considered by the REST Technique are
of the multi-resource type. A logical place to begin this extension is
with a study of the feasibility of modifying the method used to deter-
mine scheduling precedence.

3. The development of a multi-project scheduling technicue based
upon the theories used in the REST Technigque hold promise.

L, A promising modification of the REST Technique seems tc be
cne which would permit the use of predelermine varying rescurce supplies.
If such a method is based on the REST Technigue, thought will have to
be given tc the welghting factor used in connection with activities
which are forced delays or waiting periocds. Since the present method
ugses the total resources availlability as part of the welghting factor,

a new weighting factor will be necessary.

It is hoped that further investigation into the ideas presented

in this thesis will be carried out in the near future with outstanding

results.
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APPENDIX A

In corder to properly use the Path Determination Computer Pro-

gram, certain facts concerning its use should be known.

Ingut

The input for the program should be in the following sequence:

1. 'The highest event number.

2. The mumber of activities.

3. The variocus sets of event numbers which designate the

activities.

These event nwmbers should begin with zero and increase from start to
finish of the network. Also no numbers in this series should be skip-
ped. These pleces of data may be placed in any colunn between one and
gseventy-two of the data cards as long as each pilece of data is followed

immediately by a coma. This 1s the free field input form.

Output

The output of the program will consist of a list of numbered
paths. Fach path will be presented as a list of the event number sets
found in that path.

Both the input and output of this program are very simple to
understand and use. Without any alterations, this program will handle
400 activities and 200 paths of 200 activities each. To enlarge this
program further, changes must be made in several of the array and format

declarations in the program. The actual program follows:



BEGIN: COMMENT
NETWORK PATH DETERMINATION METHOD
_ AN ALGOL PROGRAM FOR THE BURROUGHS 85500 COMPUTER
Co Ao MCNEILL = GEORGIA TECH = ATLANTA, GEORGIA = JUNEs 1966

LR B

: 5
FILE IN CARD (2,107 3
FILE QUT LINE 6€(2,15) 3
INTEGER ArBoCsDslsJaGeNol,Y,sX )
INTEGER - ARRAY AEVENTsBEVENTEO1400) » PL0:200,04200] )
FORMAT OUY FMAC////7X30,"PATH NUMBER "™,187//%:
FMB(X3ISoIa,™ = *;14) }
LIST LTIC(FOR I ¢ 1 STYEP 1 UNTIL N DD [ AEVENTILI1,BEVENTII]1)}
LABEL LisL2:L35L85L5,L6: H
WRITECLINEINGY)
READCCARD»/2XsN)
READCCARD»/-LT1)
CLOSECCARD-,RELEASE) '
FOR 1 « { STEP 1 UNTIL 200 DO
FOR J ¢ 1 STEP t UNTIL 200 DO
: PrIsJl ¢ O :
A e 0} B el Y ¢ ]
.13 FOR' I « 1 STEP & UNTIL N DO¢
BEGIN
IF A = AEVENTII] AND B = BEVENTIII THEN
BEGIN -
PZYsUT ¢ - X }
IF BEVENTIIJ = X THEN 60O 70 L2 ELSE
BEGIN : :
U eU 15 A¢+BB3Be+B+'1L 3 GO TODLE
END: ' , 3
END ; 3
END 3
' I B = X TYHEN GO T0 L2 fFLSE
BEGIN :
: B e«B ¢ 1 3 GO 70 LI
END 3

L2% ¢ ¢ AEVENTEPCYsUY) 3 D & BEVENTIPEY,UJY ¢ o

-

gs =



L6 "FOR'1 ¢ { STEP 1 UNTIL N DO

BEGIN
IF ¢ = AEVENTII] AND D = BEVENTIIY THEN
BEGIN
G+ 1} GO TO L3
END
END
IF D <« X THEN BEGIN O « D + 1 3 60 TD L6 €END
IF ¢ # 0 THEN BEGIN U e U = 1 3 GO TO L2 END
A-e 0 3 B ¢« B +1
IF B =X + 1 THEN GD TD L&
‘FOR T -« 1 STYEP 1 UNTIL N DD
BEGIN

IF A = AFVENTII] AND B = BEVENTII] THEN
BEGIN
U ¢« U+ 13 G0 TO L1

END
END b
' 60 TO L1
L3¢ IF° € = AEVENTIPIY»G1] "THEN
BEGIN _
A ¢ C 3 BeDI3 Y +Y +1{3 1) e6 3 GO TO LU
END '
PLY+1:G] ¢« PLYsGY 3 G ¢ G ¢ 1
G0 TO L3
Las .FOR T « 1 STEP t UNTIL Y DN
BREGIN :
WRITECLINEoFMA-I)
J e 1
158 IF BEVENT[PII-JI] # O THEN
BEGIN
WRITECLINE-FMB, AEVENTIPI T, JIJ-BEVENTEPTE, U1
J e J e i -
G0 70 Ls
END
END

END o,

e W e e ol wa

- 'ea wa

‘o

66 -
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REST PROGRAM



REGIN

Co Ao MCNETLL = GEORGIA TECH = ATLANTA, GEORGIA = .JUNE, 1966

COMMENT - |
REST TECHNIQUE OF RESOURCE ALLOCATION
AN ALGOL PROGRAM FOR THE BURRDUGHS B5500 COMPUTER

FILE IN CARD (2,10)°

INTEGER

SAVE:

FILE OUT LINE 6¢€2,15)

AanCJDnE)FBGnHﬂIleK»L:MDNwQJRJS?T’U!VnWDX:YDZ’

AB,BCEE,FFsGGaKMpKT, PP, XX5ZZ, RESOURCE, SOURCE,RIN

INTEGER ARRAY
‘ AEVENT,BEVENT,RESTA,RESTB,RESTC,RESTD,MIN,MAX,
ATOTAL»BTOTALsTOTAL» TOTALX2TOTALY,RESTE,RESTF
(014001 .
P2MAN
{02100,014001

ALPHA ARRAY _
‘ PICsCDOM
tos12] »
TITLE
g0st00:01T]3

FORMAT IN
DATA1CIA,X15T4,X1578) »
DATA2CTI3sX1o T3, X1s7A65X3550T35X1)) »
DATATC2A6:X1218)
DATAB(12A6)

FORMAT OUT )
RESULTLIC/X20,"NUMBER OF ACTIVITIFS = " TH//¥20,
"HIGHEST EVENT NUMBER = W Ta8/7%270,
YRESOURCE AVATLABILITY = ®:14///77/
X200, "EVENT NO "o XS5,"ACTIVITY"-DESCRIPTION®//
(X205 13" @ ", 7130US507TA63Y &

-

19



RESULT2(X10s"ACTIVITY", X802 "TIME"/) »

RESULT3(X20,25¢X1,133)

RESULTA(X9213s" » #,13)

RESULTSC///X80," ADD ";13," HUNDRED UNITS TO TIME ",
"GIVEN BELOW "//% ,

RESULTL10C(X20,"PROJECT IDENTIFICATION CODE = "».
2A6/X20,"RUN NUMBER = ",14) »

RESULT11(X20,12A8)

SWITCH FORMAT S

SHFDRM ¢ (X20,T8),¢(X28518)5CX28,14)2(X32:18)>»
EX36, I8 (X800 (XA8,T0)5CXAB:T4)s(X522148)2
(X568, 1835 €X600I8),(X64:04)5(X68,T4)5(X72:14)¢
C(XT6518)5CX80,T8),¢X845108)5CXB8,14)2CX92514)5
(X96,18)5(X100-,18)s¢X104-,T8)5C(X108,14)5¢X112214))
(X116-1835 - e

(X205A8)5 (X228, AB) (X2BoAU)5 (X325 A035¢X362A8)5
CX805ABY, CXGAABY  CXAB ALY (X522 A0)5(XS6:A8),
(X60,A8)0¢X68AR)seXN68:A8 0 CXT2:A8)2(XT6:A8)>
(XB0,A8) 5 (XBA,AA), EXBBL AL (X92,A8)5(X962AN)Y5 -
(X1002A8){X5108A8) CX10BLAEY X112 (X116:2A8)

LIST S
- DATA3IC(N: Xs RESOURCESY
DATA4C(FOR I ¢-§ STEP 1 UNTIL N DO { AEVENTII] »
BEVENTII] » FOR J ¢ § STEP 1 UNTIL 7 DN
f TITLELI,J3) , RESTALIY » RESTBLI] »
RESTCIIT 5 MINEIT » MAXTI3 3) »
DATA9CFOR I < { STEP 1 UNTIL 2 DO [PICCIJJIsRIN) »
DATAJO(FOR 1 &1 STEP § UNTIL §2 DD [COMILIIY) o
RESULTO(N-X,RESCURCE» FOR I ¢ § STEP' { UNTIL N DO
‘ [ AEVENTIII-BEVENTII3s FOR J & 1 STEP 1 UNTIL
700 [:TETLECT-J3Y 1) s
RESULT7(FOR H ¢ 25 % W & {1 STEP. 1 UNTIL 25 x W ¢
25 DD HI »
RESULTBC(MANLLO0GRE ¢ 25 st W ¢ HoTl) »
RESUYLTO(™ 2Sa%j,

g



RESULTI2¢(" ")

SWITCH LIST _
w SWLIST ¢ RESULTB,RESULT9sRESULTI2
_ 3
LABEL _
Lo L1,L2sL35L8,L5:L6sBRP1,RRP2,BRP3,BRP4,BRPS,BRP6sSORT,
SORTY2RAL:RA2,RA3,RA4,RAS>RALsRAT,RAB»RB1,RB2,RCL1>RD>
ROUT12ROUT2:sNHP I sNHP2 s NHP 35 NHP &, NHPS s NHP 6o NHP7 s PRINT

WRITE' (LINEINDI) _
READ. (CARDsDATA7sDATA9)
READ CCARD»DATAB»DATAL0)
READ: (CARD:,DATA1,DATAI)
READ (CARD:DATA22DATASZ)
_ CLOSE (CARDRELEASE)
ROUTYS - - '
BEGIN ,
A ¢ 0 }
_ B e U Y ¢1 : 3
L1t FOR T « §{ STEP 1 UNTIL'N DO
BEGIN '
- IF A = AEVENTETI] AND B = BEVENTII} THEN
BEGIN:
PIY:UY ¢ ] 3
IF BEVENT[IJ = X THEN GO TO L2 ELSE
BEGIN
U ¢t + 1 3
A ¢« B J
B« B +i J
G0 70 Li
END . 3
END ’
END 3
IF B = X THEN 60 70 L2 FLSF
BEGIN

B ¢ B 4+ { _ 3

e e W wr wa o eo
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L2s

L6t

L3

END

BEGIN
BEGIN
END'

END

BEGIN

END

BEGIN

END:

BEGIN
BEGIN

END
END

BEGIN

G0 7O Lt

C e AEVENTIPLY,U1]
D ¢ BEVENTIPEY,UJT + 1
FOR 1 ¢ { STEP 1 UNTIL N DO

IF C:=: AEVENTII] AND D = BEVENTII] THEN

G ¢«
GD TO L3

IF D < X THEN

D ¢«D + ¢t
G0 TO L6

IF C #:0 THEN

U e U =g
GO: 7O L2

A ¢ 0

B« B + i

IF- B = X ¢ §{ THEN GO TO L2
FOR I ¢« {1 STEP 1 UNTIL: N DO

1¥ A = AEVENTII] AND B = BEVENTTI} THEN:

Ue U &t
G0 10 L4

G0 70 L4
IF- € = AEVENTCPIY,G]Y THEN

A e C

L

‘ol ‘we ‘we ‘we
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END

L83 END

BEG

END

IN

BEGIN

END

ARP1s BEGIN

RRP2¢
BRFA&S

END

BEGIN
TOTALXIPP] ¢ =t

END

+1

c=<xmw
PP
9D <9

GO YO L1

PEY+1:,G) &« PLYrGY'
G e G ¢+ 4§
GO 1O L3

FOR K ¢ 1 STEP 1 UNTIL Y DO

ATOTALIK) ¢ 0

BTOTALEK] ¢ 0

FOR L ¢ 1 STEP 1 WHILE PtKsL) # O DO
ATOTALEK) ¢ ATOTALEK) + RESTACPIKsL1)
BTOTALIK] ¢ BTOTALLKI + RESTBIPIK,LI]

FOR M « 1 STEP 1 UNTIL Y DD
TOTALIMI « ATOTAL[MI + BTOTVALIM] x RESOURCE

TeT +1

Flet

G & 2

FOR T e 1 STEP 1 UNTIL N DO RESTELII « RESTDLI)
FOR PP ¢ 1 STEP 1 UNTIL Y DO

TOTALYIPP] ¢ =%
SAURCE ¢« RESOURCE
{F TOTALCFY < YOTALIGY YHEN 60 7O BRP4 FLSE

G ¢ G + 1
IF G £ YV THEN 60 70 BRPZ gLSE

‘we ‘os ‘we

‘e ‘es ‘we 'we 'we

‘e

e e e

49



& ¢« F

ARP5 1 IF TOTALLQ) = O THEN GO' TO PRINT ELSE
BRP 31 R ¢« 1
SORT1 ¢ IF RESTALPLQ:R1] > 0 THEN GO TO RA1

IF RESTBIPI@,RI] > 0. THEN GO 7D RB1
IF  RESTCIFPL@»R1] > 0 THEN 60 70 RC1

R+ R + ¢
G0 TD SORTH
BRP41 F ¢« 6 _
' GO TD BRP6
RAL
BEGIN _
- FOR EE # { STEP f UNTIL N BO
) IF BEVENTEEE) = AEVENTIPLQ:R1) AND RESTELEEY = 0 THEN
BEGIN _
RA23 - TOTALXEQT ¢ TOTALCRY
- GO TO ROUT?2
END
IF SOURCE '<- MINIP[Q»R]) THEN
60 TO RA? '
IF RESTAIPLQs,RII < SOURCE AND
SOURCE- < MAX[PCLQ,R1J THEN
BEGIN _
RAGS l MANETPLQsR]IY ¢ RESTALP{Q,RI}
XX ¢ RESTAIPIQsRJI]
SOURCGE ¢ SOURCF = RESTA[P[QsRI]
RESTAIPIQsRI]1 ¢« O
RESTDIPIQsRI] & =9
GO TD RA3
'END _ .
IF RESTAIPLOsRI) S MAXIPTO-RJ] AND
MAXEPEQ-R]] < SOURCE" THEN
G0 TO RAS
1F SOURCE < RESTVALP[Q,RJI AND
RESTACPLQ,RI] € MAX[{PTQ-R]J THEN
REGIN

S. ¢ SOURCE:

o

Wt we ‘we es. ‘v ‘wa ‘wa ‘we

e ‘ws o ws we

99



RA41

RASR!
RAT7S

END

REG

END

BEG

END

IN

BEG

IN

IN

IF RESTAIP[QsRI) = § > MINEP[QsRI) THEN

MANIT»P[Q»R]IY ¢ S

XX ¢ §

SOURCE ¢ SOURCE = S8 :
RESTALP[Q,R]] & RESTA[LPfQ,;R}] ='§
GO TO RA3

S ¢« § = ¢
IF S « MINIPEQ-,R1I]T THEN GO TOD RA2 FELSE
GO0 7O RAja

IF SOURCF € MAXIP[@:R1] AND
MAXIPIQ,R1) < RESTAIPIQ;R]] THEN
60 TO RAS

IF MAXIPtQsR1) < RESTA[CPI@»R1Y AND
RESTALPLQsR1Y <€ SOURCE THEN

M ¢ MAXIPIQ»R]]
IF RESTA[PIQ,RII = M 2 MINIPTQ,RI} THEN

7 ¢ RESTAEPIQ:,R]] = M
Z7 ¢ ENTIER(Z 7 MINLIPIQ,R11 )
IF (Z /7 MAXIP[@QrR3IJ) € 77 THEN

BEGIN

MANIT-PIQ,R1] ¢ M

XX ¢ M

SOURCE ¢« SOURCF = M

RESTATP{QsRI1 ¢ RESTA[P[QsRIT = M
60 YO RA3

M e M = ¢
IFf M <« MINIPEQ,RIT THEN G0 TN RAZ2 FELSE
GO TN RAT

IF MAXTIPIQ-RIY < SOURCE AND

e ‘s ‘ws ee

..

‘we wo wo ‘we

‘a ea
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SOURCE < RESTALPIQsR)) THEN

GO TD RAS
“ GO TO RA2
RA3S FOR FF ¢ § STEP { UNTIL"Y BO
FOR GG ¢ § STEP § WHILE PILFF»GG) # 0 DD
BEGIN : o
| IF PIFFsGGY = PLQ,RY THEN
BEGIN o o '
" TOTALXIFF] ¢ TOTALCFF)
~ TOTALLFF1 ¢ TOTALELFF] = XX
END :
END °
| G0 TO ROUT2
RAS? M ¢ SDURCE
60 TO RAT
END
RB{i
BEGIN
E FGR EE ¢ { STEP 1 UNTIL N BD
IF BEVENTIEE) = AEVENTIPtQsR11 AND RESTDLEE] = 0 THEN
~ GO0 TD RA2
RB21 MANITsP[Q,R)) ¢ =¢
RESTBIPLQ,R1) ¢ RESTBIPTQsRIY = 1
IF RESTBIPIGsRI) = 0' THEN
RESTDIPLQsRIT ¢ t-
XX ¢ RESDURCE
G0 TO RA3
END
RC1S
BEGIN

FOR €E ¢ 1 STEP 1 UNTIL N DO

IF BEVENTLEE) -» AEVENT{P(QsRJ] AND RESTDLEEJ = O THEN
60 YO RA2

MANCT PLQoRIT -

RESTCIPLQ,RI)

RESTDIPLQ,RI)

RESTFIPLQ,RIT

i

LA N
N

‘e ‘we ‘vo We ws W ‘W Yes
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END’

ROUT2?
BEG

NHP T3

60 TD ROUT2

IN :
' IF SOURCE = 0 THEN"
BEGIN -
~  FDR AB ¢ 1 STEP'{ UNTIL Y DO
BEGIN.
- IF TOTALY[AB) «: 0 THEN
BEGIN
FOR BC ¢ { STEP { HHILE P[AB!BCJ # 0 DO
BEGIN

- IF RESTDLPLAB-BC1] # O THEN GO TO NHP5
IF RESTACPLAB,BC1] # 0 THEN
BEGIN
TOTALYLAB] ¢ 1
GO: TO' NHP3
END

IF  RESTBEIPLAB»BCI) #- 0 AND TOTALXCAB] > TOTAL[ABI THEN

BEGIN
TOTALYLAB] -« 1
GO TO NHP3g

END

IF RESTBIPLAB,BC]] # 0 AND TOTALX[AB] & TOTALLAB] THEN

BEGIN
8 ¢ AB
R & BC
FOR I &« 1 STEP- 1 UNTIL N DO
IF BEVENTII] = AEVENTIPLQsRIY THEN
IF RESTECI] = 0O AND RESTFII} = 0 THEN GO TO NHPa
FOR 1 & §{ STEP 1 UNTIL N DO
IF BEVENT[I} = AEVENTIP[{A-R}J THEN
IF RESTEZ1) = 0 THEN
BEGIN
FOR J & 1§ STEP i1 UNTIL:- N DOV
IF BEVENT{J] = AEVENT({I? AND RESTFIJ1 = O THEN GO 7O
END

NHP 4}



NHPS1

NHP43

NHP11¢

NHPAS

NHP?2 3

GD TO RB?2
. 'END
IF RESTCI{PIAB,BCII #: 0 THEN
BEGIN
A « AB
R ¢ BC
FOR 1 #« 1 STEP 1 UNTIL: N DD

IF BEVENT[I] = AEVENT{P{QsRJIJ AND RESTO[I1] = O THEN

GO TO NHP4
60 TO RC1
END
END

END:
END:

END

BEGIN

END

BEGIN

END

BEGIN

END

G0 TO BRP{

F e 1
G ¢ 2
IF TOTALXIFY 2 O THEN

F e G

G« G + {

IF F > Y THEN GO TO NHP7 ELSE
GO TO NHPY

IF F = Y THEN

Q ¢« F. i _

IF TOTAL{Q] = O THEN GO TO NHP7
G0 TO BRPS

1F TOTALXEGI 2 O THEN

G ¢« G +1
IF G > Y THEN GD 7O NHPS FLSF GO TG NHP?2

{F TOTALEFT < TOTALLGY THEN 60 TO NHP3 ELSE

T e ‘e ae o ‘B

‘ee ‘ea
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BEGIN

END

NHP 31

BEGIN:

END

END

PRINTI

154

BEGIN

BEGIN

G ¢ G + 1§

"IF G-> Y THEN

Q@ ¢« F

IF TOTALLI@] = 0 THEN GO YO NHPT7
GO TO BRPs

G0 TO NHP%

F e 6

G ¢ G + 1
IF G > Y THEN

Q& F

IF TOTALTQY = 0 THEN GO TD: NHPT
G0 TO BRPS

GO YO NHPY

‘WRITECLINESRESULT105DATAD)

WRITECLINEsRESULT11,DATA10)
WRITECLINEsRESULT{sRESULTS )
E ¢ 0 |

FOR W ¢ 0 STEP 1 UNTIL 3 DO

WRITECLINECPAGEDY

WRITE(LINESRESULTS, . £y

WRITECLINESRESULT2) ,
WRITECLINEsRESULT3,RESULT?)
FOR I ¢ § STEP 1 UNTIL'N DO

'HRITE(L!NEENGT:RESUL?nsAEVENTITIgBEVENT[11)
FOR H ¢ | STEP 1 WHILE 100 X E + 25 x W + H < T AND

W < 25 DO

REGIN

IF MANZIOO X F 4 25 % W 4 H:I) = =1 THEN BEGIN KT & H

KM ¢ { END ELSE BEGIN

‘- e

: Yo ee ‘el s

e e ww ‘va ‘se

wa ow ‘oo o»
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RDs

END

END

END

‘IF MANC100 %X E + 25 % W & HyIJ] = O THEN BEGTIN KT ¢ H

+ 24 _
KM ¢ 2 END ELSE BEGIN KT ¢ H = 1
KM- ¢ O END

END
WRITECLINEIND T SWFORMEKTI,SWLISTIKMI)

WRITECLINE)
1F 100 X F ¢ 25 x W % 26 > T THEN GO. 7O RD
£ ¢ E 4+ ¢

G0 TO LS
ENDs -

- e ‘wa Wt ‘es

e ‘wn os ‘Ss 'ss
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