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Supersymmetric Harmonic Maps into Symmetric

Spaces

Idrisse Khemar

Introduction

In this paper we study supersymmetric harmonic maps from the point of view
of integrable system. It is well known that harmonic maps from R2 into a
symmetric space are solutions of a integrable system (see [8, 4, 3, 12, 13]).
We show here that the superharmonic maps from R2|2 into a symmetric space
are solutions of a integrable system, more precisely of a first elliptic integrable
system in the sense of C.L. Terng (see [25]) and that we have a Weierstrass-type
representation in terms of holomorphic potentials (as well as of meromorphic
potentials). In the end of the paper we show that superprimitive maps from R2|2

into a 4-symmetric space give us, by restriction to R2, solutions of the second
elliptic system associated to the previous 4-symmetric space. This leads us to
conjecture that any second elliptic system associated to a 4-symmetric space
has a geometrical interpretation in terms of surfaces with values in a symmetric
spaces, (such that a certain associated map is harmonic) as this is the case for
Hamiltonian stationary Lagrangian surfaces in Hermitian symmetric spaces (see
[17]) or for ρ -harmonic surfaces of O (see [19]).
Our paper is organized as follows. In the first section, we define superfields
Φ: R2|2 →M from R2|2 to a Riemannian manifold, and component fields. Then
we recall the functor of points approach to supermanifolds, we define the writing
of a superfield and study its behaviour when we embedd the manifold M in a
Euclidiean space RN . Lastly, we recall the derivation on R2|2. In section 2 we
introduce the supersymmetric Lagrangian on R2|2, define the supersymmetric
maps and derive the Euler-Lagrange equations in terms of the component fields.
Next, we study the caseM = Sn : we write the Euler-Lagrange equations in this
case and we derive from them the superharmonic maps equation in this case.
Then we introduce the superspace formulation of the Lagrangian and derive the
superharmonic maps equation for the general case of a Riemannian manifold
M . In section 3, we introduce the lift of a superfield with values in a symmetric
space, then we express the superharmonic maps equation in terms of the Maurer-
Cartan form of the lift. Once more, in order to make the comprehension easier,
we first treat the case M = Sn, before the general case. In section 4, we study
the zero curvature equation (i.e. the Maurer-Cartan equation) for a 1-form on
R2|2 with values in a Lie algebra. This allows to formulate the superharmonic
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maps equation as the zero curvature equation for a 1-form on R2|2 with values
in a loop space Λgτ . Then we precise the extended Maurer-Cartan form, and
characterize the superharmonic maps in terms of extended lifts. The section 5
deals with the Weierstrass representation: we define holomorphic functions and
1-forms in R2|2, and then we define holomorphic potentials. We show that
we have a Weierstrass-type representation of the superharmonic maps in terms
of holomorphic potentials. Lastly, we deal with meromorphic potentials. In
section 6, we precise the Weierstrass representation in terms of the component
fields. In section 7, we study the superprimitive maps with values in a 4-
symmetric spaces, and we precise their Weierstrass representation. This allows
us in the last section to show that the restrictions to R2 of superprimitive maps
are solutions of a second elliptic integrable system in the even part of a super
Lie algebra.

1 Definitions and Notations

We consider the superspace R2|2 with coordinates (x, y, θ1, θ2); (x, y) are the
even coordinates and (θ1, θ2) the odd coordinates. Let M be a Riemannian
manifold. We will be interested in maps Φ: R2|2 → M (which are even) i.e.
morphisms of sheaves of super R−algebras from R2|2 to M (see [6, 1, 20, 21]).
We call these maps superfields. We write such a superfield:

Φ = u+ θ1ψ1 + θ2ψ2 + θ1θ2F
′ (1)

u, ψ1, ψ2, F
′ are the component fields (see [7]). We view these as maps from

R2 into a supermanifold: u is a map from R2 to M , ψ1, ψ2 are odd sections of
u∗(TM) and F ′ is a even section of u∗(TM). So u, F ′ are even whereas ψ1, ψ2

are odd. The supermanifold of superfields Φ is isomorphic to the supermanifold
of component fields {u, ψ1, ψ2, F

′} (see [7]). Besides the component fields can
be defined as the restriction to R2 of certain derivatives of Φ:

u = i∗Φ: R2 →M

ψa = i∗DaΦ: R2 → u∗(ΠTM) (2)

F ′ = i∗(−
1

2
εabDaDbΦ): R2 → u∗(TM) .

where i : R2 → R2|2 is the natural inclusion, Π is the functor which reverses
the parity, and the left-invariant vector fields Da are defined below. This is
the definition of the component fields used in [7]. We use another definition
based on the morphism interpretation of superfields, which is equivalent to the
previous one, given by (2). Moreover as in [7] we use the functor of points
approach to supermanifolds (see [6]). If B is a supermanifold, then a B−point
of R2|2 is a morphism B → R2|2. It can be viewed as a family of points of R2|2

parametrized by B, i.e. a section of the projection R2|2 ×B → B. Then a map
Φ from R2|2 to M is a functor from the categoy of supermanifolds, which to each
B associates a map ΦB : R2|2(B) → M(B) from the set of B−points of R2|2 to
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the set M(B) of B−points of M . For example, if we take B = R0|L, which is
the topogical space R0 endowed with the Grassman algebra BL = R[η1, . . . , ηL]
over RL, then a R0|L−point of R2|2 is in the form (x, y, θ1, θ2) where x, y ∈ B0

L,
the even part of BL, and θ1, θ2 ∈ B1

L, the odd part of BL. Hence the set of

R0|L−points of R2|2 is B
2|2
L := (B0

L)2 × (B1
L)2. Thus if we restrict ourself to

the category of supermanifolds R0|L, L ∈ N, then a map Φ: R2|2 → M is a
sequence (ΦL), of G∞ functions defined by Rogers ([24]), such that ΦL is a G∞

function from B
2|2
L to the G∞ supermanifold over BL, M(R0|L), and such that

ΦL′
|B

2|2
L

= ΦL, if L ≤ L′. Hence, in this case, if we suppose M = Rn, we have

M(R0|L) = B
n|0
L = (B0

L)n and the writing (1) is the z expansion of ΦL (see [24]).
Further following [9], we can say equivalently that if we denote by F the infinite
dimensional supermanifold of morphisms: R2|2 → M , then the functor defined
by Φ is a functor B 7→ Hom(B,F): to each B corresponds a B−point of F , i.e.
a morphism ΦB : R2|2 × B → M . It means that the map Φ is a functor which
to each B associates a morphism of algebras Φ∗

B : C∞(M) → C∞(R2|2 ×B). In
concrete terms, in all the paper, when we say: “Let Φ: R2|2 →M be a map”, one
can consider that it means “LetB be a supermanifold and let ΦB : R2|2×B →M
be a morphism” (omitting the additional condition that B 7→ ΦB is functorial
in B). B can be viewed as a “space of parameters”, and ΦB as a family of maps:
R2|2 → M , parametrized by B. We will never mention B though it is tacitly
assumed to always be there. Moreover, when we speak about morphisms, these
are even morphisms, i.e. which preserve the parity, that is to say morphisms of
super R−algebras. Thus as said above, a superfield is even. But we will also be
led to consider odd maps A : R2|2 → M , these are maps which give morphisms
that reverse the parity.
Let us now precise the writing (1) and give our definition of the component
fields.
In the general case (M is not an Euclidiean space RN ) the formal writing (1)
does not permit to have directly the morphism of super R−algebras Φ∗ as it
happens in the case M = RN , where the meaning of the writing (1) is clear: it
is the writing of the morphism Φ∗. Indeed, if M = RN we have

∀f ∈ C∞(RN ),

Φ∗(f) = f ◦ Φ = f(u) +

∞
∑

k=1

f (k)(u)

k!
· (θ1ψ1 + θ2ψ2 + θ1θ2F

′)k

= f(u) +

2
∑

k=1

f (k)(u)

k!
· (θ1ψ1 + θ2ψ2 + θ1θ2F

′)k

= f(u) + θ1df(u).ψ1 + θ2df(u).ψ2

+ θ1θ2(df(u).F ′ − d2f(u)(ψ1, ψ2)) (3)

(we have used the fact that ψ1, ψ2 are odd). Then we define the component
fields as the the coefficient maps aI in the decomposition Φ =

∑

θIaI in the
morphism writing, and as we will see below the equations (2) follow from this
definition.
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In the general case, we must use local coordinates in M , to write the morphism
of algebras Φ∗ in the same way as (3) (see [1, 20, 21]). But the coefficient
maps which appear in each chart in the equations (3) written in each chart,
do not transform, through a change of chart, in such a way that they define
some unique functions u, ψ, F ′, which would allow us to give a sense to (1)
(in fact the coefficients corresponding to u, ψ tranform correctely but not the
one corresponding to F ′). So the writing (1) does not have any sense if we do
not precise it. We will do it now. To do this we use the metric of M , more
precisely its Levi-Civita connection (it was already used in the equation (2),
taken in [7] as definition of the component fields, where the outer (leftmost)
derivative in the expression of F ′ is a covariant derivative). We will show that
for any Φ: R2|2 → M there exist u, ψ, F ′ which satisfy the hypothesis above
(u, F ′ even, ψ odd and ψ, F ′ are tangent) such that

∀f ∈ C∞(M),

Φ∗(f) = f(u) + θ1df(u).ψ1 + θ2df(u).ψ2

+ θ1θ2(df(u).F ′ − (∇df)(u)(ψ1, ψ2)) (4)

where ∇df is the covariant derivative of df (i.e. the covariant Hessian of f):
(∇df)(X,Y ) = 〈∇X(∇f), Y 〉 = 〈X,∇Y (∇f)〉. First, we remark that if (4) is
true, then u, ψ, F ′ are unique. Then we can define the component fields as being
u, ψ, F ′; and (1) have a sense: it means that the morphism Φ∗ is given by (4).

Now, to prove (4), let us embedd isometrically M in an Euclidiean space
RN . Suppose first that M is defined by a implicit equation in RN : f(x) = 0,
with f : RN → RN−n (n = dimM). Then we have an isomorphism between
{superfields Φ: R2|2 → M} and {superfields Φ′ : R2|2 → RN/Φ′∗(f) = 0}, the
isomorphism is

Φ 7−→ Φ′ = j ◦ Φ = ( g ∈ C∞(RN ) 7→ Φ∗(g|M ) ) (5)

where j : M → RN is the natural inclusion. In particular, a superfield Φ′ : R2|2 →
RN is a superfield Φ from R2|2 into M if and only if Φ′∗(f) = f ◦ Φ′ = 0. It
means that if we write Φ′ = u+ θ1ψ1 + θ2ψ2 + θ1θ2F then we have by (3)

0 = f(u) + θ1df(u).ψ1 + θ2df(u).ψ2 + θ1θ2(df(u).F − d2f(u)(ψ1, ψ2))

hence f(u) = 0, df(u).ψa = 0, df(u).F = d2f(u)(ψ1, ψ2) i.e.






u takes values in M
ψa takes values in u∗(TM)
df(u).F = d2f(u)(ψ1, ψ2) .

(6)

Thus a superfield Φ′ : R2|2 → RN is “with values” in M if and only if Φ′ =
u+ θ1ψ1 + θ2ψ2 + θ1θ2F with (u, ψ, F ) satisfying (6).
In the general case, there exists a family (Uα) of open sets in RN such that
M ⊂

⋃

α Uα and C∞ functions fα : Uα → RN−n such that M ∩ Uα = f−1
α (0).

Then Φ 7→ j◦Φ is a isomorphism between {Φ: R2|2 →M} and {Φ′ : R2|2 → RN/
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Φ′∗(fα) = 0, ∀α}. When we write Φ′∗(fα) = 0, it means that we consider

Vα = Φ′−1(Uα) (it is the open submanifold of R2|2 associated to u−1(Uα) ⊂ R2,
i.e. u−1(Uα) endowed with the restriction to u−1(Uα) of the structural sheaf
of R2|2) and that (Φ′

|Vα
)∗(fα) = fα ◦ Φ′

|Vα
= 0. (see [6].) Hence a superfield

Φ′ : R2|2 → RN is with values in M if and only if Φ′ = u+ θ1ψ1 + θ2ψ2 + θ1θ2F
with (u, ψ, F ) satisfying (6) for each fα. Now , we write that we have Φ∗(g|M ) =
Φ′∗(g), ∀g ∈ C∞(RN ) :

Φ∗(g|M ) = g(u) + θ1dg(u).ψ1 + θ2dg(u).ψ2 + θ1θ2(dg(u).F − d2g(u)(ψ1, ψ2)).

Let pr(x) : RN → TxM be the orthogonal projection on TxM for x ∈ M , and
pr⊥(x) = Id − pr(x); then set F ′ = pr(u).F , F⊥ = pr⊥(u).F , so that F =
F ′ + F⊥. Let also (e1, . . . , eN−n) be a local moving frame of TM⊥. Then we
have

dg(u).F − d2g(u)(ψ1, ψ2) = 〈∇(g|M )(u), F ′〉 + 〈∇g(u), F⊥〉 − 〈Dψ1
∇g(u), ψ2〉

(where Dψ1
= ι(ψ1)d ). Now using that ψ1, ψ2 are tangent to M at u

〈Dψ1
∇g(u), ψ2〉 = 〈pr(u).(Dψ1

∇g(u)), ψ2〉

= 〈pr(u).
[

Dψ1
(pr( ).∇g) (u) +Dψ1

(

pr⊥( ).∇g
)

(u)
]

, ψ2〉

= 〈∇ψ1
∇(g|M ), ψ2〉 +

〈

pr(u).

(

Dψ1

N−n
∑

i=1

〈∇g, ei〉ei

)

, ψ2

〉

= ∇d(g|M )(u)(ψ1, ψ2) +

N−n
∑

i=1

〈∇g(u), ei〉〈dei(u).ψ1, ψ2〉

then

dg(u).F − d2g(u)(ψ1, ψ2) = d(g|M )(u).F ′ −∇d(g|M )(u)(ψ1, ψ2)

+ 〈pr⊥(u).∇g(u), F⊥ −

N−n
∑

i=1

〈dei(u).ψ1, ψ2〉ei〉.

But, as Φ∗(g|M ) depends only on h = g|M ∈ C∞(M), we have

F⊥ =

N−n
∑

i=1

〈dei(u).ψ1, ψ2〉ei (7)

and finally we obtain

∀h ∈ C∞(M),

Φ∗(h) = h(u) + θ1dh(u).ψ1 + θ2dh(u).ψ2

+ θ1θ2(dh(u).F
′ − (∇dh)(u)(ψ1, ψ2)) (8)

which is (4). And we have remarked that the coefficient maps {u, ψ, F ′} are
unique, so in particular they do not depend on the embedding M →֒ RN . So
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we can define the multiplet of the component fields of Φ in the general case: it
is the multiplet {u, ψ, F ′} which is defined by (4). It is an intrinsec definition.
The isomorphism (5) leads to a isomorphim between the component fields

{u, ψ, F ′} 7−→ {u, ψ, F}.

The only change is in the third component field. We have F ′ = pr(u).F , and
the orthogonal component F⊥ of F can be expressed in terms of (u, ψ) as we
can see it on (7) or on (6).
In the following when we consider a manifold M with a natural embedding
M →֒ RN , we will identify Φ and Φ′, and we will talk about the two writings of
Φ: its writing in M and its writing in RN . But when we refer to the component
fields it will be always in M : {u, ψ, F ′}. We will in fact use only the writing in
RN because it is more convenient to do computations, for example computations
of derivatives or multiplication of two superfields with values in a Lie group, and
because the meaning of the writing (1) in RN is clear and well known as well as
how to use it to do computations. So we will not use the writing in M . Our aim
was, first, to show that it is possible to generalize the writing (1) in the general
case of a Riemannian manifold, then to give a definition of the component fields
which did not use the derivatives of Φ (as in (2)), and above all to show how
to deduce the component fields of Φ from its writing in RN : u, ψ are the same
and F ′ = pr(u).F .

Example 1 M = Sn ⊂ Rn+1.
A superfield Φ: R2|2 → Rn+1 is a superfield Φ: R2|2 → Sn if and only if
Φ∗(| · |2 − 1) = (| · |2 − 1) ◦ Φ = 0 (| · | being the Euclidiean norm in Rn+1). It
means that

0 = 〈Φ,Φ〉 − 1 = |u|2 − 1 + 2θ1〈ψ1, u〉 + 2θ2〈ψ2, u〉 + 2θ1θ2(〈F, u〉 − 〈ψ1, ψ2〉)

Thus Φ: R2|2 → Rn+1 takes values in Sn if and only if







u takes values in Sn

ψa is tangent to Sn at u
〈F, u〉 = 〈ψ1, ψ2〉

In particular, in the case of Sn we have

F⊥ = 〈ψ1, ψ2〉u.

Derivation on R2|2.

Let us introduce the left-invariant vector fields of R2|2:

D1 =
∂

∂θ1
− θ1

∂

∂x
− θ2

∂

∂y

D2 =
∂

∂θ2
− θ1

∂

∂y
+ θ2

∂

∂x

6



These vectors fields induce odd derivations acting on superfieldsDaΦ = ι(Da)dΦ.
Consider the case of superfields with values in RN . Write Φ = u+θ1ψ1 +θ2ψ2 +
θ1θ2F a superfield Φ: R2|2 → RN . Then we have

D1Φ = ψ1 − θ1
∂u

∂x
+ θ2

(

F −
∂u

∂y

)

+ θ1θ2(D/ψ)1 (9)

D2Φ = ψ2 − θ1

(

∂u

∂y
+ F

)

+ θ2
∂u

∂x
+ θ1θ2(D/ψ)2 (10)

where

D/ψ =







∂ψ1

∂y
−
∂ψ2

∂x

−
∂ψ1

∂x
−
∂ψ2

∂y






=







∂

∂y
−
∂

∂x

−
∂

∂x
−
∂

∂y







(

ψ1

ψ2

)

Hence

D1D1Φ = −
∂Φ

∂x
, D1D2Φ = −R(Φ) −

∂Φ

∂y
,

D2D1Φ = R(Φ) −
∂Φ

∂y
, D2D2Φ =

∂Φ

∂x
,

where

R(Φ) := F + θ1

(

∂ψ2

∂x
−
∂ψ1

∂y

)

+ θ2

(

∂ψ1

∂x
+
∂ψ2

∂y

)

+ θ1θ2(△u)

:= F − θ1(D/ψ)1 − θ2(D/ψ)2 + θ1θ2(△u). (11)

Thus

D1D2 −D2D1 = −2R , [D1, D2] = D1D2 +D2D1 = −2
∂

∂y

[D1, D1] = 2D2
1 = −2

∂

∂x
, [D2, D2] = 2

∂

∂x

(In all the paper, we denote by [ , ] the superbracket in the considered super Lie
algebra).
Let us set

D =
1

2
(D1 − iD2) =

∂

∂θ
− θ

∂

∂z

D̄ =
1

2
(D1 + iD2) =

∂

∂θ̄
− θ̄

∂

∂z̄

where θ = θ1 + iθ2,
∂
∂θ = 1

2 ( ∂
∂θ1

− i ∂
∂θ2

). Setting ψ = ψ1 − iψ2, we can write

Φ = u+ 1
2 (θψ + θ̄ψ̄) + i

2θθ̄F , thus

DΦ =
1

2
ψ − θ

∂u

∂z
+
i

2
θ̄F −

1

2
θθ̄
∂ψ̄

∂z
(12)

D̄Φ =
1

2
ψ̄ − θ̄

∂u

∂z̄
−
i

2
θF +

1

2
θθ̄
∂ψ

∂z̄
(13)

7



Then

DD̄ =
1

4
(D1 − iD2)(D1 + iD2) =

1

4
(D2

1 +D2
2 + i(D1D2 −D2D1))

=
i

4
(D1D2 −D2D1) = −

i

2
R

hence

DD̄ = −D̄D = −
i

2
R.

We have also D2 = − ∂
∂z , D̄

2 = − ∂
∂z̄ . Let us compute D̄DΦ:

D̄DΦ = D̄

(

1

2
ψ − θ

∂u

∂z
+
i

2
θ̄F −

1

2
θθ̄
∂ψ̄

∂z

)

=
i

2
F +

θ

2

∂ψ̄

∂z
−
θ̄

2

∂ψ

∂z̄
− θθ̄

∂

∂z̄

(

∂u

∂z

)

=
i

2
F + i Im

(

θ
∂ψ̄

∂z

)

−
θθ̄

4
(△u). (14)

Let us denote by i : R2 → R2|2 the natural inclusion, then using (9)-(10) and
(11) we have

u = i∗Φ

ψa = i∗DaΦ

F = i∗(−
1

2
εabDaDbΦ)

and we recover (2) for M = RN .
Let us return to the general case of superfields with values in M . In order to
write (2) in M , we need a covariant derivative in the expression of F ′ to define
the action of Da on a section of the bundle Φ∗TM . In order to do this we use
the pullback of the Levi-Civita connection. Suppose that M is isometrically
embedded in RN . Let X be a section of Φ∗TM (for example X = DbΦ) then
using the writing in RN (i.e. considering that a map with values in M takes
values in RN ) we have

∇Da
X = pr(Φ).DaX .

Let us precise the expression pr(Φ).DaX . The projection pr is a map from M
into L(RN ), the algebra of endomorphisms of RN . We consider pr ◦Φ which we
write pr(Φ). Then considering the maps pr(Φ): R2|2 → L(RN ), DaX : R2|2 →
RN , and B : (A, v) ∈ L(RN )×RN 7→ A.v, we form B(pr(Φ), DaX) : R2|2 → RN .
Now, since L(RN ) is a finite dimensional vector space we can write from (4):

pr(Φ) = Φ∗(pr) = pr(u) + θ1dpr(u).ψ1 + θ2dpr(u).ψ2

+ θ1θ2(dpr(u).F ′ − (∇dpr)(u)(ψ1, ψ2))

(we can not use (3) because pr is only defined on M). This is the writing of the
superfield pr ◦ Φ: R2|2 → L(RN ), so we can write

i∗(∇Da
DbΦ) = i∗(pr(Φ).DaDbΦ) = pr(u).i∗(DaDbΦ)

8



thus i∗(− 1
2ε
ab∇Da

DbΦ) = pr(u).F = F ′. So we have (2) in the general case.

Example 2 M = Sn ⊂ Rn+1.
We have pr(x) = Id−〈·, x〉x for x ∈ Sn. So for X a section of Φ∗TSn, we have

∇Da
X = DaX − 〈DaX,Φ〉Φ.

2 Supersymmetric Lagrangian

2.1 Euler-Lagrange equations

We consider the following supersymmetric Lagrangian (see [7]):

L = −
1

2
|du|2 +

1

2
〈ψD/uψ〉 +

1

12
εabεcd〈ψa, R(ψb, ψc)ψd〉 +

1

2
|F ′|2 (15)

where 〈ψD/uψ〉 = 〈ψ1, (D/uψ)2〉 − 〈ψ2, (D/uψ)1〉, R is the curvature of M and

D/uψ =







∂ψ1

∂y
−
∂ψ2

∂x

−
∂ψ1

∂x
−
∂ψ2

∂y







( ∂ψk

∂xi
is of course a covariant derivative). This Lagrangian can be obtained

by reduction to R2|2 of the supersymmetric σ−model Lagrangian on R3|2 (see
[7]). We associate to this Lagrangian the action A(Φ) =

∫

L(Φ)dxdy. It is
a functional on the multiplets of components fields {u, ψ, F ′} of superfields
Φ: R2|2 →M , which is supersymmetric.

Definition 1 A superfield Φ: R2|2 → M is superharmonic if it is a critical
point of the action A

Theorem 1 If we suppose that ∇R = 0 in M (the covariant derivative of the
curvature vanishes) then the Euler-Lagrange equations associated to the action
A are:

△u =
1

2
(R(ψ1, ψ1) −R(ψ2, ψ2))

∂u

∂x
+R(ψ1, ψ2)

∂u

∂y

D/uψ =

(

R(ψ1, ψ2)ψ1

−R(ψ1, ψ2)ψ2

)

F ′ = 0

(16)

Proof. We compute the variation of each term in the Lagrangian, keeping in
mind that ψ1, ψ2 are odd (so their coordinates anticommutate ψi1ψ

j
2 = −ψj2ψ

i
1):

• δ(
1

2
|du|2) = 〈−△u, δu〉+ div(〈du, δu〉)

9



• δ(
1

2
〈ψD/uψ〉) =

1

2
(〈δ∇ψ1, (D/uψ)2〉 + 〈ψ1, δ∇(D/uψ)2〉

−〈δ∇ψ2, (D/uψ)1〉 − 〈ψ2, δ∇(D/uψ)1〉)

=
1

2

[

〈δ∇ψ1, (D/uψ)2〉 − 〈δ∇ψ2, (D/uψ)1〉

+

〈

ψ1,−
∂

∂x
δ∇ψ1 −

∂

∂y
δ∇ψ2

〉

−

〈

ψ2,
∂

∂y
δ∇ψ1 −

∂

∂x
δ∇ψ2

〉

+

〈

ψ1, R

(

δu,−
∂u

∂x

)

ψ1 −R

(

δu,−
∂u

∂y

)

ψ2

〉

−

〈

ψ2, R

(

δu,
∂u

∂y

)

ψ1 +R

(

δu,−
∂u

∂x

)

ψ2

〉]

we have used δ∇
∂ψk

∂xi
− ∂

∂xi
δ∇ψk = R(δu, ∂u∂xi

)ψk. Then we write that

〈

ψa,
∂

∂xi
δ∇ψb

〉

= −

〈

∂ψa
∂xi

, δ∇ψb

〉

+
∂

∂xi
〈ψa, δ∇ψb〉

=

〈

δ∇ψb,
∂ψa
∂xi

〉

+
∂

∂xi
〈ψa, δ∇ψb〉

and that
〈

ψa, R

(

δu,
∂u

∂xi

)

ψb

〉

=

〈

R (ψb, ψa)
∂u

∂xi
, δu

〉

thus we obtain

δ(
1

2
〈ψD/uψ〉) =

1

2

[〈

δ∇ψ1, (D/uψ)2 +

(

−
∂ψ1

∂x
−
∂ψ2

∂y

)〉

−

〈

δ∇ψ2, (D/uψ)1 +

(

∂ψ1

∂y
−
∂ψ2

∂x

)〉

+
∂

∂x
(−〈ψ1, δ∇ψ1〉 + 〈ψ2, δ∇ψ2〉) +

∂

∂y
(−〈ψ1, δ∇ψ2〉 − 〈ψ2, δ∇ψ1〉)

−

〈(

R (ψ1, ψ1)
∂u

∂x
+R (ψ2, ψ1)

∂u

∂y
+R (ψ1, ψ2)

∂u

∂y
−R (ψ2, ψ2)

∂u

∂x

)

, δu

〉]

and finally

δ(
1

2
〈ψD/uψ〉) = 〈δ∇ψ1, (D/uψ)2〉 − 〈δ∇ψ2, (D/uψ)1〉

−

〈[

1

2
(R(ψ1, ψ1) −R(ψ2, ψ2))

∂u

∂x
+R(ψ1, ψ2)

∂u

∂y

]

, δu

〉

+ div(· · · )

10



• δ

(

1

12
εabεcd〈ψa, R(ψb, ψc)ψd〉

)

=
1

12
εabεcd (∇δuR(ψb, ψc, ψd, ψa) +R(δψa, ψb, ψc, ψd)

+R(ψa, δψb, ψc, ψd) +R(ψa, ψb, δψc, ψd) +R(ψa, ψb, ψc, δψd))

=
1

12
εabεcd(0 + 〈δψa, R(ψb, ψc)ψd〉 + 〈δψb, R(ψd, ψa)ψc〉

+ 〈δψc, R(ψd, ψa)ψb〉 + 〈δψd, R(ψb, ψc)ψa〉

(using the symmetries of R )

=
1

12
(〈δψ1, R(ψ2, ψ1)ψ2 −R(ψ2, ψ2)ψ1 −R(ψ2, ψ2)ψ1 +R(ψ1, ψ2)ψ2

+R(ψ2, ψ1)ψ2 −R(ψ2, ψ2)ψ1 −R(ψ2, ψ2)ψ1 +R(ψ1, ψ2)ψ2〉
+〈δψ2,−R(ψ1, ψ1)ψ2 +R(ψ1, ψ2)ψ1 +R(ψ2, ψ1)ψ1 −R(ψ1, ψ1)ψ2

−R(ψ1, ψ1)ψ2 +R(ψ1, ψ2)ψ1 +R(ψ2, ψ1)ψ1 − R(ψ1, ψ1)ψ2〉)

=
1

12
(〈δψ1,−4R(ψ2, ψ2)ψ1 + 4R(ψ1, ψ2)ψ2〉

+〈δψ2, 4R(ψ2, ψ1)ψ1 − 4R(ψ1, ψ1)ψ2〉)

=
1

3
(〈δψ1, R(ψ1, ψ2)ψ2 −R(ψ2, ψ2)ψ1〉

+〈δψ2, R(ψ2, ψ1)ψ1 −R(ψ1, ψ1)ψ2〉).

Finally, by using the Bianchi identity we obtain:

δ

(

1

12
εabεcd〈ψa, R(ψb, ψc)ψd〉

)

= 〈δ∇ψ1, R(ψ1, ψ2)ψ2〉 + 〈δ∇ψ2, R(ψ2, ψ1)ψ1〉.

• δ

(

1

2
|F ′|2

)

= 〈F ′, δ∇F
′〉

Hence the first variation of the Lagrangian is:

δL =

∫ [〈

△u−
1

2
(R(ψ1, ψ1) −R(ψ2, ψ2))

∂u

∂x
−R(ψ1, ψ2)

∂u

∂y
, δu

〉

+ 〈δ∇ψ1, (D/uψ)2 +R(ψ1, ψ2)ψ2〉 − 〈δ∇ψ2, (D/uψ)1 −R(ψ1, ψ2)ψ1〉

+ 〈F ′, δ∇F
′〉
]

dxdy

This completes the proof of the theorem. �

Remark 1 In any symmetric space, ∇R = 0, so that the preceding result
holds. Moreover in the general case of a Riemannian manifold M the Euler-
Lagrange equations are obtained by adding to the right hand side of the first
equation of (16) the term − 1

2 (∇ψ1
R)(ψ1, ψ2)ψ2.

2.2 The case M = S
n.

The curvature of Sn is given by

R(X,Y, Z, T ) = 〈X,T 〉〈Y, Z〉 − 〈X,Z〉〈T, Y 〉

= (δilδjk − δikδjl)XiYjZkTl

11



so

R(V1, V2)V3 = 〈V2, V3〉V1 + 〈V1, V3〉V2

R(V1, V2)Z = −〈V2, Z〉V1 − 〈V1, Z〉V2

where V1, V2, V3 are odd and Z is even.
Thus the Euler-Lagrange equations for Sn are :

△u+ |du|2u = −

〈

ψ1,
∂u

∂x

〉

ψ1 +

〈

ψ2,
∂u

∂x

〉

ψ2

−

(〈

ψ2,
∂u

∂y

〉

ψ1 +

〈

ψ1,
∂u

∂y

〉

ψ2

)

D/uψ =

(

〈ψ2, ψ1〉ψ1

〈ψ2, ψ1〉ψ2

)

F = 〈ψ1, ψ2〉u

Let us now rewrite these equations by using the complex variable and setting
ψ = ψ1 − iψ2:

4
∂∇

∂z̄

(

∂u

∂z

)

=

(

ψ

〈

ψ,
∂u

∂z̄

〉

+ ψ̄

〈

ψ̄,
∂u

∂z

〉)

∂∇ψ

∂z̄
=

1

4
〈ψ̄, ψ〉ψ̄

F =
1

2i
〈ψ, ψ̄〉u

(17)

Theorem 2 Let Φ: R2|2 → Sn be a superfield, then Φ is superharmonic if and
only if

D̄DΦ + 〈D̄Φ, DΦ〉Φ = 0 (18)

in Rn+1.

Proof. According to (14), we have

D̄DΦ =
i

2
F + i Im

(

θ
∂ψ̄

∂z

)

− θθ̄
∂

∂z̄

(

∂u

∂z

)

.

Moreover, by using (12),(13)

〈D̄Φ, DΦ〉Φ =
1

4
〈ψ̄, ψ〉 + θ

(

1

2

〈

ψ̄,
∂u

∂z

〉

−
i

4
〈F, ψ〉

)

+ θ̄

(

−
1

2

〈

∂u

∂z̄
, ψ

〉

−
i

4
〈ψ̄, F 〉

)

+ θθ̄

(

−
1

4

〈

ψ̄,
∂ψ̄

∂z

〉

+
1

4

〈

∂ψ

∂z̄
, ψ

〉

+
1

4
|F |2 −

〈

∂u

∂z̄
,
∂u

∂z

〉)

.

12



But since 〈ψ, u〉 = 〈ψ̄, u〉 = 0 we have 〈ψ̄, ∂u∂z 〉 = −〈∂ψ̄∂z , u〉 and 〈∂u∂z̄ , ψ〉 =

−〈u, ∂ψ∂z̄ 〉 so

〈D̄Φ, DΦ〉Φ =
1

4
〈ψ̄, ψ〉 − θ

(

1

2

〈

∂ψ̄

∂z
, u

〉

+
i

4
〈F, ψ〉

)

+ θ̄

(

1

2

〈

∂ψ

∂z̄
, u

〉

−
i

4
〈ψ̄, F 〉

)

+ θθ̄

(

1

2
Re

(〈

∂ψ

∂z̄
, ψ

〉)

+
1

4
|F |2 −

〈

∂u

∂z̄
,
∂u

∂z

〉)

.

Hence

D̄DΦ + 〈D̄Φ, DΦ〉Φ

= D̄DΦ + 〈D̄Φ, DΦ〉

(

u+
1

2
(θψ + θ̄ψ̄) +

i

2
θθ̄F

)

=

(

i

2
F +

1

4
〈ψ̄, ψ〉u

)

+
θ

2

(

∂ψ̄

∂z
−

〈

∂ψ̄

∂z
, u

〉

u+
1

4
〈ψ̄, ψ〉ψ −

i

2
〈F, ψ〉u

)

+
θ̄

2

(

−
∂ψ

∂z̄
+

〈

∂ψ

∂z̄
, u

〉

u+
1

4
〈ψ̄, ψ〉ψ̄ −

i

2
〈ψ̄, F 〉u

)

+ θθ̄

(

−

[

∂

∂z̄

∂u

∂z
+

〈

∂u

∂z̄
,
∂u

∂z

〉]

+
1

4

[

ψ

〈

ψ,
∂u

∂z̄

〉

+ ψ̄

〈

ψ̄,
∂u

∂z

〉]

+
i

8
〈F, ψ〉ψ̄ −

i

8
〈ψ̄, F 〉ψ

+

[

1

4
|F |2 +

1

2
Re

(〈

∂ψ

∂z̄
, ψ

〉)]

u+
i

8
〈ψ̄, ψ〉F

)

.

So we see that if Φ satisfies (17) then this expression vanishes because 〈F, ψ〉 =

〈F, ψ̄〉 = 0 and Re
(〈

∂ψ
∂z̄ , ψ

〉)

= Re〈ψ̄, ψ〉
2

= −4|F |2 by using (17).

Conversely, if this expression vanishes then the vanishing of the first term gives
us the third equation of (17), thus we have 〈F, ψ〉 = 0 and so the vanishing of
the therm in θ gives us the second equation of (17). Lastly the first equation
of (17) is given by the vanishing of the term in θθ̄ and by using the second and
third equation of (17). This completes the proof. �

Remark 2 The equation (18) is the analogue of the equation for harmonic
maps u : R2 → Sn:

∂

∂z̄

(

∂u

∂z

)

+

〈

∂u

∂z̄
,
∂u

∂z

〉

= 0.

In fact, equation (18) means that

∇D̄DΦ = 0.
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Indeed we have ∇D̄DΦ = pr(Φ).D̄DΦ = D̄DΦ − 〈D̄DΦ,Φ〉Φ but

〈D̄DΦ,Φ〉Φ = D̄(〈DΦ,Φ〉) + 〈DΦ, D̄Φ〉
= 0 − 〈D̄Φ, DΦ〉

because 〈Φ,Φ〉 = 1 =⇒ 〈DΦ,Φ〉 = 0. So

∇D̄DΦ = D̄DΦ + 〈D̄Φ, DΦ〉Φ.

It is a general result that Φ: R2|2 →M (Riemannian without other hypothesis)
is superharmonic if and only if ∇D̄DΦ = 0. To prove it we need to use the
superspace formulation for the supersymmetric Lagrangian. This is what we
are going to do now.

2.3 The superspace formulation

We consider the Lagrangian density on R2|2 (see [7]):

L0 = dxdydθ1dθ2
1

4
εab〈DaΦ, DbΦ〉.

Φ is a superfield Φ: R2|2 → M , and 〈·, ·〉 is the metric on M pulled back to
a metric on Φ∗TM . Then, according to [7] the supersymmetric Lagrangian L,
given in (15), is obtained by integrating over the θ variables the Lagrangian
density:

L =

∫

dθ1dθ2
1

4
εab〈DaΦ, DbΦ〉.

Let us compute the variation of L0 under an arbitrary even variation δΦ of the
superfield Φ. We will set ∇Da

= D∇
a . Then, following [7], we have

δL0 = dxdydθ1dθ2
1

4
εab(〈δ∇DaΦ, DbΦ〉 + 〈DaΦ, δ∇DbΦ〉)

= dxdydθ1dθ2
1

2
εab〈δ∇DaΦ, DbΦ〉

= dxdydθ1dθ2
1

2
εab〈D∇

a δ∇Φ, DbΦ〉

= dxdydθ1dθ2
1

2
εab(Da〈δΦ, DbΦ〉 − 〈δΦ, D∇

a DbΦ〉)

= d

[

ι(Da)

(

dxdydθ1dθ2
1

2
εab〈DbΦ, δΦ〉

)]

−dxdydθ1dθ2
1

2
〈δΦ, (D∇

1 D2 −D∇
2 D1)Φ〉.

we have used at the last stage the fact that the density dxdydθ1dθ2 is invariant
under Da and the Cartan formula for the Lie derivative. So the Euler-Lagrange
equation in superspace is

(D∇
1 D2 −D∇

2 D1)Φ = 0

or equivalently,
D̄∇DΦ = 0 (19)
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3 Lift of a superharmonic map into a symmetric

space

3.1 The case M = Sn

We consider the quotient map π : SO(n+ 1) → Sn defined by π(v1, . . . , vn+1) =
vn+1. We will say that F : R2|2 → SO(n + 1) is a lift of Φ: R2|2 → Sn if
π ◦ F = Φ. Let

F = U + θ1Ψ1 + θ2Ψ2 + θ1θ2f

be the writing of F in Mn+1(R) (the algebra of (n+1)× (n+1)−matrices) and
write that tFF = 1 (it means that if h := A ∈ Mn+1(R) 7→ tAA−1 ∈ Mn+1(R),
then F∗(h) = h ◦ F = 0), we get

tUU = Id
Ai = U−1Ψi is antisymmetric: tAi = −Ai
tUf + tfU − tΨ1Ψ2 + tΨ2Ψ1 = 0

The third equation can be rewritten, setting B = U−1f and using tAi = −Ai,

B + tB +A1A2 −A2A1 = 0.

Now we consider the Maurer-Cartan form of F :

α = F−1dF = tFdF .

We can write
0 = d(tFF) = (d tF)F + tFdF = tα+ α ,

so α is a 1-form on R2|2 with values in so(n+ 1).
Take the exterior derivative of dF = Fα, we get

0 = d(dF) = dF ∧ α+ Fdα = F(α ∧ α+ dα).

Hence since F is invertible (tFF = 1)

dα+ α ∧ α = 0.

We write so(n+ 1) = g0 ⊕ g1 the Cartan decomposition of so(n+ 1). We have

g0 = so(n) and g1 =

{(

O v
−tv 0

)

, v ∈ Rn
}

. We will write α = α0 + α1 the

decomposition of α.
We want to write the Euler-Lagrange equation (18) in terms of α. Setting

X = F−1DΦ then α1(D) =

(

O X
−tX 0

)

and so we have

D̄X = D̄(F−1DΦ) = (D̄ tF)FX + F−1(D̄DΦ)
= tα(D)X + F−1(D̄DΦ)
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i.e.
F−1(D̄DΦ) = D̄X + α(D̄)X. (20)

Moreover

F−1(〈D̄Φ, DΦ〉Φ) = 〈D̄Φ, DΦ〉en+1 = 〈X̄,X〉en+1 (21)

the last equality results from the fact that F is a map into SO(n+1); (ei)1≤i≤n+1

is the canonical basis of Rn+1. Besides we have

α(D̄)X =

(

α0(D̄) X̄
−tX̄ 0

)(

X
0

)

=

(

α0(D̄)X
−〈X̄,X〉

)

. (22)

Hence, combining (20), (21) and (22), we obtain that the equation (18) is written
in terms of α:

D̄X + α0(D̄)X = 0 ,

or equivalently
D̄α1(D) + [α0(D̄), α1(D)] = 0

where [ , ] is the supercommutator. Thus, we have the following:

Theorem 3 Let Φ: R2|2 → Sn be a superfield with lift F : R2|2 → SO(n + 1),
then Φ is superharmonic if and only if the Maurer-Cartan form α = F−1dF =
α0 + α1 satisfies

D̄α1(D) + [α0(D̄), α1(D)] = 0.

3.2 The general case

We suppose that M = G/H is a Riemannian symmetric space with symmetric
involution τ : G → G so that Gτ ⊃ H ⊃ (Gτ )0. Let π : G → M be the
canonical projection and let g, g0 be the Lie algebras of G and H respectively.
Write g = g0 ⊕ g1 the Cartan decomposition, with the commutator relations
[gi, gj ] ⊂ gi+j mod2.
Recall that the tangent bundle TM is canonically isomorphic to the subbundle
[g1] of the trivial bundle M × g, with fiber Adg(g1) over the point x = g.H ∈
M . Under this identification the Levi-Civita connection of M is just the flat
differentiation in M × g followed by the projection on [g1] along [g0] (which is
defined in the same way as g1) (see [4] and [8]). Let Φ: R2|2 →M be a superfield
with lift F : R2|2 → G so that π ◦ F = Φ. Consider the Maurer-Cartan form of
F : α = F−1.dF . It is the pullback by F of the Maurer-Cartan form of the group
G. It is a 1-form on R2|2 with values in the Lie algebra g. We decompose it in
the form α = α0 +α1, following the Cartan decomposition. Then the canonical
isomorphism of bundle between TM and [g1] leads to a isomorphism between
Φ∗(TM) and Φ∗[g1] and the image of DΦ by this isomorphism is AdF(α1(D)).
Thus the Euler-Lagrange equation (19) is written

[D̄(AdF(α1(D)) )]Φ∗[g1] = 0
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where [·]Φ∗[g1] is the projection on [g1] along [g0], pulled back by Φ to the
projection on Φ∗[g1] along Φ∗[g0]. Using the fact that

A : (g, η) ∈ G× g 7→ Adg(η)

satisfies
dA = Adg(dη + [g−1.dg, η]) ,

where g−1.dg is the Maurer-Cartan form of G, this equation becomes

0 = [ AdF
(

D̄α1(D) + [α(D̄), α1(D)]
)

]Φ∗[g1]

= AdF [ D̄α1(D) + [α(D̄), α1(D)] ]1

= AdF
(

D̄α1(D) + [α0(D̄), α1(D)]
)

.

So we arrive at the same characterization as in the particular case M = Sn.

Theorem 4 A superfield Φ: R2|2 →M with lift F : R2|2 → G is superharmonic
if and only if the Maurer-Cartan form α = F−1.dF = α0 + α1 satisfies

D̄α1(D) + [α0(D̄), α1(D)] = 0.

4 The zero curvature equation

Lemma 1 Each 1-form α on R2|2 can be written in the form:

α = dθ α(D) + dθ̄ α(D̄) + (dz + (dθ)θ)α( ∂∂z ) + (dz̄ + (dθ̄)θ̄)α( ∂∂z̄ ).

Proof. The dual basis of
{

D, D̄, ∂∂z ,
∂
∂z̄

}

is
{

dθ, dθ̄, dz + (dθ)θ, dz̄ + (dθ̄)θ̄
}

. �

We consider now that α is a 1-form on R2|2 with values in the Lie algebra g,
then using the writing given by the lemma, we have

dα+
1

2
[α ∧ α] =

−dθ ∧ dθ

{

Dα(D) +
1

2
[α(D), α(D)] + α( ∂∂z )

}

−dθ̄ ∧ dθ̄

{

D̄α(D̄) +
1

2
[α(D̄), α(D̄)] + α( ∂∂z̄ )

}

−dθ ∧ dθ̄
{

D̄α(D) +Dα(D̄) + [α(D̄), α(D)]
}

+(dz + (dθ)θ) ∧ (dz̄ + (dθ̄)θ̄)
{

∂zα( ∂∂z̄ ) − ∂z̄α( ∂∂z ) +
[

α( ∂∂z ), α( ∂∂z̄ )
]

}

+(dθ) ∧ (dz + (dθ)θ)
{

Dα( ∂∂z ) − ∂zα(D) +
[

α(D), α( ∂∂z )
]

}

+ conjugate expression

+dθ ∧ (dz̄ + (dθ̄)θ̄)
{

Dα( ∂∂z̄ ) − ∂z̄α(D) +
[

α(D), α( ∂∂z̄ )
]

}

+ conjugate expression.

(23)
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In the following, we will write the terms like 1
2 [α(D), α(D)] in the form α(D)2.

It is justified by the fact that if we embedd g in a matrices algebra or more
intrinsically in its universal enveloping algebra, so that we can write [a, b] =
ab− ba, then the supercommutator is given by

[a, b] = ab− (−1)p(a)p(b)ba ,

p being the parity, and thus [a, a] = 2a2 if a is odd.
The following theorem characterizes the 1-forms on R2|2 which are Maurer-
Cartan forms.

Theorem 5
• Let α be a 1-form on R2|2 with values in the Lie algebra g of the Lie group G.
Then there exists F : R2|2 → G such that dF = Fα if and only if

dα+
1

2
[α ∧ α] = 0

Moreover, if U(z0) is given then F is unique (z0 ∈ R2, U = i∗F).

• Let AD, AD̄ : R2|2 → g ⊗ C be odd maps, then the two following statements
are equivalent

(i) ∃F : R2|2 → GC/DF = FAD, D̄F = FAD̄ (24)

(ii) D̄AD +DAD̄ + [AD̄, AD] = 0. (25)

Moreover F is unique if we give ourself U(z0), and F is with values in G if and
only if AD̄ = AD. In particular, the natural map

I(D,D̄) : {α 1-form/dα+ α ∧ α = 0} −→ {(AD, AD̄) odd which satisfy (ii)}

α 7−→ (α(D), α(D̄))

is a bijection.

Remark 3 • Suppose that AD̄ = AD. If we embedd g in a matrices algebra
then (ii) means that:

D̄AD +DAD̄ +AD̄AD +ADAD̄ = 0

i.e.
Re(D̄AD +AD̄AD) = 0.

• We can see according to (23) that if dα + 1
2 [α ∧ α] = 0 then α( ∂∂z ) (resp.

α( ∂∂z̄ )) can be expressed in terms of α(D) (resp. α(D̄)):

α

(

∂

∂z

)

= −(Dα(D) + α(D)2 ). (26)
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Proof of the theorem 5. The first point follows from the Frobenius theorem
(which holds in supermanifolds, see [6, 20, 21]), for the existence. For the
uniqueness, if F and F ′ are solution then d(F ′F−1) = 0 so F ′F−1 is a constant
C ∈ G, and C = U ′(z0)U

−1(z0).
For the second point, the implication (i)=⇒(ii) follows from (23) (see the term
in dθ ∧ dθ̄). Let us prove (ii)=⇒(i).
AD and AD̄ are odd maps from R2|2 into g ⊗ C so let us write

AD = A0
D + θAθD + θ̄Aθ̄D + θθ̄Aθθ̄D

AD̄ = A0
D̄ + θAθD̄ + θ̄Aθ̄D̄ + θθ̄Aθθ̄D̄

then we have

D̄AD = Aθ̄D − θAθθ̄D − θ̄
∂A0

D

∂z̄
+ θθ̄

∂AθD
∂z̄

DAD̄ = AθD̄ + θ̄Aθθ̄D̄ − θ
∂A0

D̄

∂z
− θθ̄

∂Aθ̄
D̄

∂z
.

Thus the equation (25) splits into 4 equations:

Aθ̄D +Aθ
D̄

+ [A0
D̄
, A0

D] = 0

−Aθθ̄D −
∂A0

D̄

∂z
+ [AθD̄, A

0
D] + [AθD, A

0
D̄] = 0

Aθθ̄D̄ −
∂A0

D

∂z̄
+ [Aθ̄D, A

0
D̄] + [Aθ̄D̄, A

0
D] = 0

∂AθD
∂z̄

−
∂Aθ̄

D̄

∂z
+ [A0

D, A
θθ̄
D̄ ] + [A0

D̄, A
θθ̄
D ] + [AθD, A

θ̄
D̄] + [AθD̄, A

θ̄
D] = 0.

(27)

Now, let us embedd g in a matrices algebra Mm(R), then the Lie bracket in g

is given by [a, b] = ab− ba. Let us define A,A, β, B,B by:

A = A0
D , A = A0

D̄
, AθD = −β( ∂∂z ) −A2 , Aθ̄

D̄
= −β( ∂∂z̄ ) −A2,

Aθ̄D = B −AA , Aθ
D̄

= B −AA ,
(28)

then the four previous equations (27) are written:

B +B = 0 (29)

Aθθ̄D = −
∂A

∂z
+ [−B −AA,A] + [−β( ∂∂z ) −A2, A] (30)

Aθθ̄
D̄

=
∂A

∂z̄
+ [A,B −AA] + [A,−β( ∂∂z̄ ) −A2] (31)

∂

∂z
β( ∂∂z̄ )−

∂

∂z̄
β( ∂∂z ) +

∂A2

∂z
−
∂A2

∂z̄

+

[

A,
∂A

∂z̄
+ [A,B −AA] + [A,−β( ∂∂z̄ ) −A2]

]

+

[

A,−
∂A

∂z
+ [−B −AA,A] + [−β( ∂∂z ) − A2, A]

]

+
[

−β( ∂∂z̄ ) −A2,−β( ∂∂z̄ ) −A2
]

+ [−B −AA,B −AA] = 0. (32)
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The last equation becomes after simplification

∂

∂z
β( ∂∂z̄ )−

∂

∂z̄
β( ∂∂z ) + [β( ∂∂z ), β( ∂∂z̄ )] = 0

so since β is even and with values in gC (resp. in g if AD̄ = AD), according to
(28) , we deduce from this that there exists U : R2|2 → GC such that U−1dU = β
and U is unique if U(z0) is given, and with values in G if AD̄ = AD. Then we
set1

1

2
Ψ = UA,

1

2
Ψ = UA, f =

2

i
UB (33)

and

F = U +
1

2
( θΨ + θ̄Ψ) +

i

2
θθ̄f. (34)

The result F is a superfield from R2|2 into Mm(C) and according to (6) (with
RN = Mm(C), M = GLm(C), fα = 0, Uα = M) since U is invertible and hence
with values in GLm(C), F takes values in GLm(C). Besides it takes values in
GLm(R) if AD̄ = AD. We compute that

F−1 =

(

U +

[

1

2
( θΨ + θ̄Ψ) +

i

2
θθ̄f

])−1

=
2
∑

k=0

(−1)k
[

U−1

(

1

2
( θΨ + θ̄Ψ) +

i

2
θθ̄f

)]k

U−1

=
[

1− (θA + θ̄A) − θθ̄B + θAθ̄A+ θ̄AθA
]

U−1

=
[

1− θA− θ̄A− θθ̄(B +AA−AA)
]

U−1

so

F−1.DF = F−1

(

1

2
Ψ − θ

∂U

∂z
+
i

2
θ̄f − θθ̄

∂Ψ

∂z

)

= A+ θ(−β( ∂∂z ) −A2) + θ̄(B −AA)

+ θθ̄

(

−
∂A

∂z
− β( ∂∂z )A− (B +AA−AA)A+AB +Aβ( ∂∂z )

)

= A+ θ(−β( ∂∂z ) −A2) + θ̄(B −AA)

+ θθ̄

(

−
∂A

∂z
+ [−B −AA,A] + [−β( ∂∂z ) −A2, A]

)

thus according to (28) and (30) we conclude that

F−1.DF = AD.

We can check in the same way that F−1.D̄F = AD̄. Moreover if we consider
α = F−1.dF the Maurer-Cartan form of F then (α(D), α(D̄)) = (AD, AD̄) is

1See remark 4.

20



with values in gC, and hence it holds also for α( ∂∂z ),α( ∂∂z̄ ) according to (26).
So α takes values in gC. But, according to the first point of the theorem, the
equation F−1.dF = α has a unique solution if U(z0) is given, and this solution
is with values in GC since α takes values in gC and U(z0) is in GC. So F takes
values in GC . Moreover, F takes values in G if AD̄ = AD. Hence, the map
I(D,D̄) is surjective. Besides it is injective by the second point of the remark 3:

according to (26), α is completely determined by (α(D), α(D̄)). We have proved
the theorem. �

Remark 4 In general, G is not embedded in GLm(R). But since g is embedded
in Mm(R), there exists a unique morphism of group, which is a immersion,
j : G → GLm(R), the image of which is the subgroup generated by exp(g). In
other words G is an integral subgroup of GLm(R) (and not a closed subgroup).
In the demonstration we use the abuse of language consisting in identifying G
and j(G). For example in (33) and (34) we must use j ◦ U instead of U ; and
in the end of the demonstration, when we use the first point of theorem, we
must say that there exists a unique solution with values in G, F1, and by the
uniqueness of the solution (in GLm(R)) we have j ◦ F1 = F .
However, in the case which interests us, G is semi-simple so it can be represented
as a subgroup of GLm(R) via the adjoint representation, and so there is no
ambiguity in this case.

Remark 5 To our knowledge, this theorem (more precisely the implication
(ii)=⇒(i)) has never be demonstrated in the literature. We have only found a
statement without any proof, of this one, in [22].

Now we are able to prove:

Theorem 6 Let Φ: R2|2 → M = G/H be a superfield into a symmetric space
with lift F : R2|2 → G and Maurer-Cartan form α = F−1.dF , then the following
statements are equivalent:

(i) Φ is superharmonic.

(ii) Setting α(D)λ = α0(D) + λ−1α1(D) and α(D̄)λ = α(D)λ = α0(D̄) +
λα1(D̄), we have

D̄α(D)λ +Dα(D̄)λ + [α(D̄)λ, α(D)λ] = 0, ∀λ ∈ S1.

(iii) There exists a lift Fλ : R2|2 → G such that F−1
λ .DFλ = α0(D)+λ−1α1(D),

for all λ ∈ S1.

Then, in this case, for all λ ∈ S1, Φλ = π ◦ Fλ is superharmonic.

Proof. Let us split the equation (25) into the sum g = g0 ⊕ g1:
{

D̄α0(D) +Dα0(D̄) + [α0(D̄), α0(D)] + [α1(D̄), α1(D)] = 0
Re(D̄α1(D) + [α0(D̄), α1(D)] ) = 0
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so (ii) means that

∀λ ∈ S1, Re
(

λ−1(D̄α1(D) + [α0(D̄), α1(D)])
)

= 0

which means that
D̄α1(D) + [α0(D̄), α1(D)] = 0

hence (i) ⇐⇒ (ii), according to theorem 4. Moreover according to the theorem 5
(ii) and (iii) are equivalent. That completes the proof. �

We know that the extended Maurer-Cartan form, αλ given by the previous the-
orem is defined by αλ(D) = α0(D) + λ−1α1(D) and (so) αλ(D̄) = α0(D̄) +
λα1(D̄). However we want to know how the other coefficients of α are trans-
formed into coefficients of αλ. From (26) we deduce

Dα0(D) + α0(D)2 + α1(D)2 = −α0(
∂
∂z )

Dα1(D) + [α0(D), α1(D)] = −α1(
∂
∂z )

hence
(αλ)0(

∂
∂z ) = α0(

∂
∂z ) + (1 − λ−2)α1(D)2

(αλ)1(
∂
∂z ) = λ−1α1(

∂
∂z ).

Finally we have

αλ = −λ−2α1(D)2(dz + (dθ)θ) + λ−1α′
1 + α0 + 2Re

(

α1(D)2(dz + (dθ)θ)
)

+ λα′′
1 − λ2α1(D̄)2(dz̄ + (dθ̄)θ̄) (35)

where
α′

1 = dθα1(D) + (dz + (dθ)θ)α1(
∂
∂z )

α′′
1 = dθ̄α1(D̄) + (dz̄ + (dθ̄)θ̄)α1(

∂
∂z̄ ).

(36)

So, we remark that contrary to the classical case of harmonic maps u : R2 →
G/H , where the extended Maurer-Cartan form is given by αλ = λ−1α′

1 + α0 +
λα′′

1 (see [8]), here in the supersymmetric case we obtain terms on λ−2 and λ2,
and the term on λ0 is α0 + 2Re

(

α(D)2(dz + (dθ)θ)
)

instead of α0. Moreover,
since α1(D)2 = 1

2 [α1(D), α1(D)] takes values in gC
0 , we conclude that (αλ)λ∈S1

is a 1-form on R2|2 with values in

Λgτ = {ξ : S1 → g smooth/ξ(−λ) = τ(ξ(λ))}

(see [8] or [23] for more details for loop groups and their Lie algebras). And so
the extended lift (Fλ)λ∈S1 : R2|2 → ΛG leads to a map (Fλ)λ∈S1 : R2|2 → ΛGτ .
As in [8], for the classical case, this yields the following characterization of
superharmonic maps Φ: R2|2 → G/H .

Corollary 1 A map Φ: R2|2 → G/H is superharmonic if and only if there
exists a map (Fλ)λ∈S1 : R2|2 → ΛGτ such that π ◦ F1 = Φ and

F−1
λ .dFλ = −λ−2α1(D)2(dz + (dθ)θ) + λ−1α′

1 + α̃0 + λα′′
1

− λ2α1(D̄)2(dz̄ + (dθ̄)θ̄),
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where α̃0 and α1 are gC
0 resp. gC

1 -valued 1-forms on R2|2, and α′
1, α

′′
1 are given

by (36). Such a (Fλ) will be called a extended (superharmonic) lift.

Remark 6 Our result for the the Maurer-Cartan form (35) is different from
the one obtained in [15, 17] or in [19]. Because in these papers, we have a
decomposition g = ⊕3

i=0gi with [gi, gj ] ⊂ gi+j , and α̂2, the coefficient on λ2, is
independent of α̂1 whereas here we have α̂2 = −α̂1(D)2(dz+ (dθ)θ). As we can
see it in theorem 6, if we decide to identify all the Maurer-Cartan forms with
their images by I(D,D̄), (α(D), α(D̄)), then the terms on λ2 and λ−2 disappear
and the things are analogous to the classical case. In other words, it is possible
to have the same formulation of the results as for the classical case if we choose
to work on (α(D), α(D̄)) instead of working on the Maurer-Cartan form α. But
as we will see it in the Weierstrass representation one can not get rid completely
of the terms on λ2 and λ−2. So these terms are not anecdotal and constitute
an essential difference between the supersymmetric case and the classical one.

Remark 7 In the following, we will simply denote by F the extended lift
(Fλ) : R2|2 → ΛGτ , there is no ambiguity because we will always precise where
F takes values by writing F : R2|2 → ΛGτ . Besides, given a superharmonic map
Φ: R2|2 → G/H , an extended lift F : R2|2 → ΛGτ is determined only up to a
gauge transformation K : R2|2 → H because FH is also an extended lift for Φ.
Then following [8], we denote by SH the set

SH = {Φ: R2|2 → G/H superharmonic, i∗Φ(0) = π(1)}

and then we have a bijective correspondance between SH and

{F : R2|2 → ΛGτ , extended lift, i∗F(0) ∈ H}/C∞(R2|2, H).

We will note Φ = [F ].

5 Weierstrass-type representation of superhar-

monic maps

In this section, we shall show how we can use the method of [8] to obtain every
superharmonic map Φ: R2|2 → G/H from Weierstrass type data.
We recall the following (see [8, 23]):

Theorem 7 Assume that G is a compact semi-simple Lie group, τ : G → G a
order k automorphism of G with fixed point subgroup Gτ = H. Let HC = H.B
be an Iwasawa decomposition for HC. Then

(i) Multiplication ΛGτ × Λ+
BG

C
τ

∼
−→ ΛGC

τ is a diffeomorphism onto.

(ii) Multiplication Λ−
∗ G

C
τ × Λ+GC

τ −→ ΛGC
τ is a diffeomorphism onto the open

and dense set C = Λ−
∗ G

C
τ .Λ

+GC
τ , called the big cell.
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The above loop groups are defined by

Λ+GC

τ = {[λ 7→ Uλ] ∈ ΛGC

τ extending holomorphically in the unit disk}

Λ+
BG

C

τ = {[λ 7→ Uλ] ∈ Λ+GC

τ /U(0) ∈ B}

Λ−
∗ G

C

τ = {[λ 7→ Uλ] ∈ ΛGC

τ extending holomorphically in the complement

of the unit disk and U∞ = 0}.

In analogous way one defines the corresponding Lie algebras Λgτ , ΛgC
τ ,Λ

−
∗ gC

τ

and Λ+
b gC

τ where b is the Lie algebra of B. Further we introduce

Λ−2,∞gC

τ := {ξ ∈ ΛgC

τ /ξλ =

+∞
∑

k=−2

λkξk}.

Definition 2 We will say that a map f : R2|2 → M is holomorphic if D̄f = 0.
We will say also that a 1-form µ on R2|2 is holomorphic if µ(D̄) = 0 and
D̄µ(D) = 0. Moreover we will say that µ is a holomorphic potential if µ is a
holomorphic 1-form on R2|2 with values in the Banach space Λ−2,∞gC

τ and if,
writing µ =

∑

k≥−2 λ
kµk, we have µ−2(D) = 0. Then noticing that a holomor-

phic 1-form satisfies (25), we can say that the vector space SP of holomorphic
potentials is

SP = I(D,D̄)
−1{(µ(D), 0)/µ(D) : R2|2 → Λ−1,∞gC

τ is odd, and D̄µ(D) = 0}.

Besides for a Maurer-Cartan form µ on R2|2 (in particular for a holomor-
phic 1-form) with values in Λ−2,∞gC

τ the condition µ−2(D) = 0 is equivalent
to µ−2(

∂
∂z ) = −(µ−1(D))2 according to (26).

As for the classical case (see [8]), we can construct superharmonic maps from
holomorphic potential: if µ ∈ SP then µ satisfies (25), so we can integrate it

g−1
µ .dgµ = µ, i∗g(0) = 1

to obtain a map gµ : R2|2 → ΛGC
τ . We can decompose gµ according to theorem 7

gµ = Fµhµ

to obtain a map Fµ : R2|2 → ΛGτ with i∗Fµ(0) = 1.

Theorem 8 Fµ : R2|2 → ΛGτ is an extended superharmonic lift.

Proof. We have (forgetting the index µ)

F−1.dF = Adh(µ) − dh.h−1.

But h takes values in Λ+
BG

C
τ so that dh.h−1 takes values values in Λ+

b gC
τ , hence

[

F−1.dF
]

Λ−
∗ gC

τ

= [Adh(µ)]Λ−
∗ gC

τ
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is in the form
−λ−2α′

1(D)2(dz + (dθ)θ) + λ−1α′
1

by using the definition 2 of a holomorphic potential. But according to the reality
condition contained in the definition of Λgτ :

[

F−1.dF
]

Λ+
∗ gC

τ

= [F−1.dF ]Λ−
∗ gC

τ

,

we conclude that F−1.dF is in the same form as in the corollary 1, so F is an
extended superharmonic lift. �

Then according to the previous theorem we have defined a map

SW : SP → SH : µ 7→ [Fµ]

Theorem 9 The map SW : SP → SH is surjective and its fibers are the orbits
of the based holomorphic gauge group

G = {h : R2|2 → Λ+GC

τ , D̄h = 0, i∗h(0) = 1}

acting on SP by gauge transformations:

h · µ = Adh(µ) − dh.h−1.

Proof. As in [8] it is question of solving a D̄-problem with right hand side in
the Banach Lie algebra Λ+gC

τ :

D̄h = −(α0(D̄) + λα1(D̄)).h (37)

with i∗h(0) = 1. Let us embedd GC in GLm(C) (G is semi-simple). Then we
set

h = h0 + θhθ + θ̄hθ̄ + θθ̄hθθ̄

and C = −(α0(D̄)+λα1(D̄)) = C0 +θCθ+ θ̄Cθ̄ +θθ̄Cθθ̄. These are respectively
writing in Λ+Mm(C) and in Λ+gC

τ . Then (37) splits into

hθ̄ = C0h0

−hθθ̄ = −C0hθ + Cθh0

−
∂h0

∂z̄
= Cθ̄h0 − C0hθ̄

∂hθ
∂z̄

= C0hθθ̄ + Cθθ̄h0 + Cθhθ̄ − Cθ̄hθ.

hence we have for h0
∂h0

∂z̄
= −(Cθ̄ − C2

0 )h0.
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This is a ∂̄-problem with right hand side, C2
0 − Cθ, in the Banach Lie algebra

Λ+gC
τ which can be solved (see [8]). The solutions such that h0(0) = 1 are

determined only up to right multiplication by elements of

G0 = {h0 : R2|2 → Λ+GC

τ , h0(0) = 1, ∂z̄h0 = 0}.

Then hθ̄ is given by hθ̄ = C0h0 so it is tangent to Λ+GC
τ at h0. hθθ̄ is determined

by h0 and hθ. So it remains to solve the equation on hθ which can be rewritten,
by expressing hθθ̄ and hθ̄ in terms of h0 and hθ in a first time, and by setting
h′θ = h−1

0 hθ in a second time, in the following way:

∂h′θ
∂z̄

=
(

β( ∂∂z̄ ) + Adh−1
0 (C2

0 − Cθ̄)
)

h′θ + Adh−1
0 (Cθθ̄ + [Cθ, C0])

where β = h−1
0 dh0. Thus we obtain an equation of the form

∂h′θ
∂z̄

= ah′θ + b

with a, b : R2 → Λ+gC
τ , which can be solved. The solutions such that h′θ(0) = 0

form an affine space of which underlying vector space is

{

h′θ : R2 → Λ+gC

τ /
∂h′θ
∂z̄

= ah′θ, h
′
θ(0) = 0

}

.

So we have solved (37). It remains to check that h is with values in Λ+GC
τ . We

know that h0 takes values in Λ+GC
τ , hθ, hθ̄ are tangent to Λ+GC

τ at h0. It only
remains to us to check that hθθ̄ satisfies equation (7) (or (6)). But to do this
we need to know more about the embedding GC →֒ Glm(C). It is possible to
proceed like that (see section 6), but we will follow another method.
Let γ = dh.h−1 be the right Maurer-Cartan form of h. Then by (37), we have
γ(D̄) = C, and C takes values in Λ+gC

τ , so we have to prove that γ(D) also takes
values in Λ+gC

τ , in order to conclude that γ takes values in Λ+gC
τ and finally

that h takes values in Λ+GC
τ , according to the first point of the theorem 5.

Now return to the demonstration of the theorem 5, where we put γ(D) := AD,
γ(D̄) := AD̄. Then we can see that A0

D, A
θ
D take values in Λ+gC

τ :

A0
D =

1

2
h′θ, A

θ
D = −β( ∂∂z ) − (A0

D)2.

Further

Aθθ̄D = −
∂A0

D̄

∂z
+ [AθD̄, A

0
D] + [AθD, A

0
D̄]

Aθ̄D = −AθD̄ − [A0
D̄, A

0
D]

according to (27); so Aθθ̄D , A
θ̄
D are also with values in Λ+gC

τ (these equations
hold for left Maurer-Cartan forms but we have of course analogous equations
for right Maurer-Cartan forms). Finally we have proved that γ(D) takes values
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in Λ+gC
τ , so we have solved (37) in Λ+GC

τ . This completes the proof of the
surjectivity (see [8]). For the characterization of the fibres it is the same proof
as in [8]. �

Let Φ: R2|2 → G/H be superharmonic with holomorphic potential µ ∈ SP i.e.
Φ = [Fµ] where g = Fµh and g−1.dg = µ, i∗g(0) = 1. Since g is holomorphic
then by using (13), we can see that g0 = i∗g : R2 → ΛGC

τ is holomorphic:

∂z̄g0 = 0.

Furthermore, as in [8], let us consider the canonical map det : ΛGC
τ → Det∗ (in

[8], it is denoted by τ , see this reference for the definition of the map det) and
the set |S| = (det ◦ g0)

−1(0). Then according to [8], since g0 is holomorphic
and det : ΛGC

τ → Det∗ is holomorphic, then |S| is discrete. But, once more
according to [8],

|S| = {z ∈ R2/g0(z) /∈ big cell}.

The result of this is that if we denote by S the discrete set |S| endowed with
the restriction to |S| of the structural sheaf of R2|2, then the restriction of
g : R2|2 → ΛGC

τ to the open submanifold of R2|2, R2|2 r S, takes values in the
big cell (according to (6) since the big cell is a open set of ΛGC

τ ). Besides using
the same arguments as in [8] we obtain that S ⊂ R2|2 depends only on the
superharmonic map Φ: R2|2 → G/H .

Theorem 10 Let Φ: R2|2 → G/H be superharmonic and S ⊂ R2|2 as defined
above. There exists a gC

1 -valued odd holomorphic fonction η on R2|2 rS so that

Φ = [Fµ]

on R2|2 r S, where

µ = I(D,D̄)
−1(λ−1η, 0) = −λ−2(dz + (dθ)θ)η2 + λ−1dθ η.

Proof. It is the same proof as in [8]. �

6 The Weierstrass representation in terms of

component fields.

Let us consider a map f : R2|2 → Cn, then by using (13), f is holomorphic if
and only if f = u+ θψ with u, ψ holomorphic on R2.
Further according to the definition of a holomorphic potential, we can identify
SP with the set of odd holomorphic maps µ(D) : R2|2 → Λ−1,∞gC

τ . Such a map
is written

µ(D) = µ0
D + θµθD

where µ0
D, µ

θ
D are holomorphic maps from R2 into Λ−1,∞gC

τ , µ
0
D being odd and

µθD being even. Now, let us embedd GC in GLm(C) so that we can work in
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the vector space Mm(C). Then the holomorphic map g : R2|2 → ΛGC
τ which

integrates
g−1Dg = µ(D), i∗g(0) = 1

is the holomorphic map g = g0 + θgθ such that the holomorphic maps (g0, gθ)
are solution of

g−1
0

∂g0
∂z

= −
(

µθD + (µ0
D)2
)

g−1
0 gθ = µ0

D.

Hence g0 is the holomorphic map which comes from the (even) holomorphic
potential −(µθD + (µ0

D)2)dz defined on R2 and with values in Λ−2,∞gC
τ . So we

can see that the terms on λ−2 of the potential which we got rid by working on
µ(D) instead of µ, reappear now when we explicit the Weierstrass representation
in terms of the component fields.
Remark also that (g0, gθ) are the component fields of g. Thus we see that the
writing of a holomorphic map is the same for every embedding, and that the
third component field is equal to zero. Hence we can write g = g0 + θgθ without
embedding GC, it is at the same time the writing of g in ΛGC

τ , in ΛMm(C) and
for every other embedding in a vector space ΛCN (with GC →֒ CN ).
Consider, now, the decomposition g = Fh, and write

F = U + θ1Ψ1 + θ2Ψ2 + θ1θ2f

h = h0 + θ1h1 + θ2h2 + θ1θ2h12

(these are writings in ΛMm(C)). Besides we have g = g0 + (θ1 + iθ2)gθ. Hence
we obtain















g0 = Uh0

gθ = Ψ1h0 + Uh1

igθ = Ψ2h0 + Uh2

0 = Uh12 + fh0 + Ψ2h1 − Ψ1h2.

(38)

Thus U is obtained by decomposing g0 which comes from a holomorphic poten-
tial, −(µθD + (µ0

D)2)dz, defined on R2 and with values in Λ−2,∞gC
τ . So u = i∗Φ

is the image by the Weierstrass representation of this potential.
Then, multiplying the second and third equation of (38) by U−1 by the left and
by h−1

0 by the right, and remembering that ΛgC
τ = Λgτ ⊕Λ+

b gC
τ , we obtain that

Adh0(µ
0
D) = U−1Ψ1 + h1h

−1
0

iAdh0(µ
0
D) = U−1Ψ2 + h2h

−1
0

are the decompositions of Adh0(µ
0
D) resp. iAdh0(µ

0
D) following the previous

direct sum. In particular, we have

U−1Ψ1 =
[

Adh0(µ
0
D)
]

Λgτ

(39)

U−1Ψ2 =
[

iAdh0(µ
0
D)
]

Λgτ

. (40)
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Finally, the third component fields f ′, h′12 of F resp. h are the orthogonal
projections of f resp. h12 on U.(Λgτ ) resp. (Λ+

b gC
τ )h0. So by multiplying the

last equation of (38) as above and by projecting on ΛgC
τ we obtain

[

(U−1Ψ1)(h2h
−1
0 ) − (U−1Ψ2)(h1h

−1
0 )
]

ΛgC
τ

= U−1f ′ + h′12h
−1
0 . (41)

This is once again the decomposition of the left hand side following the direct
sum ΛgC

τ = Λgτ ⊕ Λ+
b gC

τ . Let us precise the orthogonal projection

[·]ΛgC
τ
: ΛMm(C) → ΛgC

τ .

To do this it is enough to precise [·]gC : Mm(C) → gC. Since g is semi-simple we
can consider the embedding

ad: g → so(g) ⊂ gl(g).

Besides in gl(g), we have the orthogonal direct sum gl(g) = so(g) ⊕ Sym(g).
Then for a, b ∈ so(g) the decomposition of ab is

ab =
1

2
[a, b] +

ab+ ba

2
.

In particular for a, b ∈ g this decomposition is the decomposition of ab following
the direct sum gl(g) = g ⊕ g⊥. So

[ab]g =
1

2
[a, b]. (42)

Now let us extend τ to gl(g) by taking Adτ (it is a extension because τ◦adX◦τ−1

= ad(τ(X))). Then by the uniqueness of the writing F = U+θ1Ψ1+θ2Ψ2+θ1θ2f
in Λgl(g) and since Λgl(g)τ is a vector subspace of Λgl(g), which contains ΛGτ ,
we conclude that the previous writing is also the writing of F in Λgl(g)τ . So
U−1f takes values in Λgl(g)τ (and in the same way h12h

−1
0 is with values in

Λgl(gC)τ ). So, as τ commutes with the projection [·]gC (because τ preserves the
scalar product), in (41) it is enough to project in ΛgC (following the direct sum
Λgl(gC) = ΛgC + Λ(g⊥)C) then we automatically project in ΛgC

τ (following the
direct sum Λgl(gC)τ = ΛgC

τ + Λ(g⊥)C
τ ).

Thus returning to the left hand side of (41), this one is written

1

2

[

(U−1Ψ1), (h2h
−1
0 )
]

−
1

2

[

(U−1Ψ2), (h1h
−1
0 )
]

=

1

2

[

[

Adh0(µ
0
D)
]

Λgτ

,
[

iAdh0(µ
0
D)
]

Λ+gC
τ

]

−
1

2

[

[

iAdh0(µ
0
D)
]

Λgτ

,
[

Adh0(µ
0
D)
]

Λ+gC
τ

]

by using (42) and (39)-(40). Finally U−1f ′ is obtained by projecting this ex-
pression on Λgτ following the direct sum ΛgC

τ = Λgτ ⊕Λ+
b gC

τ . If we want U−1f
(which depends on the embedding) we can write

(U−1Ψ1)(h2h
−1
0 ) − (U−1Ψ2)(h1h

−1
0 ) = U−1f + h12h

−1
0

29



and this is the decomposition of the left hand side following the direct sum
Λgl(gC) = Λgl(g) ⊕ Λ+gl(gC) (and this is also the decomposition following
Λgl(gC)τ = Λgl(g)τ ⊕Λ+gl(gC)τ because all terms of the equation are twisted).

Lastly, the component fields of Φ = π◦F1 are given by: u = π(U),ψi = dπ(U).Ψi

and F ′ = 0. For example, in the case M = Sn, π is just the restriction to
SO(n+ 1) of the linear map which to a matrix associates its last column.

7 Primitive and Superprimitive maps with val-

ues in a 4-symmetric space.

7.1 The classical case.

Let G be a compact semi-simple Lie group with Lie algebra g, σ : G → G an
order four automorphism with the fixed point subgroup Gσ = G0, and the
corresponding Lie algebra g0 = gσ. Then G/G0 is a 4-symmetric space. The
automorphism σ gives us an eigenspace decomposition of gC:

gC =
⊕

k∈Z4

g̃k

where g̃k is the eikπ/2-eigenspace of σ. We have clearly g̃0 = gC
0 , g̃k = g̃−k and

[g̃k, g̃l] ⊂ g̃k+l. We define g2, g
1

and m by

g̃2 = gC

2 , gC

1
= g̃−1 ⊕ g̃1 and mC =

⊕

k∈Z4r{0}

g̃k,

it is possible because g̃2 = g̃2 and g̃−1 = g̃1. Let us set g−1 = g̃−1, g1 = g̃1,
g
0

= g0 ⊕ g2 . Then
g = g

0
⊕ g

1

is the eigenspace decomposition of the involutive automorphism τ = σ2. This
is also a Cartan decomposition of g. Let H = Gτ then LieH = g

0
and G/H

is a symmetric space. We use the Killing form of g to endow N = G/G0 and
M = G/H with a G-invariant metric. For the homogeneous space N = G/G0

we have the following reductive decomposition

g = g0 ⊕ m (43)

(m can be written m = g
1
⊕ g2) with [g0,m] ⊂ m. As for the symmetric space

G/H , we can identify the tangent bundle TN with the subbundle [m] of the
trivial bundle N ×g, with fiber Adg(m) over the point x = g.G0 ∈ N . For every
AdG0-invariant subspace l ⊂ gC, we define [l] in the same way as [m]. Then we
introduce:

Definition 3 φ : R2 → G/G0 is primitive if ∂φ
∂z takes values in [g−1]. Equiva-

lently, it means that for any lift U of φ, with values in G, U−1 ∂U
∂z takes values

in g0 ⊕ g−1.
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We denote by πH : G → G/H , πG0
: G → G/G0 and p : G/G0 → G/H the

canonical projections. Let φ : R2 → G/G0, and U a lift, φ = πG0
◦ U , and

α = U−1.dU . For α, we will use the following decompositions:

α = α0 + αm (44)

α = α0 + α1 (45)

α = α2 + α−1 + α0 + α1 (46)

αm = α′
m + α′′

m (47)

where α′
m is a (1, 0)-form and α′′

m its complex conjugate. Using the decompo-
sition (43), we want to write the equation of harmonic maps φ : R2 → G/G0

in terms of the Maurer-Cartan form α, in the same way as for harmonic maps
u : R2 → G/H . Then we obtain, by using the identification TN ≃ [m] (and so
writing the harmonic maps equation in the form

[

∂̄(AdUα′
m)
]

[m]
= 0):

∂̄α′
m + [α′′

0 ∧ α′
m] + [α′′

m ∧ α′
m]m = 0. (48)

Then if [α′′
m∧α′

m]m = 0, we have the same equation as for harmonic maps into a
symmetric space, and in the same way, we can check (see [3]) that the extended
Maurer-Cartan form

αλ = λ−1α′
m + α0 + λα′′

m (49)

satisfies the zero curvature equation

dαλ +
1

2
[αλ ∧ αλ] = 0.

Conversely, if the extended Maurer-Cartan form satisfies the zero curvature
equation and [α′′

m ∧ α′
m]m = 0, then φ is harmonic (see [3]).

In particular if we suppose that φ is primitive then α′
m takes values in g−1

whereas α′′
m takes values in g−1 = g1 so [α′′

m∧α′
m]m = 0. Moreover let us project

the Maurer-Cartan equation for α onto g−1:

dα′
m + [α′′

0 ∧ α′
m] = 0

this is the harmonic maps equation (48) since [α′′
m ∧ α′

m]m = 0. So a primitive
map φ : R2 → G/G0 is harmonic. Moreover since the extended Maurer-Cartan
form satisfies the zero curvature equation, so we can find a harmonic extended
lift Uλ : R2 → ΛG such that U−1

λ .dUλ = αλ. Then φλ = πG0
◦ Uλ is harmonic.

Besides since φ is primitive the decomposition

α = α′
m + α0 + α′′

m (50)

is also the decomposition (46) because α′
m ∈ g−1 so α′

m = α−1,α
′′
m = α1,α2 = 0

then αλ is a Λgσ-valued 1-form. Furthermore, decomposition (44) and (45) are
the same and so the decomposition (50) can be rewritten

α = α′
1 + α0 + α′′

1
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and then we can consider that α is the Maurer-Cartan form associated to u =
πH ◦ U = p ◦ φ with the corresponding extended Maurer-Cartan form αλ given
by (49). Then we conclude that uλ = p ◦ φλ : R2 → G/H is harmonic and
Uλ is an extended lift for it. Moreover, αλ is also a Λgτ -valued 1-form and
(Uλ) : R2 → ΛGτ . So we can write that u = W(µ) = [U ], where W : P → H is
the Weierstrass representation:

W : µ ∈ P 7→ g holomorphic 7→ (U, h) ∈ C∞(R2,ΛGτ × Λ+
BG

C

τ ) 7→ πH ◦ U1 ∈ H

between the holomorphic potentials (holomorphic 1-forms µ taking values in
Λ−1,∞gC

τ ) and the harmonic maps (such that u(0) = H) (see [8]). However to
obtain µ we must solve the following ∂̄-problem (see [8]):

∂̄h.h−1 = −(α′′
0 + λα1),

and since αλ takes values in Λgσ, this is a ∂̄-problem with right hand side
in Λ+gC

σ , so we can find a solution h : R2 → Λ+GC
σ , h(0) = 1. Then the

holomorphic map g = Uh (it is holomorphic because h is solution of the ∂̄-
problem) takes values in ΛGC

σ and so the potential µ = g−1.dg takes values
in ΛgC

σ . Let us write Pσ the vector subspace of P , of holomorphic potentials
taking values in Λ−1,∞gC

σ = Λ−1,∞gC
τ ∩ΛgC

σ. Then we have proved that for each
primitive map φ : R2 → G/G0 there exists µ ∈ Pσ such that φ = πG0

◦U where
g = Uh and g−1.dg = µ. However, the decomposition g = Uh is in the same
way the decomposition

ΛGC

τ
decτ= ΛGτ .Λ

+
BG

C

τ

but also
ΛGC

σ
decσ= ΛGσ.Λ

+
B0
GC

σ

because g takes values in ΛGC
σ and because of the uniqueness of the decomposi-

tion. We can say that the decomposition decσ (considered as a diffeomorphism)
is the restriction of decτ to ΛGC

σ .
Conversely, let us prove that for any µ ∈ Pσ, φ = πG0

◦ Uµ is primitive, so that
we can conclude that the map

Wσ : µ ∈ Pσ 7→ g 7→ (U, h) 7→ φ = πG0
◦ U1

is a surjection between Pσ and the primitive maps, i.e. that it is a Weierstrass
representation for primitive maps. So suppose that µ ∈ Pσ. Then we integrate
it: µ = g−1.dg, g(0) = 1 and we decompose g = Uh following decσ. Since it is
also the decomposition following decτ , then we know (Weierstrass representation
W for the symmetric space G/H) that αλ = U−1

λ .dUλ is in the form

αλ = λ−1α′
1 + α0 + λα′′

1

but since αλ is with values in Λgσ (because U takes values in ΛGσ) then α′
1 ∈

g−1, α0 ∈ g0, α
′′
1 ∈ g1 so φλ = πG0

◦ Uλ is primitive.
Hence we have proved the following:
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Theorem 11 We have a Weierstrass representation for primitive maps, more
precisely the map:

Wσ : Pσ
int
−−→ H(C,ΛGC

σ)
decσ−−−→ C∞(R2,ΛGσ × Λ+

B0
GC
σ) −→ Prim(G/G0)

µ 7−→ g 7−→ (U, h) 7−→ φ = πG0
◦ U1

is surjective. H(C,ΛGC
σ) is the set of holomorphic maps from C to ΛGC

σ, and
Prim(G/G0) is the set of primitive maps φ : R2 → G/G0 so that φ(0) = G0.
We can say that Wσ is the restriction of the Weierstrass representation W for
harmonic maps into G/H, to the subspace Pσ. More precisely, we have the
following commutatif diagram:

P
int

−−−−→ H(C,ΛGC
τ )

decτ−−−−→ C∞(R2,ΛGτ × Λ+
BG

C
τ )

[πH ]
−−−−→ H

x





x





x





x




[p]

Pσ
int

−−−−→ H(C,ΛGC
σ)

decσ−−−−→ C∞(R2,ΛGσ × Λ+
B0
GC
σ)

[πG0
]

−−−−→ Prim(G/G0)

where [πH ](U, h) = πH ◦U1, [p](φ) = p ◦ φ. In particular the image by W of Pσ
is the subset of H : {u = p ◦ φ, φ primitive}.

7.2 The supersymmetric case.

Definition 4 A superfield Φ̃ : R2|2 → G/G0 is primitive if DΦ̃ takes values in
[g−1]. Equivalently, it means that for any lift F of Φ̃, with values in G, U−1.DU
takes values in g0 ⊕ g−1.

By proceeding as above and using the methods we developed in the previous
sections to work in superspace, we obtain the following two theorems:

Theorem 12 Let Φ̃ : R2|2 → G/G0 a superfield, F : R2|2 → G a lift, and α =
F−1.dF its Maurer-Cartan form. Then Φ̃ is superharmonic if and only if

D̄αm(D) + [α0(D̄), αm(D)] + [αm(D̄), αm(D)]m = 0.

Further if [αm(D̄), αm(D)]m = 0, then the pair (α0(D) + λ−1αm(D), α0(D̄) +
λαm(D̄)) satisfies the zero curvature equation (25), and so yields by I−1

(D,D̄)
to

an extended Maurer-Cartan form αλ. In particular, if Φ̃ is superprimitive then
[αm(D̄), αm(D)]m = 0, Φ̃ is superharmonic and Φ = p ◦ Φ̃ : R2|2 → G/H is
superharmonic.

Theorem 13 We have a Weierstrass representation for superprimitive maps,
more precisely with obvious notations (according to the foregoing):

SWσ : SPσ
int
−−→ H(R2|2,ΛGC

σ)
decσ−−−→ C∞(R2|2,ΛGσ × Λ+

B0
GC
σ) −→ SPrim(G/G0)

µ 7−→ g 7−→ (F , h) 7−→ Φ̃ = πG0
◦ F1

33



is surjective. We have the following commutatif diagram:

SP
int

−−−−→ H(R2|2,ΛGC
τ )

decτ−−−−→ C∞(R2|2,ΛGτ × Λ+
BG

C
τ )

[πH ]
−−−−→ SH

x





x





x





x




[p]

SPσ
int

−−−−→ H(R2|2,ΛGC
σ)

decσ−−−−→ C∞(R2|2,ΛGσ × Λ+
B0
GC
σ)

[πG0
]

−−−−→ SPrim(G/G0)

In particular the image by SW of SPσ is the subset of SH :

{Φ = p ◦ Φ̃, Φ̃ primitive}.

Here, the holomorphic potentials of SPσ take values in Λ−2,∞gC
σ and the cor-

responding extended Maurer-Cartan form is in the form (35) but with values in
Λgσ ⊂ Λgτ (for example, in (35) α1(D) takes values in g−1 so α1(D)2 takes
values in [g−1, g−1] ⊂ gC

2 ).

8 The second elliptic integrable system associ-

ated to a 4-symmetric space

We give us the same ingredients and notations as in the begining of section 7.1.
Then let us recall what is a second elliptic system according to C.L. Terng (see
[25]).

Definition 5 The second (G, σ)-system is the equation for (u0, u1, u2) : C →
⊕2
j=0g̃−j,







∂z̄u2 + [ū0, u2] = 0
∂z̄u1 + [ū0, u1] + [ū1, u2] = 0
−∂z̄u0 + ∂zū0 + [u0, ū0] + [u1, ū1] + [u2, ū2] = 0.

(51)

It is equivalent to say that the 1-form

αλ =

2
∑

i=0

λ−iuidz + λiūidz̄ = λ−2α′
2 + λ−1α′

1 + α0 + λα′′
1 + λ2α′′

2 (52)

satisfies the zero curvature equation:

dαλ +
1

2
[αλ ∧ αλ] = 0.

The first example of second elliptic system was given by F. Hélein and P. Romon
(see [15, 17]): they showed that the equations for Hamiltonian stationary sur-
faces in 4-dimension Hermitian symmetric spaces are the second elliptic sys-
tem associated to certain 4-symmetric spaces. Then we generalized the case of
R4 = H (see [15]) in the space R8 = O (with G = Spin(7) ⋉ O, σ = int(−Le,0),
where intg is the conjugaison by g, e ∈ S(ImO), and Le is the left multiplication
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by e, see [19]): there exists a family (SI) of sets of surfaces in O, indexed by
I & {1, . . . , 7}, called the ρ -harmonic ωI -isotropic surfaces, such that: SI ⊂ SJ
if J ⊂ I, and of which equations are the second elliptic (G, σ)-system (see [19]).
We think that our result can be generalized to OP1,OP2 or more simply to HP1.

For any second elliptic system associated to a 4-symmetric space, we can use
the method of [8] to construct a Weierstrass representation, defined on P2

σ, the
vector space of Λ−2,∞gC

σ -valued holomorphic 1-forms on C, (see [15, 17]):

W2
σ : P2

σ
int
−−→ H(C,ΛGC

σ)
decσ−−−→ C∞(R2,ΛGσ × Λ+

B0
GC

σ)
[π]
−−→ S

where S is the set of geometric maps of which equations correspond to the sec-
ond elliptic system, and [π](U, h) = π ◦ U1. π can be πG0

as well as πH . For
example in the case of Hamiltonian stationary surfaces in a Hermitian symmet-
ric space G/H , we must take πH (see [17]). Moreover if we consider the solution
u = W2

σ(µ) = πH ◦U1, then in this case φ = πG0
◦U1 can be identified with the

map (u, eiβ) where β is a Lagrangian angle function of u (G/G0 = G×G0
H is

the principal U(1)-bundle U(G/H)/SU(2)). If we restrict W2
σ to Pσ, we obtain

Wσ, the Weierstrass repesentation of primitive maps, of which image is the set
of special Lagrangian surface of G/H (by identifying u and φ = (u, 1)).

Now, we are going to give another example of second elliptic system in the
even part of a super Lie algebra. According to the previous section, a super-
primitive map Φ̃: R2|2 → G/G0 leads to a extended lift F : R2|2 → ΛGσ. Let
us consider U = i∗F : R2 → ΛGσ, then according to section 6, U is obtained
from a (even) holomorphic potential, −(µθD + (µ0

D)2)dz, which is defined in R2

and with values in Λ−2,∞gC
σ . This is a Λ−2,∞gC

σ-valued holomorphic 1-form
on R2. In concrete terms, if we consider that we work with the category of
supermanifolds (sets of parameters B, see the introduction) {R0|L, L ∈ N},

i.e. that we work with G∞ functions defined on B
2|2
L (see [24]) then this is a

(Λ−2,∞gC
σ ⊗ B0

L)-valued holomorphic 1-form on R2. In other words U comes
from a holomorphic potential which is in P2

σ⊗B
0
L. So u = πH ◦U1 : R2 → G/H

as well as φ = πG0
◦ U1 : R2 → G/G0 correspond to a solution of the second

elliptic system (51) in the Lie algebra g⊗B0
L (i.e. ui takes values in g̃−i⊗B0

L).
However that does not give us a supersymmetric interpretation of all second el-
liptic systems (51) in the Lie algebra g in terms of superprimitive maps. Indeed,
first the coefficient on λ−2 of the previous potential does not have body term:
it is the square of a odd element so it does not have terms on 1 = η∅ (we set
BL = R[η1, . . . ηL]). Second, this coefficient takes values in [g−1, g−1] which can
be & gC

2 .

In conclusion, the restrictions to R2 of superprimitive maps Φ̃ : R2|2 → G/G0

correspond to particular solutions of the second elliptic system (51) in the
Lie algebra g ⊗ B0

L: those which come by W2
σ, from potentials in the form

µ̂ = −(µθD + (µ0
D)2)dz, with µ ∈ SPσ.

Besides for each 4-symmetric space (G, σ), this gives us a geometrical interpre-
tation of certain solutions of the second elliptic system (51) in g ⊗ B0

L. Hence
this confirms our conjecture that there exist geometrical problems in HP1,OP1
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and OP2, analogous to the ρ -harmonic surfaces in O ([19]), of which equa-
tions are respectively the second elliptic problems in the 4-symmetric spaces
HP1 = Sp(2)/(Sp(1)×Sp(1)), OP1 = Spin(9)/Spin(8) and OP2 = F4/Spin(9).

Let us give a example by considering the case of the 4-symmetric space
SU(3)/SU(2) (used by Hélein and Romon for their study of Hamiltonian sta-
tionary surfaces in CP2 = SU(3)/S(U(2) × U(1))).

Theorem 14 Consider the case of the 4-symmetric space SU(3)/SU(2) ( H =
S(U(2) × U(1))). Then an immersion u : R2 → CP2(R0|L) from R2 to the G∞

manifold over BL of R0|L-points of CP2 (morphisms from R0|L to CP2) is the
restriction to R2 of a superprimitive map

Φ̃ : R2|2 → SU(3)/SU(2)

(i.e. u = p ◦ Φ̃ ◦ i) if and only if u is a Lagrangian conformal immersion of
which Lagrangian angle β satisfies

∂β

∂z
= ab (53)

where a, b : R2 → C[η1, . . . , ηL] are odd holomorphic functions. In this case, we
have φ = i∗Φ̃ = (u, eiβ).

Proof. Suppose that u is the restriction to R2 of a superprimitive map Φ̃,
then u is the image by the Weierstrass representation W2

σ of the holomorphic
potential µ̂ = −(µθD+(µ0

D)2)dz with µ ∈ SPσ. Thus u is a Lagrangian conformal
immersion. Let us set

µD = λ−1(A0 + θAθ) +
∑

k≥0

λk
(

(µ0
D)k + θ(µθD)k

)

,

where A0, Aθ takes values in g−1, then

µ̂ = −λ−2(A0)2dz +
∑

k≥−1

λkµ̂k.

Next, since A0 is in g−1 ⊗B1
L, we can write (see [17])

A0 =





0 0 a
0 0 b

−ib ia 0



 (54)

thus

µ̂−2 = iab





1 0 0
0 1 0
0 0 −2



 dz = 3abY dz
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where Y = i
3Diag(1, 1,−2). If we denote by α̂λ = U−1dU = i∗αλ the extended

Maurer-Cartan form associated to u, then u is an immersion if and only if α̂−1

does not vanish. Besides since gC
2 = CY , one can easily see that

α̂′
2 = µ̂−2

(because [g0, g2] = 0). Moreover we have (see [17])

dβ

2
Y = α̂2

so finally
∂β

∂z
= 6ab.

Conversely, suppose that u is a Lagrangian conformal immersion which satisfies
(53). Then we have △β = 0 since a, b are holomorphic by hypothesis. So we can
write u = W2

σ(µ̂) with µ̂ ∈ P2
σ ⊗B0

L. Let us take for µ̂ a meromorphic potential
(see [17])

µ̂ = λ2µ̂−2 + λ−1µ̂−1.

Then according to (53) we have µ̂−2 = −(A0)2dz with A0 in the same form as in
(54). Thus if we set µD = λ−1(A0−θµ̂−1(

∂
∂z )), then µD is an odd meromorphic

map from R2|2 to Λ−1,∞gC
σ and we have µ̂ = −(µθD + (µ0

D)2)dz so u = p ◦ Φ̃ ◦ i

with Φ̃ = SWσ(I
−1
(D,D̄)

(µD, 0)). �
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