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Avalanche polynomials of some families of

graphs

R. Cori, A. Dartois and D. Rossin

ABSTRACT: We study the abelian sandpile model on different families of
graphs. We introduced the avalanche polynomial which enumerates the size of the
avalanches triggered by the addition of a particle on a recurrent configuration. This
polynomial is calculated for several families of graphs. In the case of the complete
graph, the result involves some known result on Parking functions [12, 11].

Bak, Tang and Wiesenfeld [2] introduced 15 years ago the concept of self
organized criticality which allowed to describe a large variety of physical systems
like earthquakes [5, 14], forest fires and even some fluctuations in the stock market
[1]. One version of this concept is the sandpile cellular automaton model which
uses a 2 dimensional lattice; in the sites of this lattice particles are added giving
rise to a toppling when their number in a site exceeds a given bound. A toppling
on a site may be followed by the toppling on one or more of its neighbors and
this sequence of topplings is called an avalanche. Many authors have studied the
distribution of the sizes (the number of topplings performed) of the avalanches for
this model showing that they obey to power-laws [10, 7, 13].

The sandpile model was also considered by combinatorists as a game on a
graph called the chip firing game [3, 4]. Relationships between the structure of
the graph and the recurrent configurations of the physical model were pointed out
[6, 9].

Experiments on the distribution of sizes of the avalanches were considered
only for the 2 dimensional lattice and for some classes of regular graphs. Very
little is known for arbitrary graphs [8]. In this paper, a polynomial, encoding the
avalanche sizes obtained by adding a particle to a site in a recurrent configuration,
is associated to a graph. We determine this polynomial for various families of
graphs.

These families are the trees, the cycles, the complete graphs and the lollypop
graphs. For these families of graphs the power law observed for the 2 dimensional
grid is no more satisfied. The computation of the avalanche polynomial of the
complete graph uses a bijection between recurrent configurations of this graph
and the so-called parking functions. This computation allows the determination of
the avalanche distributions on the lollypop graphs which shows out the existence
of peaks also observed in some other families of regular graphs.

1 Recurrent configurations of the sandpile model

In this section we recall the main results on the sandpile model which are useful
in this paper.

In what follows G = (X, E) is a connected multigraph with n + 1 vertices:

X = {x1, x2, . . . , xn, xn+1},

vertex xn+1 is distinguished and called the sink. A configuration of the sandpile
model in this graph is a sequence of n integers

u = (u1, u2, . . . , un).
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For a configuration u, the integer ui will be considered as a number of particles
placed on the vertex xi.

A configuration is stable if the integers ui satisfy 0 ≤ ui < di, where di is
the degree of the vertex xi. In a configuration which is not stable a vertex xi with
ui ≥ di may perform a toppling giving a new configuration v such that vi = ui−di

and vj = uj + εi,j, where εi,j denotes the number of edges between vertices xi and
xj in the multigraph G.

We will write the toppling of vertex xi by:

u →i v.

An avalanche is a sequence of topplings; we will use the notation

u
∗
→ v.

for a configuration v which is reached from u after an avalanche.
The size of the avalanche is the number of topplings performed. In the Figure

1 below is given an avalanche of size 3, the sink is represented by a black vertex.

0

0

11

1

2 2

23

33 4

Figure 1: An avalanche on K4

In the sandpile model the main operation consists in:

1. taking a stable configuration

2. adding a particle on one of the vertices

3. performing topplings until a new stable configuration is obtained.

The above example is an illustration of this operation for the graph K4 and the
configuration (2, 2, 2). It is not difficult to prove that the stable configuration
obtained after a sequence of topplings from a given unstable configuration does
not depend on the order in which these topplings are performed.

The recurrent configurations of the sandpile model are the stable configura-
tions which are met infinitely often when performing the above operations 2 and
3. Note that not all the stable configurations are recurrent. The recurrent config-
urations play a key role in the sandpile model; their number is the tree number of
the underlying graph, hence independent of the vertex chosen as the sink.

There are many characterizations of recurrent configurations and many struc-
tural results on them; in the sequel we will simply use the following characteriza-
tion. Let π denotes the configuration such that πj is the number of edges between
vertex xj and the sink.

Proposition 1. The configuration u is recurrent if and only if it is stable and

π + u
∗
→ u,
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where π + u denotes the configuration v such that vi = ui + πi for 1 ≤ i ≤ n.
Moreover in this avalanche every vertex of G topples exactly once.

2 Avalanche polynomials: some simple examples

Let u be a recurrent configuration on the multigraph G = (X, E), we consider the
avalanche obtained when adding a particle on site xi, we will call it a principal
avalanche, we denote by adG(u, xi) the size of this principal avalanche. Note that
a principal avalanche may be of size 0. This is the case when the particle is added
on a site i such that ui < di − 1.

The three recurrent configurations of the cycle C3 are given below:

111 1 0 0

Figure 2: Recurrent configurations on C3.

The sizes of the principal avalanches are 2, 2 for the first recurrent configu-
ration, 1, 0 and 0, 1 for the two other configurations.

To any connected graph G = (X, E) with a sink, we associate a polynomial
enumerating the sizes of the principal avalanches. This polynomial is given by:

AvG(x) =
∑

αkxk,

where αk is the number of principal avalanches of size k.
For instance from the example on Figure 2 we obtain:

AvC3(x) = 2 + 2x + 2x2.

Note that for any graph G, AvG(1) is equal to n times the tree number of G.
Thus it is independent of the sink chosen for G. Note that indeed, the polynomial
AvG is dependent of this sink.

2.1 Avalanche polynomials of trees

If G is a tree T then it has only one recurrent configuration, this configuration uT

is such that uT i = di − 1 for each vertex xi. It is convenient to draw the tree in
such a way that the sink is the root of the tree.

Adding a particle on vertex xi gives a sequence of topplings on all the vertices
of the subtree of T rooted at xi, the avalanche ends there if xi is a son of the root.
If xi is not a son of the root, then after this first sequence of topplings the father
xj of xi in T gets one particle and a new sequence of topplings can be performed.
Hence we have:

adT (uT , xi) = adT (uT , xj) + ti,

where ti is the number of vertices of the subtree with root xi.
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An example of the computation of avalanche sizes on a tree is given below; on
each vertex is indicated the size of the avalanche obtained when adding a particle
on it.

4

7

8 8

7

8 9

10

8 8 8

Figure 3: A tree T1 and the sizes of the principal avalanches.

The avalanche polynomial on this tree is:

AvT1(x) = x4 + 2x7 + 6x8 + x9 + x10.

Note that AvG(0) = 0 if and only if G is a tree. Indeed a graph which is not
a tree has more than one recurrent configuration and necessarily at least one of
them has a vertex xi with ui < di − 1; for this vertex, adding a particle does not
produce any toppling.

The avalanche polynomial does not characterize the tree since the avalanche
polynomial of the tree T2 below is also AvT1 (x) 1.

4

7

9

10

7

8 8 8 8 8 8

Figure 4: A tree T2 with the same avalanche polynomial as T1.

1this example is due to Michel Marcus.
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When we choose a different root, the avalanche polynomial changes also.
From any tree or graph, we can define the set of avalanche polynomials for all
different possible roots. This set is neither characteristic of the tree nor the graph.
Indeed, the trees T and T ′ of Figure 6 built from T1 and T2 are not isomorphic
but admit the same set of avalanche polynomials, when the root spans the set of
vertices.

The set AvT of polynomials P such that there exists a tree T satisfying
AvT = P is the smallest set such that:

x ∈ AvT (2.1)

P, Q ∈ AvT =⇒ P + Q ∈ AvT (2.2)

P ∈ AvT =⇒ xa(P + 1) ∈ AvT , where a = P (1) + 1. (2.3)

4

4 4

3

5 55

4

5 5 5

3

44

1 1 1 1 1 1

1 111

+

+

+2

φ

φ

xx

xxx 3x

2x

x
4(3x + 1)

x
3(2x + 1) x

3 + 3x
4 + 3x

5

Figure 5: Inductive computation of the avalanche polynomial of a tree.

The proof is quite straightforward, since the two operations (2.2) and (2.3)
correspond to two basic operations on trees (cf Figure 5): sticking two trees by
merging their root (+), and adding a new root only connected to the old one (φ).
The result follows by the fact that any rooted tree can be obtained by these two
operations starting from the two-vertices tree (whose avalanche polynomial is x).

By the means of the two operations + and Φ, we can show that T and T ′ have
the same set of avalanche polynomials. We note x0 (resp. y0) the root of the tree
T (resp. T ′), and x1 (resp. x2) the root of its left sub-tree (resp. right sub-tree).
The vertices defined in the same way on T ′ are called y1 and y2. Among the other
vertices of T , we note x3, x4, . . . , x13 (resp. x25, x26, . . . , x35) the ones belonging
to the first copy of T1 (resp. T2) and x14, x15, . . . , x24 (resp. x36, x37, . . . , x46) the
ones belonging to the second copy of T1 (resp. T2). The corresponding vertices of
T ′ are called yi, where the index i is defined by the same manner (cf. Figure 6).
Then, we can show that the avalanche polynomial of T rooted in xi equals the
avalanche polynomial of T ′ rooted in yi for all indices i.

If x0 is chosen as the root of T , we choose y0 as root of T ′. Then T =
Φ(T1 +T1)+Φ(T2 +T2) and T ′ = Φ(T1 +T2)+Φ(T1 +T2). In term of polynomials,
we get AvT = AvT ′ , since AvT1 = AvT2 .
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T

T1 T1 T2 T2

T ′

T1 T2 T1 T2

Figure 6: Trees T and T ′.

By symmetry of (T, T ′) in regards of T1 and T2, it is sufficient to show that
AvT = AvT ′ when xi (resp. yi) is chosen as root of T (resp. T ′), only for indices
i = 1 or 3 ≤ i ≤ 24.

If x1 is chosen as root of T , we choose y1 as root of T ′. This time, T =
T1 +T1+Φ2(T2 +T2) and T ′ = T1 +T2 +Φ2(T1 +T2). But, in term of polynomials,
we still get AvT = AvT ′ .

Let choose xi (resp. yi) as root of T (resp. T ′), with 3 ≤ i ≤ 13. Then, it exists
a sequence s of operations + and Φ that build T1 rooted in xi starting from {x1}.
If we set AvA = 0 for the tree A with one vertex, then, in term of polynomials,
the sequence s applied to 0 leads to the avalanche polynomials of T1 rooted in
xi. Hence we have T = s(T 1 + Φ2(T2 + T2)) and also T ′ = s(T 2 + Φ2(T1 + T2)).
Consequently, AvT = AvT ′ . If 14 ≤ i ≤ 24, the same argument is possible, and we
also get the wanted result.

Hence, T and T ′ are non-isomorphic but have the same set of avalanche
polynomials.

2.2 Avalanche polynomials of cycles

Another simple example on which the avalanche polynomial can be computed
easily is that of the cycle Cn+1; we have the following result:

Proposition 2. There exists a principal avalanche of size k on Cn+1 if and only
if there exists two integers p, q such that pq = k and p + q ≤ n + 1. Moreover the
number of principal avalanches of size k is equal to twice the number of couples
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(p, q) such that pq = k and p + q ≤ n plus the number of couples such that pq = k
and p + q = n + 1.

Proof. The recurrent configurations on the cycle Cn+1 are the configurations in
which all vertices have one particle except possibly one which has no particle; there
are n + 1 such configurations. The recurrent configuration is determined by the
distance from the sink to the vertex with no particle and to obtain the size of the
avalanche one has to consider where the particle has been added. Let us denote
by 1n the recurrent configuration consisting of a full sequence of 1’s and by 1p01q

(with p + q = n − 1 ) those containing n − 1 1’s and one 0.
It is easy to check that the avalanche starting with 1p−121q−1 has size pq and

the same is true for the avalanche starting with the configuration 1p−121q−101r or
with configuration 1r01p−121q−1 giving the result.

0

1

1 1

1

1

1

Figure 7: A recurrent configuration on C8.

Note that the number of couples (u, xi) such that ui = 0 is n, hence the
constant term of AvCn+1 is n.

The avalanche polynomial of C8 is given by

AvC8 = 7+2x+4x2+4x3+6x4+4x5+8x6+2x7+4x8+2x9+4x10+6x12+2x15+x16

For instance the number of avalanches of size 6 is 8 since there are 4 couples
(p, q) with pq = 6 and p + q ≤ 7 namely: (1, 6), (6, 1), (2, 3), (3, 2); the number of
avalanches of size 16 is 1 since the couple (4, 4) is the only one satisfying pq = 16
and p + q = 8 and there is no p, q satisfying pq = 16 and p + q ≤ 7.

3 Avalanche polynomials of the complete graph

Kn+1

In the complete graph Kn+1 the recurrent configurations are in bijection with
parking functions. Recall that a sequence of non negative numbers (w1, w2, . . . , wn)
is an n-parking function if there exists a permutation a1, a2, . . . , an of 1, 2, . . . , n
such that for all i, 0 ≤ wi < ai (cf [12]). For instance the 16 3-parking functions
are the permutations of the following sequences:

(0, 1, 2), (0, 0, 1), (0, 1, 1), (0, 0, 2), (0, 0, 0).

A simple use of Proposition 1 gives
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Proposition 3. The configurations u1, u2, . . . , un of Kn+1 is recurrent, if and
only if n−1−u1, n−1−u2, . . . , n−1−un is a parking function. Then the number
of recurrent configurations on Kn+1 is (n + 1)n−1.

Moreover in this correspondence the number of saturated vertices in u is equal
to the number of 0 in the associated parking function.

The number of avalanches of size 0 in Kn+1 is equal to the number of non
zero elements in all the n-parking functions. To compute this number we need the
following lemma (cf [11]):

Lemma 1. The number of parking functions containing k 0’s is :
(

n − 1

n − k

)
nn−k =

k

n

(
n

k

)
nn−k.

Proof. Consider the set Un of all sequences u of n integers containing k 0’s and
n − k numbers 1 ≤ ui ≤ n, clearly there are

(
n
k

)
nn−k such sequences. All parking

functions are in Un but the converse is not true. To determine if u ∈ Un is a
parking function we apply the following parking algorithm:

Consider a park place with n slots numbered 1, 2, . . . , n lying on a circle. For
each i such that ui > 0 put a car on the first free slot starting from position ui

and going around the circle.
The sequence u is a parking function if and only if the slot n is free at the

end of the algorithm.
For instance the algorithm applied to the sequence 2, 5, 0, 5, 5, 0, 0 fills the

slots 2, 5, 6, 7, and the slots 1, 3, 4 are free; the sequence is not a 7-parking function.
After the execution of the algorithm there are k free slots, and by symme-

try each of the slots 1, 2, . . . , n has an equal probability of being free; hence the
probability of the slot n to be free is k

n
, giving the result.

From the above Lemma we obtain;

Proposition 4. The number of principal avalanches of size 0 in Kn+1 is

n(n − 1)(n + 1)n−2.

Proof. It suffices to check that the number of couples (u, xi) such that u is an n-
parking function and ui = 0 is equal to 2n(n+1)n−2; the result is then obtained by
subtracting this value from the total number of couples (u, xi) which is n(n+1)n−1.
The number of the couples we are considering is by the Lemma above

Tn =

n−1∑

k=1

k

(
n − 1

n − k

)
nn−k.

Denote fn(x) = x(n + x)n−1 we have:

fn(x) =
n−1∑

k=0

xknn−k

(
n − 1

n − k

)
,

and
Tn = f ′

n(1) = (n + 1)n−1 + (n − 1)(n + 1)n−2,

giving the result
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In order to enumerate the number of principal avalanches of positive sizes we
have:

Proposition 5. The number of principal avalanches of size m > 0 in Kn+1 is:

(
n

m

)
mm−1(n − m + 1)n−m−1 = n

(
n − 1

m − 1

)
mm−2(n − m + 1)n−m−1.

Proof. In order to prove this result we associate a subset and two different recurrent
configurations to any couple (u, xi) consisting of a recurrent configuration u and
a saturated site xi which gives a principal avalanche of size m > 0 when a particle
is added on site xi:

• a subset J of m − 1 sites among the n − 1 sites of Kn+1 different from the
sink and from xi: these are the sites which perform a toppling during the
avalanche triggered by the toppling of xi,

• a recurrent configuration on Km: consider the values uj for xj ∈ J and
subtract m − 2 to all these values; it is easy to check using Proposition 1
that it is a recurrent configuration,

• a recurrent configuration on Kn−m+1: the values uk for xk /∈ J ∪ {xi} deter-
mine a recurrent configuration on this graph.

Conversely it is easy to build a principal avalanche of size m > 0 from a
subset J of m− 1 sites, a vertex xi, a recurrent configuration on Km and another
one on Kn−m+1.

Below is given the sizes of avalanches for the complete graph K5. The recur-
rent configurations which differ by a permutation of the number of particles on
the sites are considered as equivalent. For K5, we represent each equivalence class
by the configuration satisfying; u1 ≤ u2 ≤ . . . ≤ un, we also give the class sizes
and the number of principal avalanches of each size.

class config. 0 1 2 3 4
24 3,2,1,0 72 24
12 3,2,1,1 36 12
12 3,2,2,0 36 12
12 3,2,2,1 36 12
4 3,2,2,2 12 4
12 3,3,1,0 24 24
6 3,3,1,1 12 12
12 3,3,2,1 24 24
6 3,3,2,2 12 12
12 3,3,2,0 24 24
4 3,3,3,0 24 12
4 3,3,3,1 4 12
4 3,3,3,2 4 12
1 3,3,3,3 4

300 64 36 36 64

0
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The distribution of avalanches sizes of the graph K21 are given in Figure 8.
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Figure 8: Distribution of principal avalanches on K21: theoretical prediction
(square) and experiments (cross).

4 Avalanche polynomials of lollypop graphs

In this section we consider avalanches on the lollypop graph with n+m+1 vertices.
It consists of a path of vertices x0, x1, x2, . . . , xm leading to the complete graph
Kn+1 whose vertices are xm, xm+1, . . . , xm+n. It is more convenient to consider x0

as the sink. In other words, we apply φm to Kn+1.

1

m−1

2
vertices

K

m

n+1

m 

Figure 9: Lollypop graph Lm,n.

A recurrent configuration on this graph consists of a recurrent configuration

um+1, um+2, . . . , um+n
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on the complete graph, where the other vertices are saturated. This gives:

um = n, um−1 = 1, . . . , u1 = 1.

The sizes of the principal avalanches are given by:

Proposition 6. In the lollypop graph the sizes of the principal avalanches of the
recurrent configuration u are

• 0, if the particle is added on a non saturated vertex for u,

• i(m+n)− i(i−1)
2 , if the particle is added to the i-th vertex of the path (i ≤ m)

starting from the sink,

• [m(2n+m+1)
2 + 1]adKn+1(u, xi), if the particle is added in a saturated vertex

xi for u.

As an example the avalanche polynomial of the lollypop graph L4,3 is :

24 + 16x7 + 16x13 + 16x18 + 16x22 + 9x23 + 6x46 + 9x69.

A computation of the sizes of principal avalanches for the lollypop graph
L10,20 gives the distribution shown in the Figure below:

 0  1000  2000  3000  4000  5000
 0
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avalanche size
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Figure 10: Avalanche distribution for L10,20: expected result (dashed line), and
experiments over 106 computations (cross).

Let us define the operator Trk for every polynomial P =
∑n

i=0 as follows:

Tr
k(P )(x) =

min(k,n)∑

i=0

aix
i.
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Corollary 1. The avalanche polynomial of the lollypop graph Lm,n is:

AvLm,n
(x) = AvKn+1(x

a+1) + (n + 1)n−1
Tr

a(AvLm+n
)(x),

where a = m(2n+m+1)
2 and Lk is the line with k + 1 vertices.

Proof. The first term of the sum is obvious by the precedent proposition. The
second term corresponds to principal avalanches for couples (u, xi), where i ≤ m,
i.e. where xi is a vertex of the path Lm. The size of this principal avalanche is the
same if the vertices xj for j > i are all in line. Indeed, what matters when a particle
is added on xi is how many vertices are in the subgraph when deleting the path
x0, x1, . . . , xi. For i ≤ m, the avalanche size is at most a, thus Tr

a(AvLm+n
)(x)

gives the good exponents. Since there are (n + 1)n−1 recurrent configurations, we
get the result.

In fact, this result could be generalized. Let G = (X, E) be a rooted graph.
We call dissipation of a principal avalanche the number d of particles that the sink
(root) receives during the avalanche. We associate a new polynomial enumerating
the principal avalanches by size and dissipation to any graph G; this polynomial
is given by:

ÃvG(x, y) =
∑

αk,dx
kyd,

where αk,d is the number of principal avalanches of size k and dissipation d.

If G is a tree, ÃvG(x, y) has a very simple expression: ÃvG(x, y) = AvG(x)y.
Indeed, every principal avalanche has dissipation 1.

If G is such that every vertex is connected to the sink, like Kn+1 for example,

ÃvG(x, y) has also a very simple expression: ÃvG(x, y) = AvG(xy). Every principal
avalanche of size m admits m as dissipation, since every toppling gives a particle
to the sink.

Then, if we apply φm to G like we did with Kn+1 to obtain a lollypop graph,
we get a graph Gm, whose avalanche polynomial is:

AvGm
(x) = ÃvG(x, xa) +

AvG(1)

n
Tr

a(AvLm+n
)(x),

where a = m(2n+m+1)
2 and |G| = n + 1. In fact we have:

ÃvGm
(x, y) = ÃvG(x, xay) +

AvG(1)

n
Tr

a(AvLm+n
)(x)y.

For the lollypop graph, it is particulary simple, since ÃvKn+1(x, y) = AvKn+1(xy).

5 Concluding remarks

In this paper, we have considered avalanche polynomials which encode the distri-
bution of the sizes of avalanches. We have seen that for the complete graph, we
have a huge peak for size 0. Now the tree Tn defined on Figure 11 gives a peak for
size n.

The construction consisting of merging the sinks of two rooted graphs trans-
lates in adding the avalanche polynomials. Applying this construction to the two

12



.
.

.

n − 2

Figure 11: Tree Tn.

kind of graphs considered above, we are able to build graphs having any shape of
distribution in a certain sense.

This informal remark can be formalized in a more precise result which will
be developped in a future work.
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