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Finite transducers for divisibility monoids

Matthieu PICANTIN

LIAFA CNRS UMR 7089
Universié Paris 7 Denis Diderot
F-75251 Paris France

Abstract

Divisibility monoids are a natural lattice-theoreticalngealization of Mazurkiewicz trace
monoids, namely monoids in which the distributivity of tmealved divisibility lattices is
kept as an hypothesis, but the relations between the genese not supposed to neces-
sarily be commutations. Here, we show that every divigibithonoid admits an explicit
finite transducer which allows to compute normal forms indyatic time. In addition, we
prove that every divisibility monoid is biautomatic.

Key words: divisibility monoid, transducer, normal form, automationoid.

1 Introduction

The goal of this paper is to establish the following result :

Main Theorem. Every left divisibility monoid admits an explicit finite tresducer
which allows to compute right normal forms in quadratic time

Mazurkiewicz’s trace theory provides a well-investigatedthematical model for
the sequential behavior of a parallel system in which theood two independent
actions is regarded as irrelevant. This is achieved by denisig a free partially
commutative monoid, namely, the free monoid of all wordsravdixed alpha-
bet modulo the congruence generated by equations of thedbrm ba for pairs

of independent action§:, b). Roughly speaking, a letter corresponds to an event
and two letters commute when the corresponding events @am sitnultaneously.
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However, there are several areas in computer science wheneauld like to con-
sider more general equations of the fotim= cd, rather than justb = ba as in
trace theory. Left divisibility monoids have been introddas a natural algebraic
generalization of Mazurkiewicz’s trace monoids, namelyids in which the dis-
tributivity of the underlying left divisibility latticess kept as an hypothesis, but the
relations between the generators are not supposed to aebebs commutations.

The purpose of this paper is to study how to compute effigiembtkmal forms in
left divisibility monoids. Following Thurston’s originatlea about the automaticity
of the braid groups (see [11]), we shall construct an expligite transducer—
that is a finite automaton with output—allowing to computemal forms in every
left divisibility monoid. Since a standard transducer eagrdsfrom the left to the
right, we need to definergght normal form, even if d&ft normal form for elements
in aleft divisibility monoid—Ilike the normal form defined by KuskedJland gen-
eralizing the Cartier-Foata normal form known from the tlyeaf Mazurkiewicz
traces [6]—seems to keepriori the most pertinent choice.

Before describing the transduction machinary, we exhiiesal nice properties
of this new normal form with, in particular, a deep geomefnioperty concern-
ing the associated so-called Cayley graph. Our work prevéddetailed and com-
plete proof to Kuske’s claim that every left divisibility moid is automatic [18].

Furthermore, we show that every left divisibility monoid(loth left and right)

biautomatic, according to Hoffmann’s terminology [12].

The rest of this paper is organized as follows. In Section@yecall several def-
initions about automaticity for monoids. In Section 3, weéhga the needed basic
properties of left divisibility monoids. Section 4 introcks the right normal form.
We show that the language of right normal forms has good ptiegepreparing the
proof of how it provides a biautomatic structure to every th¥isibility monoid.
In Section 5, we then state the main results of this paperqiEmes 27 and 28),
discuss and illustrate them.

2 Background from automaticity of monoids

In this section, we review the theory of automatic monoidse-Anay focus on can-

cellative monoids, since left divisibility monoids are defd to be cancellative—
and, according to this context, we recall links between raata and transducers.
We refer the reader interesting with the notions of autoorsdtuctures to [1,11] for

automatic groups and to [5,12,13,15,24] for automatic nos0A general refer-

ence about transducers is [2].



2.1 Languages, automata and transducers

We first give a brief introduction to formal language theopgarticularly regular
languages).

For a finite setX, let X* denote the set of all finite words over the alphaliet
including the empty word. For a wordu, let |u| denote the length af and letu,
(resp.ultl) denote its length suffix (resp.prefix) fort < |u| andu itself fort > |u.

Some computations on words and on languages can be inttpasta work of
a machine, which being in a stapteand receiving as input a letter, goes into

a stateq and possibly outputs a word. Such machines are formalized by the
following definitions.

Definition 1 A (deterministicautomatoris a setd = (X, @, q¢_, Q.+, 7), where

(1) X is afinite set (thenput alphabét

(2) Q is a set (the set oftatey,

(3) ¢_ is afixed element iy (theinitial state,

(4) Q. is afixed subset @ (the set ofaccepting statgsand
(B) 7: X x Q — Q is amapping (théransition functioi.

The mapr can be extended t0 : X* x Q — Q byT(e,q) = ¢ andr(zu,q) =
7(u, 7(z,q)) forz € X,u € X*andq € Q). A wordw over X is recognizedby .A
if 7(w,q_) belongs tay .

Definition 2 A (sequentialjransducers a set7 = (X,Y,Q,q_,Q+, T, \), where

(1) (X,Q,q-,Q,, ) is an automaton,
(2) Y is afinite set (the@utput alphab@t and
(3) A: X x @Q — Y*is amapping (theutput functiof.

The map\ can be extended tA : X* x @ — Y* by A(e,q) = ¢ and A(zu, q) =
Az, @) A(u, 7(x,q)) forx € X, u € X*andq € Q.

An automatoniesp.a transducer) ifinite if the set( is finite. A finite automaton
(resp.a finite transducer) can be represented as a labelled dirgaph, known as

a Moore diagram The vertices of such a graph correspond to the states ofithe a
tomaton (resp. the transducer), and, for every latigfthe input alphabek’, an ar-
row labelled byx (resp.by z|\(x, ¢)) goes from the state € () to the state-(z, q).

An incoming unlabelled arrow represents the initial stAtecepting states are de-
noted by double circles.

Definition 3 A language isegularwhenever it is the language of words recognized
by some finite automaton.



Example 4 For given positive integerg and k, divisibility by £ in baseb can

be decided by a finite automaton, and it turns out that conwgrintegers from
baseb to basek can be made by using a finite transducer : the latter computes
the remainder—the final state—and the quotient—the outmadulod. Figure 1
displays an automaton which reads from the left to the rigttt decides whether a
base 2 integer is divisible by 3. Figure 2 displays the assed transducer which
reads from the left to the right and allows—via multiple raA® convert an integer
from base 2 to base 3.

0 1
‘G@
A 0

vl 1|1 0|1

Fig. 2. Transducer allowing conversion from base 2 to base 3.

Remark 5 Most of the transducers we shall consider have only accgsiates.
This special feature allows to use these transducers iterigt

2.2 Notions of automatic monoids

First defined by Thurston two decades ago, automatic graaeted a lot of at-
tention in geometric and combinatorial group theory andlaeesubject of a major
book [11] (see also [1]). Roughly speaking, an automatiaigns a finitely gen-
erated group for which one can check, by means of a finite aattmm whether
two words over a finite generating alphabet represent thee slement or not,
and whether or not the elements they represent differ byiphichtion by a single
generator. A few years ago, the notion of automaticity wasegaized for semi-
groups and monoids : it is worth mentioning the work by Hoffman [12] (see
also [5,13,15,20]).

As with automatic groups, we may consider automata readhirg pf words where
we introduce gadding symbolo deal with the case where the lengths of the two
words are not the same. One can introduce the paddings oigkti@r on the left.



Definition 6 For every alphabetX, the mappings. x and < x from X* x X*
toY*with$ ¢ X andY = (X U{$}) x (X U{$})\ {($,9)} are defined by

(z1,91) (T, Yn) forn = m,

(xl"'xnayl"'ym)X = (xlgyl)(xnayn)($7yn+1)($7ym) forn < m,

(xla yl) e (:Ema ym)(xm+1, $) s ($n, $) forn > m,

and(zy -+ Tp, Y1 - - - Ym)x to be the mirror ofx,, - - - 1,y - - - y1) x, Where ther;’s
and they,'s belong toX for1 <i <nandl <j <m.

Hoffmann purposed then four notions of automaticity for sgoups : roughly
speaking, forr, i in {left, right}, a semigroup is said to bep-automatic if it is
automatic withr the direction ofpaddingandy the direction oimultiplication

For a monoidV/ generating by a set, there is a canonical mapping: X* — M.

Definition 7 Assume thal/ is a monoid—or a semigroup—generating by a finite
setX and thatL is a language oveX that maps ontal/. Then

(X, L) is aleft-left automatic structuréor M
<—
if 8L = {(u,v)x :u,v € L,vu =70} isregular forr € X U {e};

(X, L) is aright-left automatic structurtor M
R
if ,L® ={(u,v)x :u,v € L,xu="1}isregularforr € X U{e};

(X, L) is aleft-right automatic structureor M
— =
if 8L, = {(u,v)x :u,v € L,uxr = v} isregularforz € X U {e};

(X, L) is aright-right automatic structurier M

if LS = {(TU))X cu,v € L,ux = v} isregular forr € X U {e}.
Those automata accepting such languages are caitpdhlity recognizer automata
for z = e andmultiplier automatdor = € X.

The notion ofautomaticas defined in [5] for semigroups is equivalent to the no-
tion of right-right automatichere. These four notions of automaticity are shown
to be independent for general semigroups and to collapseidual notion ofu-
automaticity for cancellative monoids (whether automstimplies biautomaticity

is still an open question for groups). Roughly speakingptioperty of automaticity
for a cancellative monoid does not depend on the directiggadtiing or reading.

Proposition 8 Assume that/ is a cancellative monoid generating by a finite Xet
and L is a language oveX that maps ontd/. Then, foru in {left, right}, (X, L)
is a left automatic structure forV/ if and only if (X, L) is a right-u automatic
structure for/.



Remark 9 Hoffmann exhibited an example of a cancellative monoid $htsfies
all four of notions of automaticity but which is not rightaitomatic, that is, which
does not admit a structure being both right-left and riglght automatic.

2.3 Hoffmann’s criterium

The automatic structures for groups are characterized l@pmgtric condition on

the associated Cayley graph, known asfélew traveller property(see [11, Theo-
rem 2.3.5]). Roughly speaking, a formal langudgever an alphabeX generating

a groupG satisfies the fellow traveller property if paths in the Caydgaph ofG

with respect taX, which are labelled by words ih and which eventually converge

to within a distance of, never diverge beyond some given distance. If one seeks
to apply this condition to monoids, one must decide what orama bydistance

in a monoid Cayley graph. For cancellative monoids, a coevgmotion is the
following :

Definition 10 Assume thatl/ is a monoid with a finite generating alphab&t
Then the functiodx : M x M — N U {oco} (resp.d”) defined by

dx(a,b) = min{|w| : w € X* and(wa = bora = wb)}

(resp.d¥(a,b) = min{|w| : w € X* and(aw = bora = bw)}) is called theleft
(resp.right) directed distance function @ff with respect taX.

Note that such a notion of distance does not satisfy thegulkan inequality.

Definition 11 Assume thatl/ is a monoid with a finite generating alphab&t
Then a languagd. over X is said to satisfy théeft (resp.right) directed fellow
traveller property (with respect /) if there exists a positive integérsuch that,
for any two words, v in L satisfyingdx (u, v) < 1 (resp. satisfying™ (u, v) < 1),
we havely (uy, vy) < k (resp.d® (ulf, o) < k) for every nonnegative integer

What we refer to Hoffmann’s criterium is the following resulet us mention that
the original version [12, Proposition 8.3] is stated in tesfra semigroupS such
that, for everyu, b, d in S satisfyingab = ad, cb = cd holds for every in S. Now,
in the case of a monoid, the previous hypothesis is equitaddaft cancellativity.

Theorem 12 Assume thad/ is a right (resp. left) cancellative monoid with a finite
generating alphabek . Then every regular language over X mapping onta\/
and satisfying the left (resp. right) directed fellow trdee property with respect
to M provides a left (resp. right) automatic structure fof.

Let us mention that several different geometric conditicmaracterizing automatic
monoids were investigated (see [24] for instance).



3 Background from left divisibility monoids

In this section, we list some basic properties of left divilgly monoids, and sum-
marize results by Droste & Kuske about them. For all the tesglioted in this
section, we refer the reader to [10,17,18].

3.1 Divisors and multiples in a monoid

Assume thatV/ is a monoid. We say thal/ is conicalif 1 is the only invertible
element inM. Fora,b in M, we say thab is a left divisor ofa—or thata is a
right multiple of b—if a = bd holds for somel in M. The set of the left divisors
of b is denoted by, (b). An element is a right lower common multiple—or a right
Icm—of @ andb if it is a right multiple of botha andb, and every right common
multiple ofa andb is a right multiple ofc. Right divisor and left multiple are defined
symmetrically.

If ¢, ¢ are two right Icm’s ofa andb, necessarily: is a left divisor ofc’, andc’ is
a left divisor ofc. If we assumeé\/ to be conical and cancellative, we have- ¢'.
In this case, the unique right Icm afandb is denoted by: v b. Cancellativity and
conicity imply that left and right divisibility are order lisgions.

Let M be a monoid. Anrrreducible elemenbf M is defined to be a non trivial
elementa such thata = bc impliesb = 1 or ¢ = 1. The set of the irreducible
elements inV/ can be written agM \ {1}) \ (M \ {1})2.

3.2 Main definitions and properties for left divisibility moaids

Let (P, <) be a partially ordered set. Then, for amyin P, |(a) comprises all
elements dominated hy, that is,| (a) = {b € P;b < a}. Thewidth of a partially
ordered set is the maximal size of an antichain, that is, aefwduch that any two
distinct elements are incomparable. The partially ordeetdP, <) is a lattice if,
for any twoa, b in P, the least upper bounhp(a, b) = a v b and the largest lower
boundinf(a,b) = a A b exist. The lattice( P, <) is distributiveif a A (bv ¢) =
(anb)v(anc)foranya,b,cin P. Thisis equivalentta v (bac) = (avb) A (avc)
for anya, b, c in P. For properties of finite distributive lattices, we refee tteader
to [4].

Definition 13 A monoidM is called aleft divisibility monoid—or simply adi-
visibility monoid—if M is cancellative and finitely generated by its irreducible
elements, if any two elements admit a left gcd and if everpeaién dominates a
finite distributive lattice| (a).



Note that the finiteness requirement on lattices is in fathecessary since it fol-
lows from the other stipulations. Note also that canceifiigtiand the lattice condi-
tion imply conicity. The left gcd of two elements b will be denote byu A b. The
length|a| of an element is defined to be the height of the latti¢é:).

Example 14 Every (finitely generated) trace monoid is a divisibilitymoead. Both
the monoidg z,y, 2 : vy = yz ) and( z,y, z : 2*> = yz, yx = 2z? ) are not trace
but left divisibility monoids. The monoidr, y, 2 : 22 = yz, xy = 2?) is neither
a left nor a right divisibility monoid—a monoid being calledright divisibility
monoidif its antiautomorphic image is a left divisibility monoid.

An easy but crucial fact about left divisibility monoids fetfollowing.

Lemma 15 Assume that\/ is a left divisibility monoid. Then finitely many ele-
ments inM admitting at least a right common multiple admit a uniquentitem.

The following result states that there exists a decidalasscbf presentations that
gives rise precisely to all left divisibility monoids.

Theorem 16 Assume thatl/ is a monoid finitely generated by the setof its
irreducible elements. Thel is a left divisibility monoid if and only if

(i) |(xyz) is a distributive lattice,
(i) zyz = xy'2 or yzx = o2’z impliesyz = y'7/,
(i) zy =o'y, vz = 2’2 andy # z implyz = 2/,
foranyx,y, z, 2,9/, 2/ in X, and if

(iv) we haveVl = >*/~, with ~ the congruence ob* generated by the pairsy, zt)
forz,y,z tin X andxy = zt.

Kuske studied a left normal form generalizing the Cartieata normal form known
from the theory of Mazurkiewicz traces. This left normalrfocan be computed
by an infinite transducer and Kuske claims in [17] that théetatvould allow to

prove that every left divisibility monoid is automatic. Hisain result is that the
transducer is finite if and only if the monoid is width-bouddé& and only if the

monoid is a regular monoid [23]. We shall come back to Kusk#isite transducer
in Remark 33.



4 Aright normal form

Our goal being to construct finite transducers allowing tmpate normal forms
and standard transducers reading words from the left toigi, e shall define
a right normal form. The right normal form of an element will be defines a

unique decomposition into a product of so-called hypersutdere the rightmost
hypercube is the maximal one, and so on.

Our aim is to show that the right normal form we consider iemged with a
biautomatic structure using Hoffmann'’s criterium.

4.1 Definition of a right normal form

A naturalleft normal form forleft divisibility monoids is defined in [18] and then
calledFoata normal form The latter does not seem to be always the best fitted to
standard transducers, which reads from the left to the.righe could work with
right divisibility monoids, but this would devalue the property feft-right reading

of being standard. A convenient choice is to construagjlat normal form forleft
divisibility monoids. Although less natural priori, this choice will be shown to
provide equivalent features.

Definition 17 Assume thafl/ is a left divisibility monoid. An elemeritin M is
called ahypercubef there exist irreducibles,, . . ., x, satisfyingh = zyv---vz,.
By convention, the trivial elemeitis a hypercube.

Since every finite distributive lattice whose upper bounthésjoin of its atoms is a
hypercube (see [4] or for instance [26, page 107]), a hyferaua left divisibility
monoid is an elemerit whose lattice (h) is a hypercube. In particular, since every
interval of a hypercube lattice is a hypercube lattice, ydgvisor of a hypercube
in a left divisibility monoid is a hypercube.

Lemma 18 Assume thab/ is a left divisibility monoid. Then every elementiif
is right-divided by a unique maximal hypercube.

Proof. Let d be an element id/ and{z,,...,z,} be the set of those irreducible
elements that divide€ on the right. Sincel is a common left multiple of the;’s,
there exists at least one minimal common left multiple of#fi® Such an element
is therefore a hypercube, namely-aube. Assume now thatandc are two distinct
p-cubes dividingl on the right. Then the elemenitsc in M satisfyingd = b'b =
c’c do not admit a unique right lcm in the latti¢éd), contradicting Lemma 15. O



Definition 19 Assume thad/ is left divisibility monoid. Theight normal formof a
non-trivial element: in M is the unique decomposition into non-trivial hypercubes
N(a) = hy-...-hy suchthat = h,, - - - hy holds in) andh; is the unique maximal
hypercube right-dividing,, - - - h; for 1 <i < p. Moreover, we selN(1) = 1.

The remainder of this section is devoted to prove severget@s of this right
normal form. The latter will allow to finally establish th&g language of these right
normal forms provides a biautomatic structure to everydefisibility monoid.

4.2 Regularity of the language of right normal forms

The first of the two key points is that the normality of a woraln&racterized by a
local condition, what is captured by the following lemma.

Lemma 20 Assume that\/ is a left divisibility monoid andH is the set of its
hypercubes. Lelh : M — H map an elemeni to the maximal hypercube right-
dividing a. Thenh(ab) = h(h(a)b) holds for any two elements b in M.

Proof. We use an induction on the lenghj of b. For |b| = 0, the formula fol-
lows fromh? = h. Assume|b| = 1. Thenb is an irreducible element, sdy=

x. Let yq,...,y, be the distinct irreducible elements right-dividing so right-
dividing h(a) by definition. The distributivity condition implies thatif every,

there exists at most one irreducible elemgnsatisfyingy; > = t;, z;, for some irre-
duciblet;; # y;. Thereforeh(az) andh(h(a)z) are the(q + 1)-cube right-divided
by z,yi, ..., y, with ¢ < p. We obtainh(ax) = h(h(a)z) for every element and
every irreducible: in M.

Assume nowb| > 1. Then there exist an irreducibleand an element’ in M
satisfyingb = xt/, and, by induction hypothesis, we obtain

h(ab) = h(azxd’) = h(h(az)d') = h(h(h(a)z)b') = h(h(a)zb') = h(h(a)b),
which concludes the induction.O

Proposition 21 Assume thab/ is a left divisibility monoid and is the set of its
hypercubes. Léty, ..., h, belong toH. Thenh, - ... - h; is a right normal form if
andonly if so ish;,1 - h; for 1 < i < p.

Proof. Using the formuléh(ab) = h(h(a)b) from Lemma 20, we fint(%,, - - - h;) =
h(hZJrth) for 1 <i<p 0O

Corollary 22 Assume thad/ is a left divisibility monoid. Then the language of its
right normal forms is regular.

10



Proof. Our language is over the finite alphaliétof hypercubes inV/. It suffices
to take the automaton with{ as set of states and with a transition framo b
whenevew - b is normal, that is, whenevér(ab) = b holds. O

Remark 23 Contrary to the case of trace monoids (see [16, Lemma 3.2praid
monoids (see [3, Proposition 4.9]), tigeaph of hypercubesf a general left divis-
ibility monoid—defined to be the oriented graph withas set of vertices and with
an edge fromu to b wheneveh(ab) = b holds—need not necessarily be strongly
connected, even if a condition ofeducibility (see [22]) is required. For instance,
in the divisibility monoid( z,y, z : 2* = yz,y* = zx, 2% = xy ), there is no right
normal form likez? - ... - z. The graph of its hypercubes is displayed on Figure 3
(we have omitted the vertices of the two central hyperculbeshvanyway are not
involved in the strong connectivity). Such a graph is knowitha graph of cliques
in [16] and as Charney’s graph in [3], and its strong connetty plays a pivotal
role in the study of trace monoids and braid monoids, respelgti

Fig. 3. The graph of hypercubes for, y, 2 : 22 = yz,9y% = 22,22 = 2y ).
4.3 Afellow traveller property for the language of right maal forms
The second key point is that the right normal forms have a lbéteviour towards

both leftandright multiplication.

Proposition 24 Assume thafl/ is a left divisibility monoid. Let: be an element
in M with right normal formh,,, - ... - hy and lety, z be hypercubes. Then

(i) the right normal form ofya ish!, - ... h} -y, (or possiblyh!, ;- ... h} - yo)
with y,, = y, y;-1 = h(y;h;) andy;h; = hiy; o for 1 <i < m.

(i) the right normal form otz is z,,,-h! -. . .-k (or possiblyr! -...-h) with zy = z,
h;/ = h(hizi_l) andzih;’ = h;zi_1 for1 <i<m.

Proof. (Figure 4) Using the formulh(ab) = h(h(a)b) from Lemma 20, we obtain

11



forl1 <i<j<m,and
h(hm tee hizi—l) = h(h(hm tee hi)zi—l) = h(hzzz_l) = h;l
forl <i<m.

The only point remaining to be checked is that s andz,, are hypercubes. For
this, it suffices to show that the right normal form of the prodof two hypercubes
has length at most two. Assume thab are two hypercubes. We denote d&ythe
element satisfyingb = a’h(ab). As b is a hypercube, we havg(ab) = a”b for
some hypercube’. By right cancellation, we obtaim = «'a”. Thend' divides the
hypercube:, and, thereforey’ is a hypercube too. This concludes the proaf]

T hy

Ym = Z/\ ‘zo =z

N Pt hq

i, o1 hy hy

Ym = y\ Ym—1 21 lzo =z
b, [ - hy
hom o1 h o i hi

Ym = y\ Ym—1 |Ym—2 Y1 Yo Zm, Zm—1 |Zm—2 |21 lzo =z
[ h T hq

Fig. 4. The right normal forms afa andaz from the right normal fornh,,, - ... - h; of a.

Although quite natural, the latter result was not obvioustehand. Indeed, putting
in normal form a product of two hypercubes might have requsay three hyper-
cubes, since the condition for being normal discards soroendpositions.

Proposition 24 is therefore exactly what we need to show thaddition to the
regularity of the language of its right normal forms, evesit Hivisibility monoid
satisfies the required deep geometric property :

Corollary 25 The language of the right normal forms of every left divigipi
monoid satisfies both the left and the right directed fellawveller properties.

12



Proof. We are going to show that, for every hypercutieesp.every hypercube),
the left (fesp.right) directed distance between the right normal form ofesex
menta and the one ofia (resp.the one ofiz) is uniformly bounded by, what will
establish the leftrésp.right) directed fellow traveller property.

The point is to consider the sat of its hypercubes as a generating alphabef\for

() Let a,b in M satisfydy (a,b) < 1. The result is trivial fordy(a,b) = 0. As-
sumedy(a,b) = 1. Then we can suppose, without loss of generality, that ya
holds for somey in H. Leth,, - ... - hy be the right normal form od. By Proposi-
tion 24(i), the right normal form ofish/  -. . .- b} -yo (or possiblyh), | -...-h}-y0)
with y,,, = v, y;-1 = h(y;h;) andy;h; = hly;—, for 1 < i < m. Therefore, for ev-
eryt > 0, we find

dH(a[t],b[t]) = d’H(ht ot hl, h;il ot hll . yo) < 2.

Indeed, by definition, we haveg, ; = h(y.h;) and, ash, is a hypercube, we
havey,_; = y;h; for some hypercubg : we obtainy,h; - - - hy = y¢—1hi—1 -+ - hy =
hy_y - Riyo.

(i) Let a,b in M satisfyd™(a,b) < 1. The result is trivial ford”(a,b) = 0. As-
sumed™(a,b) = 1. Then we can suppose, without loss of generality, that az
holds for some: in H. Leth,, - ... - hy be the right normal form od. By Proposi-
tion 24(ii), the right normal form ob is z,, - . - ... - h! (or possiblyr!, - ... hY)
with zp = z, h! = h(h;z;_1) andz;h! = h;z;—; for 1 < i < m. Two cases may
occur. First, assume,, = 1. Then, for every > 0, we find

A" a0y = @™ (B - B, BB ) <2,

since we havéy,, - - - hp,—yy1 = hiy -~ b, 2, NOW @assume,,, # 1. Then,
for everyt > 0, we find

A" (@ 0) = d (B - < a1 2 Bl i) < 2.

Indeed, by definition, we havk_, , = h(hy,—t112m—¢) and, asz,,_, is a hy-
percube, we havé! .., = 2, z,, for some hypercube;, , : we obtain as

m

requiredh,, - - - b1 = 2, - - by 92, . This concludes the proof.O

5 Biautomaticity and associated finite transducers

In this section, we establish the main theorems of the papkillastrate them with
several examples. We finally discuss about transducers aftgler automata.
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5.1 Biautomaticity

The results from the previous section make us ready to esttahle biautomaticity
of left divisibility monoids.

Proposition 26 The language of the right normal forms provides a biautomati
structure to every left divisibility monoid.

Proof. According to Theorem 12, in a cancellative monoid, everylaglanguage
satisfying the directed fellow traveller property for bt and right multiplication
provides a biautomatic structured

The latter provides an original and complete proof to the ttaat every left divisi-
bility monoid is automatic [18]. Actually, Proposition 28avs to state :

Theorem 27 Every left divisibility monoid is biautomatic.

5.2 Finite transducers computing right normal forms

Following Thurston’s original idea concerning the autoigigt of the braid groups

(see [11]), Dehornoy constructed in [7] an explicit finitartsducer computing nor-
mal forms in every Garside monoid (see also [21]). We show Heat these meth-
ods can be adapted to left divisibility monoids. All thesesducers work similarly
to the one in Example 4.

Theorem 28 Every left divisibility monoid admits an explicit finite traducer which
allows to compute right normal forms in quadratic time.

Proof. Let M be a left divisibility monoid and the set of its irreducible elements.
The transducer can be built as follows. First, the set ofthies is exactly the sét

of the hypercubes ifd/. Next, for every state in H and every irreducible in 3,
there is an arrow from to the state defined to be the maximal hypercubeZin
right-dividingax, which is well-defined according to Lemma 18 ; this arrow exth
labelled byz|u wherew is any word oved: satisfyingaZ = ub.

The right normal formN(w) of a given wordw over X—formally defined to
beN(w) according to Definition 19—is then computed as follows. Dgtihe read-
ing of w by the just defined transducer, one concatenates the congisyg outputs
(eventually empty, namely) of trodden arrows. At the end of the readingafthe

ambient state is the first hypercube of the right normal fofz(w) of w and the
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word w’ obtained by concatenating the various outputs is the watrémains to
be normalized : we hav¥ (w) = N(w’) - s. With A andr as in Definitions 1 and 2,
we obtainN(¢) = 1 andN(w) = N(A(w, 1)) - 7(w, 1) forw #e. O

Remark 29 Additional arrows allow the just defined transducers to beeable
to read words over the whole alphalbAt. Precisely, the associateaugmented
transducer can be defined as follows. Again, the set of thesstaH. Then, for
every statex in H and every hypercubg in H, there is an arrow fronu to the
stateb defined to be the maximal hypercubeHiright-dividing ah, which is well-
defined according to Lemma 18 ; this arrow is then labelled:gywherer is the
hypercube satisfyingh = kb, which is well-defined according to Proposition 24.

5.3 Three examples

We apply Theorem 28 on those left divisibility monoids froxeinple 14 and from
Remark 23.

Example 30 Figure 5 displays the 5-state transducer which allows to pota
right normal forms in the left divisibility monoid z,y,z : xy = yz ). Indeed,
the hypercubes are = \/{ }, x = V{z},y = V{y},z = V{z} andw = 77 =
yz = \{z,y}. The initial state is the state. Next, thes x 3 = 15 labelled arrows
are constructed as in the previous proof. For instance,gher arrow between the
statew and the maximal hypercube right-dividingz = Tyz = Tw, namely the
statew itself ; this arrow is then labelled by|x.

Fig. 5. The transducer fdrz,y, z : xy = yz ).
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Example 31 Figure 6 displays the 6-state transducer for the secondligfsibility
monoid in Example 14, namely the mondid, y, z : 2? = yz,yr = 2 ). Let us
observe how this transducer allows us to compute the righthabform of a word—
say the wordv, = yzyzrxz—in the associated monoid. The readingwgffrom the
state 1 leads to the state; = z2, and the concatenation of the corresponding
outputs is the wordv; = zzyy. Therefore, we hav®& (wy) = N(wy) - s1. The
word w; obtained is the word that remains to be normalized : the negdif the
word w; = zxyy from the statd leads to the state; = y, and the concatenation
of the output labels of trodden arrows is the wargl = xzy. We obtainN (w,) =
N(wy)-s2-s1. Repeating the process twice again, we finally obtain thietmgrmal
formN(yzyxzz) =x2 -y -y - z°

Fig. 6. The transducer fdrz, y, 2 : 22 = yz,yr = 22 ).

Example 32 Figure 7 displays the 8-state transducer allowing to corepught
normal forms in the left divisibility monoifz, y, 2 : 22 = yz,y? = 22, 2° = 2y )
introduced in Remark 23. The transducer can be comparedthdticorresponding
graph of hypercubes of Figure 3. Moreover, this example oivasitility monoid
distinguishes from each of the two latter by its non widtl#imedness, and so by its
non rationality (see [18]). Indeed, for every € N, the width of the latticg (=™)
equals the number of partitions af into at most three parts, hence equals the
nearest integer té% (sequenc&001399from [25]).

Remark 33 The transducer of Figure 5 can be compared to Kuske’s tracesdof

Figure 8 whose relevance was mentioned at the very end ab8e&ctRecall that,
in this rational case, a normal form is computed through am run.
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Fig. 7. The transducer fdrz, y, z : 22 = yz,y? = 22,22 = 2y ).

5.4 Transducerss multiplier automata

In the context of computing normal forms in divisibility moids, the afore de-

scribed transduction machinery seems to afford severardadges over the clas-
sical multiplier automata. These advantages revolve atbwn main ideas : legi-

bility and efficiency. The legibility of our transducer cogeom the relative com-

pactness of the data, and, above all, from the fact that &phgstructure mimics

the lattice structure that the set of hypercubes is endowid w

As regards efficiency, one can observe that, even if the phigitiautomata—which
are chosen deterministic—can be viewed and used as trasrsdiice latter are
in general neither subsequential nor even subsequentiBiidetime efficiency is
known to be substantially increased when subsequentidiimaxare used (see [19]
for instance). Moreover, it is worth to noticing that ountsalucers are able to com-
pute the rightmost hypercube of the right normal form indingme.

In order to illustrate the purpose, the reader is invitedampare Figures 5 and 9.
The latter shows the equality recognizer automatadn and the multiplier au-
tomataM,, M,, M, and M,,. In order to compute the right normal form of a
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Fig. 8. Kuske's transducer fdrz, y, z : xy = yz ).

word z; - - - x,, over Y or even overH, the right normal forms of successive pre-
fixesz, - - - x; are computed by applying!.,, to the normal forme, - - - ;4.

Finally, it appears that, in the case of Artin’s braid morsiaf Garside monoids,
of free partially commutative monoids, and now in the caséitibility monoids,
the biautomaticity and the associated transducers argrassirom the particular
structure—namely a lattice or semi-lattice structure—kad divisibility relation.
Even if a global approach seems to be out of reach, few expeatahinvestigations
indicate that wider classes of automatics monoids couldumy/svith similar tools
and afford a new insight on the subject.

Acknowledgements

The author is grateful to Manfred Droste, Dietrich Kuskelva@yn Lombardy, Jean
Mairesse and Jacques Sakarovitch for several helpful csatiens and the anony-
mous referees for their careful readings of the paper.

References

[1] G.Baumslag, S. M. Gersten, M. Shapiro & H. Shértitomatic groups and amalgams
J. Pure Appl. Algebrd@6(1991) 239-316.

[2] J. Berstel,Transductions and context-free languagB®<s. Teubner (1979).

18



[3]

[4]

[5]

[6]

[7]

[8]
[9]

Fig. 9. Multiplier automata fof z,y, z : zy = yz ).

M. Bestvina,Non-positively curved aspects for Artin groups of finitesty@eometry
& Topology 3 (1999) 269-302.

G. Birkhoff, Lattice theory Third Edition, Collog. Publ. 25, American Math. Soc.,
Providence (1967).

C. M. Campbell, E. F. Robertson, N. RuSkuc & R. M. Thom@&stomatic semigroups
Theoretical Computer Scien@80(2001) 365—-391.

P. Cartier & D. FoataProblemes combinatoires de commutation &mrangements
Lecture Notes in Mathemati@&b (1969).

P. Dehornoy,Groupes de GarsideAnnales Scientifiqueécole Normale Supérieure
35(2002) 267-306.

V. Diekert & G. RozenbergThe book of tracesNorld Scientific, Singapour (1995).

M. Droste, Recognizable languages in concurrency monoidsoretical Computer
Sciencel50(1995) 77-109.

19



[10] M. Droste & D. Kuske Recognizable languages in divisibility monqitisathematical
Structures in Computer Scienté (2001) 743-770.

[11] D. B. A. Epsteiret al., Word processing in groupsones & Bartlett Publishers, Boston
(1992).

[12] M. Hoffmann,Automatic semigroup$hD Thesis, Dpt of Mathematics and Computer
Science, University of Leicester (2000).

[13] M. Hoffmann & R. M. ThomasNotions of automaticity in semigroupSemigroup
Forum66 (2003) 337-367.

[14] J. E. Hopcroft & J. D. Ullmann]ntroduction to automata theory, languages, and
computation Addison-Wesley (1979).

[15] J. F. P. HudsonRegular rewrite systems and automatic structur8gmigroups,
automata and languages (1994) 145-152.

[16] D. Krob, J. Mairesse & |. MichosComputing the average parallelism in trace
monoids Discrete Mathematic873(2003) 131-162.

[17] D. Kuske,On rational and on left divisibility monoidSechnical Report, TU Dresden
MATH-AL-3 (1999) 1-28.

[18] D. Kuske,Divisibility monoids : presentation, word problem, andicatal languages
Lecture Notes in Computer Scien2&38(2001) 227-239.

[19] M. Mohri, Finite-State Transducers in Language and Speech Proggssin
Computational Linguistic23-2(1997) 269-311.

[20] F. Otto & N. Ruskuc,Confluent monadic string-rewriting systems and automatic
structures J. Autom. Lang. Comi6-3 (2001) 375-388.

[21] M. Picantin, Automatic structures for torus link groups. Knot Theory & its
Ramificationsl2-6 (2003) 833-866.

[22] —, Garside monoids vs divisibility monoidslathematical Structures in Computer
Sciencel5-2(2005) 231-242.

[23] J. SakarovitchEasy multiplications. |. The realm of Kleene’s theordnformation
and Computatior74 (1987) 173-197.

[24] P. V. Silva & B. SteinbergA geometric characterization for automatic mongidise
Quarterly Journal of Mathemati&b-3(2004) 333-356.

[25] N. J. A. Sloane,The On-Line Encyclopedia of Integer Sequencpsblished
electronically at www.research.att.conmjas/sequences.

[26] R. P. StanleyEnumerative combinatoric€amb. Stud. Adv. Math9 (1998).

20



