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Abstract: This paper deals with convergence results of Howard’s algorithm for the reso-
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Quelques résultats de convergence pour l’algorithme de

Howard

Résumé : Nous étudions des résultats de convergence pour l’algorithme de Howard appliqué
à la résolution du problème mina∈A(Bax− ba) = 0 où Ba est une matrice, ba est un vecteur
(éventuellement de dimension infinie), et A est un ensemble compact. Nous obtenons une
convergence surlinéaire, sous une hypothèse de monotonie des matrices Ba.

Dans le cas particulier d’un problème d’obstacle de la forme: min(Ax − b, x− g) = 0 où
A est une matrice N × N monotone, nous prouvons que l’algorithme de Howard converge
en N itérations. De plus, nous établissons l’équivalence entre l’algorithme de Howard et la
méthode primal-dual (M. Hintermüller et al., SIAM J. Optim., Vol 13, 2002, pp. 865-888).
Nous étendons aussi l’algorithme de Howard à la résolution du problème de double obstacle
de la forme: max(min(Ax − b, x − g), x − h) = 0.

Des tests numériques sont aussi réalisés pour l’approximation d’équations aux dérivées
partielles provenant de la finance (option américaine, optimisation de portefeuille), et d’un
problème de double obstacle.

Mots-clés : algorithme d’Howard (itérations sur les politiques), algorithme primal-dual,
méthode de Newton semi-lisse, convergence surlinéaire, problème de double obstacle



Some convergence results for Howard’s algorithm 3

1 Introduction

The aim of this paper is to study the convergence of Howard’s algorithm (also known as the
”policy iteration algorithm”) for solving the following problem:

Find x ∈ X , min
a∈A

(Bax − ba) = 0, (1)

where A is a non empty compact set, and for every a ∈ A, Ba is a monotone matrix and
ba ∈ X (here either X = R

N for some N ≥ 1, or X = R
N

∗

).
Problems such as (1) come tipically from the discretization of Hamilton-Jacobi-Bellman

equations [9], or from the discretization of obstacle problems.
In general, two methods are used to solve (1). The first one is a fixed point method

called ”value iterations algorithm”. Each iteration of this method is cheap. However, the
convergence is linear and one needs a large number of iterations to get a reasonable error. The
second method, called policy iteration algorithm, or Howard’s algorithm, was developped
by Bellman [4, 5] and Howard [11].

Here, we prove that (when A is a compact set) Howard’s algorithm converges super-
linearly. To obtain this result, we use an equivalence with a semi-smooth Newton’s method.

Puterman and Brumelle [20] were among the first to analyze the convergence properties
for policy iterations with continuous state and control spaces. They showed that the algo-
rithm is equivalent to a Newton’s method, but under very restrictive assumptions which are
not easily verifiable. Recently, Rust and Santos [22] obtained local and global super-linear
convergence results for Howard algorithm applied to a class of stationary infinite-horizon
Markovian decision process (under additional regularity assumptions, the authors even ob-
tain up to quadratic convergence; see also [21]).

In the first part of this paper, we give a simple proof for the global super-linear conver-
gence. We recall also that when X = R

N (for some N ≥ 1), and when A is finite, then
Howard’s algorithm converges in at most (Card(A))N iterations.

In the second part of the paper, we focalize our attention to the finite dimensional
obstacle problem. More precisely, we are interested by the following problem (for N ≥ 1):

find x ∈ R
N , min(Ax − b, x − g) = 0, (2)

where A is a monotone N × N matrix (see Definition (2.2)), b and g in R
N . This problem

can be written in the form of (1), with Card(A) = 2. We prove that a specific formulation of
Howard’s algorithm for problem (2) converges in no more than N iterations, instead of the
expected 2N bound. We also show that Howard’s algorithm is equivalent to the primal-dual
active set method for (2), studied in [10, 6, 12]. Using the equivalence of the algorithms, we
also conclude that the primal-dual active set method converges in no more than N iterations.

Let us briefly outline the structure of the paper. In Section 2 some notations and
preliminary results are given. In Section 3 we prove the equivalence between Howard’s
algorithm and a semi-smooth Newton’s method, and then the super-linear convergence.
Section 4 is devoted to the analysis of the obstacle problem, and the equivalence between
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4 O. Bokanowski, S. Maroso & H. Zidani

Howard’s algorithm and the primal-dual active set method. In section 5 we study a policy
iteration algorithm for the following double obstacle problem (for N ≥ 1):

find x ∈ R
N , max(min(Ax − b, x − g), x − h) = 0.

and give also a convergence result in finite number of iterations.
Finally in Section 6 we present some numerical applications. In the context of mathe-

matical finance, the above algorithms are applied to the resolution of implicit schemes for
non-linear PDE’s, in the case of the American option and for Merton’s portfolio problem.
The convergence for a double-obstacle problem is also illustrated and compared with a more
classical ”Projected Successive Over Relaxation” algorithm.

2 Notations and preliminaries

In all the sequel, X denotes either the finite dimensional vector space R
N for some N ≥ 1,

or the infinite dimensional vector space R
N

∗

. We consider the set of matrices M defined as
follows: M := R

N×N (if X = R
N ), or M := R

N
∗×N

∗

(if X = R
N

∗

). We will also use the
notation I := {1, · · · , N} (if X = R

N ), or I := N
∗ (if X = R

N
∗

).
Let (A, d) be a compact (metric) set. For each a ∈ A, the notations ba and Ba will refer

respectively to a vector in X and a matrix in M associated to the variable a.
Throughout all the paper, we fix two real numbers p, q ∈ [1,∞] such that 1

p + 1
q = 1, and

use the following norms:

• For x ∈ X , ‖x‖p :=

(∑

i∈I

|xi|
p

)1/p

(if p < ∞) and ‖x‖∞ := sup
i∈I

|xi|.

• For A ∈ M, we denote

‖A‖q,∞ := max
i∈I

(∑

j∈I

|Aij |
q

)1/q

(if q < ∞), ‖A‖∞,∞ := sup
i,j∈I

|Aij |,

‖A‖1,p :=

(∑

i∈I

(∑

j∈I

|Aij |
)p
)1/p

(if p < ∞).

We also denote
ℓp := {x ∈ X, ‖x‖p < ∞} ,

and
Mq,∞ := {A ∈ M, ‖A‖q,∞ < ∞} .

For every x, y ∈ X , we use the notation y ≥ x if yi ≥ xi, ∀i ∈ I. We also denote
x ≥ 0 if xi ≥ 0, ∀i ∈ I, and min(x, y) (resp. max(x, y)) denotes the vector with components
min(xi, yi) (resp. max(xi, yi)).

Also if (xa)a∈A is a bounded subset of X , we denote min
a∈A

(xa) (resp. max
a∈A

(xa)) the vector

of components min
a∈A

(xa
i ) (resp. max

a∈A
(xa

i )).

INRIA



Some convergence results for Howard’s algorithm 5

We consider the problem to find x ∈ X , solution of equation (1):

min
a∈A

(
Bax − ba

)
= 0.

Let
A∞ := AN if X = R

N , or A∞ := AN
∗

if X = R
N

∗

,

endowed with the topology such that αk k→+∞
−−−−−→ α in A∞, if αk

i
k→+∞
−−−−−→ αi for all i ∈ I.

Remark 2.1 For α = (ai)i∈I ∈ A∞, we denote B(α) and b(α) the matrice and vector such
that Bi,j(α) := Bai

i,j and bi(α) = bai . Then we notice that (1) is equivalent to the following
equation:

find x ∈ X, min
α∈A∞

(
B(α)x − b(α)

)
= 0, (3)

because in (3) the ith row is a minimisation over ai (the ith component of α) only.

We consider the following assumption:

(H1) α ∈ A∞ 7−→ B(α) ∈ Mq,∞ and α ∈ A∞ 7−→ b(α) ∈ ℓ∞ are continuous.

In order to give a general existence result, we use here the concept of ”monotone” ma-
trices.

Definition 2.2 We say that a matrix A ∈ M is monotone if A has a continuous left inverse
1 and

∀x ∈ X, Ax ≥ 0 ⇒ x ≥ 0.

In the finite dimensional case, A is monotone if and only if A is invertible and A−1 ≥ 0
(componentwise).

In this paper, we also assume that:
(H2) ∀α ∈ A∞, B(α) is monotone.
(H3) In the case when X = R

N
∗

, we have:

εJ := sup
α∈A∞

max
i≥1

( ∑

|j−i|≥J

|Bij(α)|q
)1/q

J→+∞
−−−−−→ 0, if q < ∞,

or εJ := sup
α∈A∞

max
i≥1, |j−i|≥J

|Bij(α)|
J→∞
−−−−→ 0, if q = ∞.

In the finite dimensional case (i.e, X = R
N for some N ≥ 1), assumption (H3) is not

needed. On the other hand, when q < ∞, (H3) is equivalent to sup
a∈A

max
i≥1

( ∑

|j−i|≥J

|Ba
ij |

q

)1/q
J→∞
−−−−→

0.
1That is, there exists C ≥ 0, for any y ∈ ℓ∞, there exists x ∈ ℓp such that Ax = y and ‖x‖p ≤ C‖y‖∞.

RR n° 0123456789



6 O. Bokanowski, S. Maroso & H. Zidani

Remark 2.3 Assumption (H3) is obviously satisfied whenever there exists some K ≥ 0 such
that for every α ∈ A∞, B(α) is a K-band matrix (i.e., ∀α, Bij(α) = 0 if |j − i| > K).

Remark 2.4 Also we notice that assumption (H1) is satisfied if (for instance) we have:

(i) for every i, j ∈ I, the function a ∈ A 7−→ Ba
ij is continuous,

(ii) In the case X = R
N

∗

, assumption (H3) holds, and

ηI := sup
a∈A

max
i≥I, j≥I

|Ba
ij |

I→+∞
−−−−−→ 0.

Howard’s algorithm (Ho-1) Howard’s algorithm for (3) can be defined as follows:

Initialize α0 in A∞,
Iterate for k ≥ 0:

(i) find xk ∈ X solution of B(αk)xk = b(αk).
If k ≥ 1 and xk = xk−1, then stop. Otherwise go to (ii).

(ii) αk+1 := argminα∈A∞

(
B(α)xk − b(α)

)
.

Set k := k + 1 and go to (i).

Under assumption (H2), for every α ∈ A∞, the matrix B(α) is monotone, thus the linear
system in iteration (i) of Howard’s algorithm is well defined and has a unique solution
xk ∈ X .

It is known that Howard’s algorithm is convergent [8]. In our setting, we have the
following result.

Theorem 2.5 Assume that (H1)-(H3) hold. Then there exists a unique x∗ in ℓp solution
of (3). Moreover, the sequence (xk) given by Howard’s algorithm (Ho-1) satisfies
(i) xk ≤ xk+1 for all k ≥ 0.
(ii) xk → x∗ pointwisely. (i.e., ∀i ∈ I, lim

k→∞
xk

i = x∗
i ).

(iii) If A is finite and X = R
N , (Ho-1) converges in at most (Card(A))N iterations (ie, xk

is a solution for some k ≤ (Card(A))N ).

We shall indeed prove in the next section that we have the stronger global convergence
result (Theorem 3.4):

lim
k→∞

‖xk − x∗‖p = 0, and lim
k→∞

‖xk+1 − x∗‖

‖xk − x∗‖
= 0.

Proof. We start by checking uniqueness. Let x and y two solutions of (3), and let ᾱ ∈ A∞

be a minimizer associated to y:

ᾱ := argminα∈A∞
(B(α)y − b(α)) .

INRIA



Some convergence results for Howard’s algorithm 7

Then
B(ᾱ)y − b(ᾱ) = min

α∈A∞

(B(α)y − b(α)) = 0

= min
α∈A∞

(B(α)x − b(α))

≤ B(ᾱ)x − b(ᾱ).

Hence B(ᾱ)(y − x) ≤ 0, and by using (H2), we get that y ≤ x. With the same arguments,
we prove also that y ≥ x. Therefore, we have y = x which proves the uniqueness result.

To prove that (xk)k is an increasing sequence, we use:

B(αk+1)xk − b(αk+1) = min
α∈A∞

(B(α)xk − b(α))

≤ B(αk)xk − b(αk)
= 0
= B(αk+1)xk+1 − b(αk+1).

Then by the monotonicity assumption (H2) we obtain the result.
We now prove that xk converges pointwisely towards some x∗ ∈ ℓp. By the step (i) of

the Howard algorithm we have

‖xk‖p ≤ ‖B−1(αk)b(αk)‖p

≤ max
α∈A∞

‖B−1(α)‖1,p ‖b(α)‖∞. (4)

Since α 7−→ B(α) is continuous and for every α ∈ A∞, B(α) is invertible, then α 7−→ B−1(α)
is also continuous. Moreover, α 7−→ b(α) is continuous, and A∞ is a compact. This implies,
with the inequality (4), that (xk)k is bounded in ℓp. Hence xk converges pointwisely toward
some x∗ ∈ ℓp. Let us show that x∗ is the solution of (3).

Define the function F for x ∈ X by: F (x) := min
α∈A∞

(B(α)x − b(α)), and let Fi(x) be the

ith component of F (x), i.e.

Fi(x) = min
α∈A∞

[
B(α)x − b(α)

]
i
.

In the case when X = R
N it is obvious that lim

k→+∞
Fi(x

k) = Fi(x
∗). Now consider the

case when X = R
N

∗

and assume that q < ∞ (the same following arguments hold also for
q = +∞). For a given i ≥ 1, and for any J ≥ 1, we have:

|Fi(x
k) − Fi(x

∗)| ≤ max
α∈A

∑

j≥1

|Bij(α)||xk
j − x∗

j |

≤ max
α∈A

( ∑

|j−i|≥J

|Bij(α)|q
)1/q( ∑

|j−i|≥J

|xk
j − x∗

j |
p

)1/p

+ max
α∈A

∑

|j−i|<J

|Bij(α)||xk
j − x∗

j |

≤ εJ‖x
k − x∗‖p + ε1

∑

|j−i|<J

|xk
j − x∗

j |,

RR n° 0123456789



8 O. Bokanowski, S. Maroso & H. Zidani

where εJ , ε1 are defined as in (H3). Hence

lim sup
k→∞

|Fi(x
k) − Fi(x

∗)| ≤ εJ(max
k

‖xk‖p + ‖x∗‖p), (5)

for all J ≥ 0. By using (H3), we conclude that:

lim
k→+∞

Fi(x
k) = Fi(x

∗), ∀i ≥ 1.

By the compactness of A and using a diagonal extraction argument, there exists a sub-
sequence of (αk)k denoted αφk , that converges toward some α ∈ A∞. Furthermore, we
have: ∣∣[B(αk)xk

]
i
−
[
B(α)x∗

]
i

∣∣ ≤ 2εJ +
∑

|j−i|<J

∣∣B(αk)ijx
k
j − B(α)ijx

∗
j

∣∣ ,

and with assumption (H3), it yields: lim
k→∞

(B(αk)xk)i − (B(α)x∗)i = 0. Passing to the limit

in (B(αφk )xφk − b(αφk))i = 0, we deduce that (B(α)x∗ − b(α))i = 0, for all i ∈ I. On the
other hand we have also

Fi(x
∗) = lim

k→∞
Fi(x

φk−1)

= lim
k→+∞

(
B(αφk )xφk−1 − b(αφk)

)
i

= [B(α)x∗ − b(α)]i.

Hence Fi(x
∗) = 0, which concludes the proof of (ii) and implies also that x∗ is a solution of

(3).
To prove (iii) we first notice that there is at most (Card(A)N ) different variables α ∈ A∞.

Then there exist two indices k, ℓ such that 0 ≤ k < ℓ ≤ (Card(A)N ) and αk = αℓ (αk and αℓ

being respectiveley the kth and ℓth iterate of the Howard’s algorithm). Hence xℓ = xk, and
since xk ≤ xk+1 ≤ · · · ≤ xℓ we obtain also that xk = xk+1. Therefore, Howard’s algorithm
stops at the (k + 1)th iteration, and xk+1 = xk is the solution of (3). �

3 Superlinear convergence

First let us prove that Howard’s algorithm for problem (3) is a semi-smooth Newton’s method
applied to find the zero of the function F : ℓp → ℓ∞ defined by

F (x) := min
α∈A∞

(B(α)x − b(α)). (6)

For k ≥ 0, by definitions of αk+1 and xk (the kth iterate of the Howard’s algorithm), we
have

B(αk+1)xk − b(αk+1) = F (xk), and B(αk+1)xk+1 − b(αk+1) = 0.

Therefore, B(αk+1)(xk − xk+1) = F (xk), and thus

xk+1 = xk − B(αk+1)−1F (xk). (7)

INRIA



Some convergence results for Howard’s algorithm 9

The equation (7) can be interpreted as an iteration of a semi-smooth Newton’s method,
where B(αk+1) plays the role of a derivative of F at point xk.

In order to prove the superlinear convergence, we shall prove that F is slantly differen-
tiable in the sense of [10, Definition 1].

Definition 3.1 (Slant differentiability) Let Y and Z be two Banach spaces. A function
F : Y → Z is said slantly differentiable in an open set U ⊂ Y if there exists a familly of
mappings G : U → L(Y, Z) such that

F(x + h) = F(x) + G(x + h)h + o(h)

as h → 0, ∀x ∈ U . G is called a slanting function for F in U .

Let us denote α(x) an optimal minimizer associated to F (x), i.e.,

α(x) := argminα∈A∞
(B(α)x − b(α)),

and let Ax
∞ be the set of the optimal minimizers associated to F (x), i.e.,

Ax
∞ :=

{
α ∈ A∞, B(α)x − b(α) = B(α(x))x − b(α(x))

}
.

For every i ∈ I, we also define the set Ax
i of the optimal minimizers associated to the ith

component of minα∈A∞
(B(α)x − b(α)), i.e.,

Ax
i :=

{
a ∈ A,

[
Bax − ba

]
i
=
[
B(α(x))x − b(α(x))

]
i

}
.

With these notations, it is clear that Ax
∞ =

∏

i∈I

Ax
i (see remark 2.1).

We first prove the following Lemma.

Lemma 3.2 Assume that (H1) holds. For every x ∈ X and for all i ∈ I,

d(αi(x + h), Ax
i ) → 0 as h ∈ ℓp and ‖h‖p → 0,

where αi(x + h) denotes the ith component of an optimal minimizer α(x + h).

Proof. Suppose on the contrary that there exists some δ > 0 and a subsequence hn ∈ ℓp,
with ‖hn‖p → 0, such that d(αi(x+hn),Ax

i ) ≥ δ, ∀n ≥ 0. Let Kδ := {a ∈ A, d(a,Ax
i ) ≥ δ},

the function f : A 7−→ R defined by f(a) :=
[
Bax − ba

]
i
, and

mδ := inf
a∈Kδ

f(a).

We note that Kδ is a compact set, hence mδ = f(ā) for some ā ∈ Kδ. In particular ā /∈ Ax
i

and thus mδ = f(ā) > f(αi(x)). On the other hand, αi(x + hn) ∈ Kδ. Thus

f(αi(x + hn)) − f(αi(x)) ≥ f(ā) − f(αi(x)) > 0. (8)

RR n° 0123456789



10 O. Bokanowski, S. Maroso & H. Zidani

Let C := maxα∈A∞
‖B(α)‖q,∞. We have that ‖F (y) − F (z)‖∞ ≤ C‖y − z‖p for every

y, z ∈ ℓp. Moreover, (F (x+h)−F (x))i = f(αi(x+h))− f(αi(x))+ (B(α(x+h))h)i . Hence
f(αi(x + h))− f(αi(x)) ≤ 2C‖h‖p. Taking h := hn → 0 we obtain a contradiction with (8).
�

The previous Lemma leads to the following result.

Theorem 3.3 We assume that (H1)-(H3) hold. The function F defined in (6) is slantly
differentiable on ℓp, with slanting function G(x) = B(α(x)).

Proof. In the case when X = R
N (for some N ≥ 1), the theorem is a simple consequence

from Lemma 3.2. To prove the assertion when X = R
N

∗

, we proceed as follows. Let x, h be
in ℓp.

From the definition of F , we have for any α ∈ Ax
∞:

F (x) + B(α(x + h))h ≤ F (x + h) ≤ F (x) + B(α)h,

and thus

0 ≤ F (x + h) − F (x) − B(α(x + h))h ≤ (B(α) − B(α(x + h)))h
≤ ‖B(α) − B(α(x + h))‖q,∞‖h‖p.

(9)

Suppose that q < ∞ (the arguments are similar when q = +∞), and let J ≥ 1. We have:

‖B(α) − B(α(x + h))‖q,∞ ≤ max
i≥1

( ∑

|j−i|<J

∣∣Bij(α) − Bij(α(x + h))
∣∣q
)1/q

+ 2εJ .

By Lemma 3.2 there exist αh ∈ Ax
∞ such that d(αh

j , αj(x + h)) → 0 as ‖h‖p → 0, for all
j ≤ J . Thus, by continuity,

lim
‖h‖p→0

max
i

( ∑

|j−i|<J

∣∣Bij(α
h) − Bij(α(x + h))

∣∣q
)1/q

= 0.

Hence

lim sup
h→0

‖B(αh) − B(α(x + h))‖q,∞ ≤ 2εJ .

Since the result is true for any J ≥ 1, letting J → ∞ and using assumption (H3), we obtain

lim
h→0

‖B(αh) − B(α(x + h))‖q,∞ = 0, (10)

and this concludes the proof. �

The slant differentiability of F is usefull to obtain the local super-linear convergence of
the semi-smooth Newton’s method defined by xk+1 = xk −G(xk)−1F (xk) (see [10, Theorem
1.1]). We will also prove the global superlinear convergence of Howard’s algorithm by using
the concavity of F .
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Some convergence results for Howard’s algorithm 11

Theorem 3.4 Assume that (H1)-(H3) are satisfied. Then (3) has a unique solution x∗ ∈ ℓp,
and for any initial iterate α0 ∈ A∞, Howard’s algorithm converges globaly super-linearly,
i.e., lim

k→∞
‖xk − x∗‖p = 0 and

‖xk+1 − x∗‖p = o
(
‖xk − x∗‖p

)
, as k → ∞.

Proof. Existence and uniqueness of the solution, as well as the increasing property of the
sequence xk have already been proved in Theorem 2.5.

There remains to show the super-linear convergence. We consider hk := xk − x∗ and
denote αk+1 := α(xk) = α(x∗ + hk). As in the proof of Lemma 3.2, for all k ≥ 0, we can
find αk,∗ ∈ Ax∗

such that

B(αk+1) − B(αk,∗) → 0 as k → ∞. (11)

Using the concavity of the function F and the fact that F (x∗) = 0 we obtain F (xk) ≤
B(αk+1)(xk − x∗) (indeed for any α ∈ Ax∗

, i.e. an optimal minimizer associated to x∗, we
have F (x) ≤ F (x∗) + B(α)(x − x∗) = B(α)(x − x∗)). Hence, by monotonicity of B(αk+1),

xk+1 = xk − B(αk+1)−1F (xk)

≥ xk − B(αk+1)−1B(αk,∗)(xk − x∗),

and thus

0 ≥ xk+1 − x∗ ≥ (I − B(αk+1)−1B(αk,∗))(xk − x∗). (12)

By Theorem 3.3 and (H1), we obtain I −B(αk+1)−1B(αk,∗)
k→+∞
−−−−−→ 0 (we also use the fact

that B−1(α) is bounded on A). Hence

∃K ≥ 0, ∀k ≥ K, ‖I − B(αk+1)−1B(αk,∗)‖ ≤
1

2
.

We first deduce from (12) that ‖xk+1 − x∗‖p ≤ 1
2‖x

k − x∗‖p and the global convergence.
Then using again (12), we obtain

0 ≥ xk+1 − x∗ ≥ o(xk − x∗),

and this concludes the proof of super-linear convergence. �

Remark 3.5 The proof of the super-linear convergence is strongly dependent on the fact
that F is concave.

Remark 3.6 The assertions of the theorems 2.5 and 3.4 also hold for the problem

find x ∈ X, min
α∈

Q

i∈I
Ai

(B(α)x − b(α)) = 0.

where Ai are non empty compact sets.
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12 O. Bokanowski, S. Maroso & H. Zidani

Remark 3.7 (quadratic convergence in the case X = R
N) Note that stronger conver-

gence results can be obtained under an additional assumption on the dependance of f(x, α) :=
B(α)x− b(α) with respect to α (as in [22]). For instance assume that X = R

N , A is a com-
pact interval of R, and that for all 1 ≤ i ≤ N , fi(x, α) = ri(x)α2

i + si(x)αi + ti(x) (i.e.
quadratic in αi), with ri(x) > 0, ∀x ∈ R

N , and with ri(x) and si(x) Lipschitz functions of x
(see the exemple of Section 6.2). In this case, for every x ∈ X, a minimizeer αx is given by

αx
i := argminαi∈Afi(x, α) = PA(− si(x)

2ri(x) ) where PA denotes the projection on the interval

A. Hence in the neighborhood of the solution x∗, we obtain that ‖αx − αx∗

‖ ≤ C‖x − x∗‖
(for some C > 0). This implies also that ‖B(αx) − B(αx∗

)‖ ≤ C‖x − x∗‖, and using (12)
this leads to a global quadratic convergence result.

4 The obstacle problem, and link with the primal-dual

active set strategy

We consider the following equation, called ”obstacle problem” (for N ≥ 1):

find x ∈ R
N , min(Ax − b, x − g) = 0, (13)

where A ∈ R
N×N and b, g ∈ R

N are given.
Equation (13) is a particular case of (1), with A = {0, 1}, B0 = A, B1 = IN (IN being

the N × N identity matrix), b0 = b, and b1 = g. Also it is a particular case of (3), with

Bij(α) :=

{
Aij if αi = 0
δij if αi = 1,

and bi(α) :=

{
bi if αi = 0
gi if αi = 1,

(14)

where δij = 1 if i = j, and δij = 0 if i 6= j.

Remark 4.1 With the notations (14), assumption (H1) is obviously satisfied since A is
finite, the Howard’s algorithm converges in at most 2N iterations under assumption (H2).

Remark 4.2 In the particular case when A = tridiag(−1, 2,−1), A is monotone and one
can show that (H2) is satisfied. Also, if A is a matrix such that any submatrix of the form
(Aij)i,j∈I where I ⊂ {1, . . . , N} is monotone, and with Aij ≤ 0 ∀i 6= j, then (H2) also
holds.

Also, if A is a strictly dominant M -matrix of R
N×N (i.e., Aij ≤ 0 ∀j 6= i, and ∃δ > 0, ∀i,

Aii ≥ δ +
∑

j 6=i

|Aij |) then (H2) is true (since all B(α) are all strictly dominant M -matrices,

and are thus monotone).

We now consider the following specific Howard’s algorithm for equation (13):

Algorithm (Ho-2)

Initialize α0 in AN := {0, 1}N .
Iterate for k ≥ 0:

INRIA



Some convergence results for Howard’s algorithm 13

(i) Find xk ∈ R
N s.t. B(αk)xk = b(αk).

If k ≥ 1 and xk = xk−1 then stop. Otherwise go to (ii).

(ii) For every i = 1, ..., N , take αk+1
i :=

{
0 if (Axk − b)i ≤ (xk − g)i

1 otherwise.
Set

k := k + 1 and go to (i).

Let us remark that in the case when (Axk − b)i = (xk − g)i, we make the choice αk+1
i = 0.

In the following we show that this choice leads to a drastic improvement in the convergence
of Howard’s algorithm.

Theorem 4.3 Assume that the matrices B(·) defined in (14) satisfy (H2). Then Howard’s
algorithm (Ho-2) applied to (13) converges in at most N + 1 iterations (i.e, xk = xk+1 for
some k ≤ N + 1). In the case we start with α0

i = 1, ∀i = 1, · · · , N , the convergence holds in
at most N iterations (i.e, xk = xk+1 for some k ≤ N).

Note that taking α0
i = 1, for every 1 ≤ i ≤ N , implies that x0 = g and hence the step

k = 0 has no cost. The cost of the N iterations really means a cost of N resolutions of linear
systems (from k = 1 to k = N).

Proof of Theorem 4.3. First, remark that x1 ≥ g. Indeed,
• if α1

i = 1, then we have (x1 − g)i = 0 (by definition of x1).
• if α1

i = 0, then (Ax0 − b)i ≤ (x0 − g)i. Furthermore one of the two terms (Ax0 − b)i

or (x0 − g)i is zero, by definition of x0. Hence (x0 − g)i ≥ 0, and (x1 − g)i ≥ 0.
We also know, by theorem 2.5, that xk+1 ≥ xk. This concludes to:

∀k ≥ 1, xk ≥ g. (15)

Now if αk
i = 0 for some k ≥ 1 then (Axk − b)i = 0 and by (15) we deduce that αk+1

i = 0.
This proves that the sequence (αk)k≥1 is decreasing in AN . Also, it implies that the set of
points Ik := {i, (Axk − b)i ≤ (xk − g)i} satisfies

Ik ⊂ Ik+1, for k ≥ 0.

Since Card(Ik) ≤ N , there exists a first index k ∈ [0, N ] such that Ik = Ik+1, and we have
αk+1 = αk+2. In particular, F (xk+1) = B(αk+2)xk+1−b(αk+2) = B(αk+1)xk+1−b(αk+1) =
0, and thus xk+1 is the solution for some k ≤ N . This makes at most N + 1 iterations.

In the case α0
i = 1, ∀i, we obtain that (αk)k≥0 is decreasing. Hence there exists a first

index k ∈ [0, N ] such that αk = αk+1, and we obtain F (xk) = 0. This is the desired result.
�

Now, we consider the algorithm (Ho-2’) which is a variant of Howard’s algorithm (Ho-2)
and defined as follows: we start from a given x0, and then compute α1 (by step (ii)) and
x1 (by step (i)), then α2 and x2, and so on, untill xk = xk−1. For (Ho-2’), we have a
specific result, that will be usefull when studing the approximation for American options in
Section 6.
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14 O. Bokanowski, S. Maroso & H. Zidani

Theorem 4.4 Assume that the matrices B(·) defined in (14) satisfy (H2). Assume that x0

satisfies,

∀i, x0
i > gi ⇒ (Bx0 − b)i ≤ 0. (16)

Then the iterates of (Ho-2’) satisfy xk+1 ≥ xk for all k ≥ 0, and the convergence is in at
most N iterations (i.e., xk for some k ≥ N is solution).

Remark 4.5 Note that the assumption (16) is satisfied in the following cases:
(i) x0 is such that min(Bx0 − b0, x0 − g) = 0 for some b0 ≤ b.
(ii) x0 ≤ g.

Proof of Theorem 4.4 The only difficulty is to prove that x1 ≥ x0, otherwise the proof
is the same as in Theorem 4.3. First in the case α1

i = 1, we have x1
i = gi and (Bx0 − b)i ≥

(x0 − g)i. If (x0 − g)i > 0 then (Bx0 − b)i > 0, which contradicts the assumption on x0.
Hence x0

i ≤ gi and thus x0
i ≤ x1

i . Otherwise in the case α1
i = 0, we have(Bx0−b)i < (x0−g)i

and (Bx1 − b)i = 0. If (Bx0 − b)i > 0 then (x0 − g)i > 0, which contradicts the assumption
on x0. Hence (Bx0 − b)i ≤ 0. In particular, (Bx0)i ≤ (Bx1)i. In conclusion, we have the
vector inequality B(α1)x0 ≤ B(α1)x1. This implies that x0 ≤ x1 using the monotonicity of
B(α1). �

Remark 4.6 A similar algorithm as (Ho-2) can be built for the equivalent problem

min(Ax − b, C(x − g)) = 0,

where C = diag(c1, . . . , cN) is a diagonal matrix with ci > 0, for i = 1, · · · , N .
Moreover, in the particular case when ci = c > 0 for i = 1, · · · , N , the Howard’s algo-

rithm is equivalent to the primal-dual active set method of Hintermüller, Ito and Kunisch [10]
as explained below.

It is well known that, for a given c > 0, x is a solution of (3) if and only if there exists
λ ∈ R

N
+ such that

{
Ax − λ = b
C(x, λ) = 0,

(17)

where
C(x, λ) := min(λ, c(x − g)) = λ − max(0, λ − c(x − g)).

(note also that λ = P[0,+∞)(λ − c(x − g))). The idea developed in [10] is to use C(x, λ) = 0
as a prediction strategy as follows.

Primal-dual active set algorithm

Initialize x0, λ0 ∈ R
N .

Iterate for k ≥ 0:
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(i) Set Ik = {i : λk
i ≤ c(xk − g)i}, ACk = {i : λk

i > c(xk − g)i}.
If k ≥ 1 and Ik = Ik−1 then stop. Otherwise go to (ii).

(ii) Solve
Axk+1 − λk+1 = b,
xk+1 = g on ACk, λk+1 = 0 on Ik.

set k = k + 1 and return to (i).

The sets Ik and ACk are called respectively the inactive and active sets. Note that the
algorithm satisfies at each step, λk+1 = Axk+1 − b, and λk+1

i = (Axk+1 − b)i = 0 for i ∈ Ik,
and (xk+1 − g)i = 0 for i ∈ ACk. This is equivalent to say that

B̃xk+1 − b̃ = 0, (18)

where

B̃i,. :=

{
Ai,. if (Axk − b)i ≤ c(xk − g)i

cIN i,. otherwise,

b̃i :=

{
bi if (Axk − b)i ≤ c(xk − g)i

cgi otherwise.

(IN denotes the N × N identity matrix.)
Let us consider the equivalent formulation min(Ax − b, Cx − Cg) = 0, with C =

diag(c, . . . , c) (by Remark 4.6), and let B(.) and b(.) be defined as in (14). For k ≥ 0,
if we set αk+1

i := 0 for i ∈ Ik and αk+1
i := 1 otherwise, then we find that αk+1 is defined

from xk, as in Howard’s algorithm, and we have B̃ = B(αk+1), b̃ = b(αk+1). Therefore, (18)
is equivalent to

B(αk+1)xk+1 − b(αk+1) = 0,

and xk+1 is defined as in Howard’s algorithm applied to min(Ax − b, Cx − Cg) = 0.

Theorem 4.7 Howard’s algorithm (Ho-2) and primal-dual active set algorithm for the ob-
stacle problem are equivalent: if we choose λ0 := Ax0 − b initially then the sequences (xk)
generated by both algorithms are the same for k ≥ 0.

Remark 4.8 By Theorem 4.3, the primal-dual active set strategy converges also in no more
that N iterations (taking x0 = g). This analysis gives an other justification for the small
number of iterations needed in the computations done by Ito and Kunisch in [13].

In the same way, one can see that the Front-Traking algorithm proposed in [1, Chapter
6.5.3] for a particular obstacle problem and based on the primal-dual active set method, is
equivalent to the Howard’s algorithm.
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16 O. Bokanowski, S. Maroso & H. Zidani

5 Double obstacle problem

In this section we consider the problem to find x ∈ R
N solution of the following ”double

obstacle problem”:

max (min (Ax − b, x − g) , x − h) = 0, (19)

(the equation must hold for each component) where A is a given matrix of R
N×N , and b, g, h

are in R
N . We aim to solve (19) by a policy iteration algorithm converging in at most N2

resolutions of linear systems.
Define the functions F and G on R

N by:

F (x) := min(Ax − b, x − g), and G(x) := max(F (x), x − g) for x ∈ R
N .

The problem (19) is then equivalent to find x ∈ R
N solution of G(x) = 0.

We first re-write the function F as follows:

F (x) := min
α∈AN

(B(α)x − b(α))

where A = {0, 1}, and B(α) is defined as in (14):

Bij(α) :=

{
Aij if αi = 0
δij if αi = 1,

and bi(α) :=

{
bi if αi = 0
gi if αi = 1,

(20)

with δij = 1 if i = j, and δij = 0 otherwise. In the sequel, we consider that the matrices
B(α) satisfy the assumption (H2) (see remark 4.2). Also we define, for every β ∈ AN ,
F β(x) : R

N → R
N by

F β(x)i :=

{
F (x)i, if βi = 0
(x − h)i, if βi = 1

, for x ∈ R
N .

We obtain easily that for every x ∈ R
N , we have G(x) = max

β∈AN
F β(x), and the problem (19)

is equivalent to:

find x ∈ R
N , max

β∈AN
F β(x) = 0. (21)

To solve this problem, we consider the following policy iteration algorithm:

Algorithm (Ho-3) Initialize β0 ∈ AN := {0, 1}N .
Iterate for k ≥ 0:

(i) Find xk such that F βk

(xk) = 0 (resolution at fixed βk).
If k ≥ 1 and xk = xk−1 then stop. Otherwise go to (ii).
(ii) For every i = 1, · · · , N , set

βk+1
i :=

{
0 if F β(xk)i ≥ (xk − h)i,
1 otherwise.

Set k := k + 1 and go to (i).
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Note that, for every k ≥ 0, the equation F βk

(x) = 0 is a simple obstacle problem in the
form of (13). The resolution in step (i) of the above algorithm could be performed with the
Howard’s algorithm (Ho-2) in at most N resolution of linear systems.

On other hand, the step (ii) corresponds to the computation of a specific element of
argmaxβi∈A(F β(xk)i).

In order to study this algorithm, we start with the following preliminary results.

Proposition 5.1 Assume that the matrices B(α) satisfy the assumption (H2). Then the
following assertions hold:
(i) F is monotone2. Moreover, for every β ∈ AN , F β is monotone.
(ii) G is also monotone.

Proof. Throught this part, for x ∈ R
N we denote αx ∈ AN a minimizer associated to F (x)

defined by:

αx
i :=

{
0 if (Ax − b)i ≤ (x − g)i

1 otherwise
for i = 1, · · · , N.

(i) Let x, y be in R
N and such that F (x) ≤ F (y). We have:

B(αx)x − b(αx) ≤ F (y) ≤ B(αx)y − b(αx).

Taking into account the monotonicity of B(αx), we get x ≤ y.
We now prove the monotonicity of F β , for β ∈ AN . We assume that F β(x) ≤ F β(y).

• For i ∈ {1, · · · , N} such that βi = 0, we have F β
i (x) ≤ F β

i (y) and thus

(B(αx)x − b(αx))i ≤ (B(αy)y − b(αy))i ≤ (B(αx)y − b(αx))i.

Hence (B(αx)x)i ≤ (B(αx)y)i.
• On the other hand, for i such that βi = 1, we have (x − h)i ≤ (y − h)i and thus xi ≤ yi.
Now let ᾱ ∈ AN be defined by

ᾱi :=

{
0 if βi = 0 and αx

i = 0
1 otherwise.

We see that if βi = 0 and αx
i = 0 then

(B(ᾱ)x)i = (B(αx)x)i ≤ B(αx)y)i = (B(ᾱ)y)i,

and otherwise,
(B(ᾱ)x)i = xi ≤ yi = (B(ᾱ)y)i.

Hence B(ᾱ)x ≤ B(ᾱ)y and thus x ≤ y using the monotonicity of B(ᾱ).

2We say that a function f : RN → RN is monotone if

∀x, y ∈ R
N , f(x) ≤ f(y) ⇒ x ≤ y.
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18 O. Bokanowski, S. Maroso & H. Zidani

(ii) We assume G(x) ≤ G(y). In view of (21), let βy be such that G(y) = F βy(y). In
particular,

F βy(x) ≤ G(y) = F βy(y)

Using the monotonicity of F βy , we obtain x ≤ y. �

Now we can prove the main result of this section

Theorem 5.2 Assume (H2’). Then there exists a unique solution of (19), and algorithm
(Ho-3) converges in at most N + 1 iterations. It converges in at most N iterations if we
start with β0

i = 1, ∀i.

Proof. We proceed as for the proof of Theorem 4.3. The uniqueness of the solution is
obtained by the monotonocity of the function G.

Now we analyse the algorithm. First we note that F βk+1

(xk+1) = 0 = F βk

(xk) ≤

G(xk) = F βk+1

(xk) hence xk+1 ≤ xk by monotonicity of F βk+1

.
Then we prove that

∀k ≥ 1, xk ≤ h. (22)

It suffices to prove that x1 − h ≤ 0. In the case β1
i = 1, we have (x1 − h)i = 0 (by definition

of x1). In the case β1
i = 0, we have F (x0)i ≥ (x0 − h)i. Furthermore one of the two terms

is zero, by definition of x0. Hence (x0 − h)i ≤ 0, and (x1 − h)i ≤ 0. This concludes to (22).
Now if βk

i = 0 for some k ≥ 1 then Fi(x
k) = 0 and using that (xk − h)i ≤ 0 we deduce

that βk+1
i = 0. This proves that the sequence (βk)k≥1 is decreasing in AN . The set of

points Ik := {i, (xk − h)i ≤ Fi(x
k)} is thus increasing for k ≥ 0. Since Card(Ik) ≤ N , there

exists a first index k ∈ [0, N ] such that Ik = Ik+1, and we have βk+1 = βk+2. In particular,

G(xk+1) = F βk+2

(xk+1) = F βk+1

(xk+1) = 0, which means that xk+1 is the solution. This
makes a maximum of k + 1 iterations, bounded by N + 1.

In the case β0
i = 1, ∀i, we obtain that (βk)k≥0 is decreasing. Hence there exists a first

index k ∈ [0, N ] such that βk = βk+1, and we obtain that G(xk) = 0 and a maximum of N
iterations.

Finally, this also implies the existence of a solution of G(x) = 0, which concludes the
proof. �

Remark 5.3 Since each resolution of F βk

(x) = 0 can be solved by Howard’s algorithm using
at most N iterations (i.e, resolution of linear systems), this means that the global algorithm
converges in at most N2 resolution of linear systems.

We conclude this section by an extention to a more general max-min problem.
Let Ba,b be a set of N ×N real matrices and ca,b a set of vectors of R

N , and we consider
the problem of finding x ∈ R

N solution of

G(x) := max
b∈B

(
min
a∈A

(
Ba,bx − ca,b

))
= 0, (23)
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where A and B denote two non empty compact sets. We denote by B(α, β) the matrices such

that B(α, β)ij := Bαi,βi

ij for all α = (αi) ∈ AN and β = (βi) ∈ BN , and c(α, β)i := cαi,βi .

Let F β(x) := minα∈AN B(α, β)x− c(α, β). Then we can consider the following Howard’s
algorithm:

Algorithm (Ho-4). Consider a given β0 ∈ BN . Iterate for k ≥ 0:

(i) Find xk such that F βk

(xk) = 0 (resolution at fixed βk).
If k ≥ 1 and xk = xk−1 then stop. Otherwise, go to (ii).
(ii) For i = 1, · · · , N , set βk+1

i = argmaxβi∈A(F β(xk)i).
Set k := k + 1 and go to (i).

The following result can be obtained using the same argument as used in the paper (the
proof is left to the reader).

Theorem 5.4 Assume that (α, β) → B(α, β) is continuous, and that all matrices B(α, β)
are monotone. Then the min-max problem (23) admits a unique solution. Furthermore,
the algorithm (Ho-4) satisfies xk ≥ xk+1. If B is finite, then the convergence is obtained
in at most Card(B)N iterations of the algorithm (Ho-4) (i.e., xk is a solution for some
k ≤ Card(B)N ).

6 Applications

6.1 An American option

In this section we consider the problem of computing the price of an American put option in
mathematical finance. The price u(t, s) for t ∈ [0, T ] and s ∈ [0, Smax] is known to satisfy the
following non-linear P.D.E (see [15] or [18] for existence and unicity results in the viscosity
framework):

min

(
∂tu −

1

2
σ2s2∂ssu − rs∂su + ru, u − ϕ(x)

)
= 0,

t ∈ [0, T ], s ∈ (0, Smax), (24a)

u(t, Smax) = 0, t ∈ [0, T ], (24b)

u(0, s) = ϕ(s), x ∈ (0, Smax). (24c)

where σ > 0 represents a volatily, r > 0 is the interest rate, ϕ(s) := max(K − s, 0) is the
”Payoff” function (where K > 0, is the ”strike”). The bound Smax should be Smax = ∞, for
numerical purpose we consider Smax > 0, large, but finite.

Let sj = jh with h = Smax/Ns and tn = nδt with δt = T/N , where N ≥ 1 and Ns ≥ 1
are two integers. Suppose we want to implement the following simple Implicit Euler (IE)
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scheme with unknown (Un
j ):

min

(
Un+1

j − Un
j

δt
−

1

2
σ2s2

j

(D2Un+1)j

h2
− rsj

D+Un+1
j

h
+ rUn+1

j ;

Un+1
j − gj

)
= 0, j = 0, . . . , Ns − 1, n = 0, . . . , N − 1,

Un+1
Ns

= 0, n = 0, . . . , N − 1,

U0
j = gj , j = 0, . . . , Ns − 1

where (D2U)j and (D+U)j are the finite differences defined by

(D2U)j := Uj−1 − 2Uj + Uj+1, (D+U)j := Uj+1 − Uj ,

and with gj := ϕ(sj). Note that for j = 0 the scheme is simply

min

(
Un+1

0 − Un
0

δt
+ rUn+1

0 , Un+1
0 − g0

)
= 0.

(More accurate schemes can be considered, here we focus on the simple (IE) scheme for
illustrative purpose mainly.)

It is known that the (IE) scheme converges to the viscosity solution of (24) when δt, h → 0
(one may use for instance the Barles-Souganidis [3] abstract convergence result and mono-
tonicity properties of the scheme). The motivation for using an implicit scheme is for
unconditional stability. 3

Now for n ≥ 0, we set b := Un. Thus, the problem to find x = Un+1 ∈ R
Ns (i.e,

x = (Un+1
0 , . . . , Un+1

Ns−1)
T ) can be written equivalently as min(Bx − b, x − g) = 0, where

B = I + δtA and A is the matrix of R
Ns such that for all j = 0, . . . , Ns − 1:

(AU)j = −
1

2
σ2s2

j

Uj+1 − 2Uj−1 + Uj+1

h2
− rsj

Uj+1 − Uj

h
+ rUj ,

(assuming UNs
= 0). Then one can see that B is an M -matrix, hence (H2) is satisfied and

we can apply Howard’s algorithm and generate a sequence of approximations (xk) (for a
given step n of the (IE) scheme). We choose to apply the algorithm (Ho-2’) with starting
point x0 := Un.

For each n ∈ [0, . . . , N − 1], Howard’s algorithm may need up to Ns iterations and the
total number of Howard’s iterations (for the (IE) scheme) is thus bounded by N ×Ns. This
can be improved as follows.

Proposition 6.1 The total number of Howard’s iterates (using algorithm (Ho-2’)) from
n = 0 up to n = N − 1, is bounded by Ns. On other words, the resolution of (IE) scheme
uses no more than Ns resolution of linear systems.

3An explicit scheme would need a condition of the form δt
h2 ≤ const in order to be stable.
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Proof. Step 1. First let us notice that that for each fixed n, x = Un+1 is the solution of
min(Bx − b, x − g) where b = Un. Furthermore, let us show that Un+1 ≥ Un by recursion.
For n = 0, we have U1 ≥ g = U0. For n ≥ 1, let us assume that Un ≥ Un−1. We know
that BUn+1 − b ≥ 0, hence BUn+1 ≥ Un ≥ Un−1. On the other hand, Un+1 ≥ g. Hence
x = Un+1 satisfies min(Bx−Un−1, x− g) ≥ 0. This means that Un+1 is a super-solution of
min(Bx − Un−1, x − g) = 0 (whose solution is Un). Hence Un+1 ≥ Un.

Step 2. Then for each fixed n, the iterates (xk) of the algorithm (Ho-2’) applied to
min(Bx − b, x − g) = 0 (where b = Un) and starting from x0 := Un form an increasing
sequence. This is a consequence of Theorem 4.4 applied with b0 := Un−1.

Step 3. Now for each n, the number of Howard’s iterations is bounded by pn :=
Card(j, Un+1

j > gj) − Card(j, Un
j > gj). To see this, let mk := Card(j, xk

j > gj) −

Card(j, x0
j > gj) for k ≥ 0 and n fixed. Since (xk) ր, we have also (mk) ր, bounded by pn.

However in the case mk+1 = mk, and since (xk) ր, then {i, xk+1
i > gi} = {i, xk

i > gi}. In
particular αk+1 = αk and xk+1 = xk, and the algorithm has converged at iteration k ≤ pn.

As a consequence, the total number of Howard’s iterates is bounded by
∑

n=0,...,N−1 pn =

Card(j, UN
j > gj) − Card(j, U0

j > gj), which is bounded by Ns. �
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Figure 1: Plot of Un
j and Un+1

j (time tn = 0.2) with respect to sj . Parameters: K = 100,
σ = 1, r = 0.1, T = 1, Smax = 200, Ns = 50, N = 10.

This simple remark is particularly interesting for more complex American options, such
as American options on two assets (involving a P.D.E in two space dimension). It can be
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used to prove that the number of iterates of an Howard algorithm for an implicit scheme
can be bounded (in some situations) by the number of points which are inactive in the final
solution and thus by the total number of spatial grid points used in the scheme.

We finally mention that in [14] (see also [1]), the Primal-Dual active set algorithm is used
for the approximation of an American option (in a Finite element setting), and convergence
in a finite number of iterations is also observed even though the matrices involved are not
necessarily monotonous matrices.

6.2 Compact control set: Merton’s problem

Howard’s algorithm can be useful for the computation of the value functions of optimal
control problems. We consider the following example, also known as Merton’s problem in
mathematical finance [17] (see for instance [16] or [7] for recent applications of Howard’s
algorithm to solve non-linear equations arising in finance). The problem is to find the
optimal value for a dynamic portofolio. At a given time t, the holder may invest a part of
the portfolio into a risky asset with interest rate µ > 0 and volatily σ > 0, and the other
part into a secure asset with interest rate r > 0. The value u = u(t, s), for t ∈ [0, T ] and
s ∈ [0, Smax], is a solution of the following PDE:

min
α∈A

(
∂tu −

1

2
σ2α2s2∂ssu − (αµ + (1 − α)r)x∂su

)
= 0,

t ∈ [0, T ], s ∈ (0, Smax), (25a)

u(0, s) = ϕ(s), s ∈ (0, Smax). (25b)

where A := [amin, amax], Smax = +∞, and K > 0 is the strike (see for instance Oksendal
[17]). Existence and uniqueness results can be obtained using [19].

In general the exact solution is not known. For testing purposes, we consider here the
particular case of ϕ(x) = xp for some p ∈ (0, 1). In this case, the analytic solution (when
Smax = +∞) is known to be u(t, x) := eαopt t ϕ(x) where

αopt := max
α∈A

(
−

1

2
p(1 − p)α2 + (αµ + (1 − α)r)p

)

(the constant αopt can be computed explicitly since the functional is quadratic in α).
For numerical purpose we consider the problem on a bounded interval [0, Smax] with a finite,
large, Smax. In this case we need to add a boundary condition at s = Smax for completness

of the problem. Since (xp)′

xp = p
x , we consider the following mixed boundary condition:

∂xu(t, Smax) =
p

Smax
u(t, Smax), t ∈ [0, T ]. (26)

INRIA



Some convergence results for Howard’s algorithm 23

A natural IE scheme for the set of equations (25)-(26) is:

min
α∈A

(
Un+1

j − Un
j

δt
−

1

2
σ2s2

jα
2
Un+1

j−1 − 2Un+1
j + Un+1

j+1

h2

−(αµ + (1 − α)r)sj

Un+1
j+1 − Un+1

j

h

)
= 0,

j = 0, . . . , Ns, n = 0, . . . , N − 1,

Un+1
Ns

− Un+1
Ns−1

h
=

p

Smax
Un+1

Ns
, n = 0, . . . , N − 1,

U0
j = ϕ(sj), j = 0, . . . , Ns.

Note that for j = 0 the scheme simply reads
Un+1

0 − Un
0

δt
= 0.

Now for b := Un given (and for a given time iteration n ≥ 0), the computation of
x = Un+1 ∈ R

Ns+1 (i.e, x = (Un+1
0 , . . . , Un+1

Ns
)T ) is equivalent to solve

min
α∈A

(Bαx − b) = 0,

where Bα := I + δtAα and Aα is the matrix of R
(Ns+1)×(Ns+1) such that, for all j =

0, . . . , Ns − 1,

(AαU)j = −
1

2
σ2s2

jα
2 Uj−1 − 2Uj−1 + Uj+1

h2
− (αµ + (1 − α)r)sj

Uj+1 − Uj

h
,

and

(AαU)Ns
=

1

2
σ2x2

Ns

α2

h2

(
−UNs−1 + (1 −

hp
Smax

1 − hp
Smax

)UNs

)

−(αµ + (1 − α)r)xNs

p

Smax
UNs

.

We obtain the monotonicity of the matrices Bα under a CFL-like condition on δt, h. 4

Remark 6.2 Here the CFL condition comes from the mixed boundary condition and only
plays a role on the last row of the matrices Bα (for monotonicity of Bα). Note also that it
is of the form δt

h ≤ const (when h is small), which is less restrictive than the CFL condition

we could obtain with an explicit scheme (it would of the form δt
h2 ≤ const).

4Chose h > 0 and δt > 0 such that, for h small:

δt

h
max

α

 

1

2
σ2x2

Ns
α2

p

Smax

1 − hp
Smax

+
h2p

Smax

(αµ + (1 − α)r)

!

≤ 1.
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In view of the expression of (Bαx)j for a given x, which is quadratic in α, the second
step of Howard’s algorithm can always be performed analytically (otherwise a minimizing
procedure should be considered). This improves considerably the speed for finding the
optimal control α (this step has a negligeable cputime with respect to the first step of
Howard’s algorithm where a linear system must be solved).

Remark 6.3 Here we obtain that αj := argminα∈A(Bαx)j is defined by

αj = PA

(
(µ − r)d

(1)
j

σ2sjd
(2)
j

)
,

for 0 < j < Ns, where d
(1)
j :=

Uj+1−Uj

h , d
(2)
j :=

−Uj−1+2Uj−Uj+1

h2 (in the case d
(2)
j 6= 0), and

where PA is the projection on the interval A.

We give in Fig. 2 the approximated solution and the associated numerical control ob-
tained with the IE scheme. In this example, the exact optimal control is αopt = 5 (constant).

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
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Exact
EI−HOWARD
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4.4

4.6
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Figure 2: Plot of (UN
j ) (left) and of the discrete optimal control (αj) at time tN = 1 (right),

with respect to sj . Parameters: Smax = 2, A = [0.4, 0.6], p = 1
2 , σ = 0.2, r = 0.1, µ = 0.2,

T = 1, and Ns = 200, N = 20.

Remark 6.4 In general, Howard’s algorithm is used on a finite, discretised control set
which is an approximation of A. It thus gives convergence in a finite number of iterations,
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yet with an approximated control set. Here we can work directly with the control set A
and take advantage of super linear convergence (at each time step). Furthermore, using
Remark 3.7 the convergence can be shown to be quadratic.

Remark 6.5 At each step we have to solve a sparse linear system. Here the system is
tridiagonal and thus can be solved in O(N) elementary operations. More generally, multigrid
methods can be considered (see for instance [2])

6.3 Double obstacle problem

We consider the following discrete double obstacle problem: find U = (Ui)1≤i≤N in R
N such

that




max

(
min

(
−

Ui−1 − 2Ui + Ui+1

∆s2
+ m(si), Ui − g(si),

)
,

Ui − h(si)

)
= 0, i = 1, . . . , N

U0 = uℓ, UN+1 = ur,

(27)

with uℓ = 1, ur = 0.8 (left and right border values), ∆s = 1
N+1 and si = i∆s, m(s) ≡ 0,

g(s) := max(0, 1.2 − ((s − 0.6)/0.1)2) and h(s) := min(2, 0.3 + ((s − 0.2)/0.1)2).
This problem can easily be reformulated as (19) and with A, a tridiagonal N ×N matrix.
Note that this problem comes from the approximation by finite differences of the following

continuous double-obstacle problem: find u(s) such that




min

((
− u′′(s) + m(s), u(s) − g(s)

)
, u(s) − h(s)

)
= 0, s ∈ (0, 1),

u(0) = ug, u(1) = ud.

We compare two algorithms. The first one is an analog of the PSOR algorithm for
obstacle problem (see for instance [1]) and that we recall in the appendix. The second one
is the Howard algorithm (Ho-3). Note that at each step of (Ho-3), the Howard’s algorithm

(Ho-2) is also used to compute xk such that F βk

(xk) = 0.
The results are shown in Fig. 3. The left figure shows xk at iteration k = 200 for the

PSOR algorithm, where convergence is not yet obtained, and the right figure shows Howard’s
algorithm at iteration k = 14, where convergence has been reached (here this corresponds
to a total number of 88 resolutions of linear systems).

Acknowldement. The Authors deeply thank Professor F. Bonnans for interesting discus-
sions and comments on the manuscript.
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A PSOR algorithm for double-obstacle problem

In the case A is a triangular inferior matrix with Aii > 0, the problem has a unique solution
given by:

x1 = min(max(b1/A11, g1), h1),

x2 = min(max((b2 − A21x1)/A22, g2), h2),

...

xN = min(max((bN − AN1x1 · · · − AN N−1xN−1)/ANN , gN), hN ).

Let us denote by x = qL(b) the result of the above algorithm. In the general case, we can
consider the following iterative algorithm (which is a modification of the PSOR algorithm):
we first decompose A = L + U where U is the strictly triangular superior part of A.

- start with a given x0 in R
N ,

- iterate for k ≥ 0: xk+1 := qL(b − Uxk).

The second step is equivalent to find xk+1 such that:

max
(
min

(
Lxk+1 − (b − Uxk), xk+1 − g

)
, xk+1 − h

)
= 0.

Then we have:

Theorem A.1 Suppose that A is strictly diagonal dominant (|Aii| >
∑

j 6=i |Aij |, ∀i) and
with positive diagonal coefficients (Aii ≥ 0, ∀i). There exists a unique solution to problem
(19), and the adapted PSOR algorithm converges to the solution. Furthermore the conver-
gence is linear.

INRIA



Some convergence results for Howard’s algorithm 29

Proof. The proof is similar to the proof of the PSOR algorithm (see for instance [1]). One
can show that x → qL(b − Ux) is Lipschitz continuous with lipschitz constant bounded by

ρ := maxi

( P

j>i |Aij|

Aii−
P

i<j |Aij |

)
. Since A is diagonal dominant we get ρ < 1. Details are left to

the reader. �

�
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