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Abstract

Let (M, g) be a compact Riemanniann−manifold, n ≥ 3. We prove the existence of
multiple solutions for equations like

∆u + αu = fu
p
, u > 0

whereα ∈ R
+∗, f ∈ C∞(M) is positive, and the exponentp takes critical and overcritical

values. General results are obtained and specific examples are discussed, likeSn, S1(t) ×

Sn−1, andS1(a) × S2(b) × Sn−3.

2000 Mathematics Subject Classification. 58J05 (35B33).
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1 Introduction

Let (M, g) be a compact Riemannian manifold of dimensionn ≥ 3. Our paper is concerned
with the question of the existence of multiple smooth solutions for the equation

∆u + αu = fup, u > 0 (Ep)

where∆ = −div (∇ ) is theg−Laplacian,α ∈ R
+∗, f ∈ C∞(M) is positive andp ≥

n+2
n−2 . We say that the equation(Ep) is critical whenp = n+2

n−2 and overcritical whenp >
n+2
n−2 . Indeed, the exponentn+2

n−2 is the classical critical Sobolev growth exponent. It appears
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2 M. Dellinger

in particular in the equation one has to solve in the prescribed scalar curvature problem :

∆u +
(n − 2) Sg

4(n − 1)
u = fu

n+2
n−2 , u > 0 (1.1)

whereSg is the scalar curvature ofg. More precisely, if forf ∈ C∞(M) there exists
u ∈ C∞(M) a positive solution of (1.1), thenf is the scalar curvature of theg-conformal
metricu

4
n−2 g. We are here interested in two particular cases of equation (1.1). On the stan-

dard sphere(Sn, hn), this problem is referred to as the Nirenberg problem. Its resolution is
equivalent to the resolution of (1.1) withShn = n(n− 1). For references on the Nirenberg
problem, see Hebey [11], Kazdan-Warner [15] and Li [16]. There is also the intensively
studied Yamabe problem, which consists in the search for conformal metrics with constant
scalar curvature. It corresponds to the resolution of (1.1)with f = 1. The Yamabe problem
is completly solved.

Concerning multiplicity and uniqueness of positive solutions for such equations, we re-
fer to Aubin [1, 2], Bidaut-Véron and Véron [3], Esposito [6], Hebey-Vaugon [13], Obata
[17], Pollack [18], Schoen [19] and [20]. In particular, note that the Yamabe equation pos-
sesses a unique solution if there existsg̃ ∈ [g] such thatSg̃ ≤ 0 or if there exists an Einstein
metric g̃ ∈ [g], where[g] stands for the conformal class ofg. We are here especially inter-
ested on results of Hebey-Vaugon [13] (see also Schoen [19]). In their work, the manifold
is assumed to have big enough isometry groups and solutions are required to be invariant
under the action of subgroups. Besides, all groups are finitewhich implies that the quotient
space of all orbits can be equiped with a structure of manifold. In our results, this condi-
tion is not required. This is made possible thanks to the recent advances of Hebey-Vaugon
[14] and Faget [7, 8] concerning the influence of isometry groups on Sobolev spaces and
Sobolev inequalities.

GivenG an isometry group,α ∈ R
+∗, andf ∈ C∞(M) positive andG-invariant, we

considerG-invariant solutions of the equation

∆u + αu = fu
n+2−k
n−2−k , u > 0, (Ek

αf )

wherek ≥ 0 is the minimum dimension of theG-orbits. The energy of a solutionu of
(Ek

αf ) is defined by

E(u) =

∫

M

fu
2(n−k)
n−2−k dvg. (1.2)

We obtain multiplicity of energies for solutions of(Ek
αf ) where each solution is invariant

by the action of an isometry groupGi such that all theGi−orbits have the same mini-
mal dimensionk. Whenk = 0, the equation(E0

αf ) is critical and whenk > 0, one has
n+2−k
n−2−k > n+2

n−2 and (Ek
αf ) turns out to be overcritical. The study of equation(Ek

αf ) is
strongly related to the notion of first and second best constants in the Sobolev inequalities
presented in section 2. The first best constant appears to be of importance in existence
results and the second in multiplicity results.
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2 Preliminaries

Let (M, g) be a compact Riemanniann-manifold,Is(M, g) its isometry group (Is(M, g)
is a compact Lie group), andG a subgroup ofIs(M, g). By taking its closureḠ for the
standard topology, we can assume thatG is compact. We note for anyp ∈ [0, +∞],

Cp
G(M) = {u ∈ Cp(M), ∀σ ∈ G, u ◦ σ = u}

H2
1,G(M) = {u ∈ H2

1 (M), ∀σ ∈ G, u ◦ σ = u}

where the Sobolev spaceH2
1 (M) is the completion ofC∞(M) with respect to the norm

‖u‖2
H2

1
= ‖∇u‖2

2 + ‖u‖2
2. When no confusion is possible, we writeCp

G, H2
1 , H2

1,G instead

of Cp
G(M), H2

1 (M), H2
1,G(M). If n− k > 2, we let2♯ = 2(n−k)

n−2−k , and Hebey-Vaugon [14]
proved that for any1 ≤ q ≤ 2♯, the embeddingH2

1,G ⊂ Lq is continuous, and compact if
q < 2♯. For p < 2♯ − 1, compactness of the embeddingH2

1,G ⊂ Lp+1 implies, thanks to
the variational method, that there exists aC∞

G solution for the equation

∆u + αu = fup, u > 0 (Ep)

where∆ = − div(∇ ) is theg−Laplacian,α ∈ R
+∗, andf ∈ C∞

G is positive. Whenp =
2♯−1, the existence of solutions is more difficult to obtain because of lack of compactness.

For convenience in what follows, we recall some results about the action of an isometry
groupG on a compact manifold. We refer to Bredon [4], Gallot-Hulin-Lafontaine [9] and
Hebey-Vaugon [14] for more details. Since we can chooseG compact, for anyx ∈ M,
OG

x = {σ(x), σ ∈ G} theG-orbit of x is a compact submanifold ofM andSG
x = {σ ∈

G, σ(x) = x} the isotropy group ofx is a Lie group ofG. A G-orbit OG
x is principal

if for any y ∈ M, SG
y possesses a subgroup which is conjugate toSG

x . Principal orbits
are of maximum dimension but the converse is false in general. Let Ω be the union of all
principal orbits. ThenΩ is a dense open subset ofM, andΩ/G is a quotient manifold.
More precisely, ifπ is the associated submersion, then(π, Ω, Ω/G) is a fibration where
each fiber is aG-orbit. Note that if allG-orbits are principal, there exists a unique manifold
structure on the topological spaceM/G and the metricg induces a quotient metric̃g on
M/G such thatπG : M → M/G is a Riemannian submersion.

We consider hereC∞
G solutions of(Ep) for p = 2♯ − 1. The equation is written as

∆u + αu = fu
n+2−k
n−2−k , u > 0. (Ek

αf )

Whenk > 0, namely when there is no finiteG-orbit, thenn+2−k
n−2−k > n+2

n−2 and(Ek
αf ) is,

in some sense, overcritical. The study of(Ek
αf ) is strongly related to the problem of the

attainability of sharp constants in functional inequalities associated with the continuous
embeddingH2

1,G ⊂ L2♯

. Following Faget [8], we introduce two assumptions(H1) and
(H2) given by :

(H1) : for any orbitOG
x0

of minimum dimensionk and minimum volumeA, there
existsH a subgroup ofIs(M, g) andδ > 0 such that
i) in Ox0,δ = {x ∈ M/dg(x, OG

x0
) < δ}, all H-orbits are principal,
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ii) for any x ∈ Ox0,δ, OH
x ⊂ OG

x andOH
x0

= OG
x0

,
iii) for any x ∈ Ox0,δ, A = volgO

G
x0

≤ volgO
H
x .

and

(H2) : for any orbitOG
x0

of minimum dimensionk and minimum volumeA, there
existsH a normal subgroup ofG andδ > 0 such that
i) in Ox0,δ = {x ∈ M/dg(x, Ox0 ) < δ}, all H-orbits are principal,
ii) OH

x0
= OG

x0
.

iii) for any x ∈ Ox0,δ, x 6∈ OG
x0

, dimOG
x > k = dimOG

x0
,

iv) for anyx ∈ Ox0 , x is a critical point of the functionvH(y) = volgO
H
y .

Faget [8] shows that :

Theorem F [Faget [8]] Let (M, g) be a compact Riemannian n-manifold, G a com-
pact subgroup of Is(M, g), k the minimum G-orbit dimension, and A the minimum
volume of G-orbits of dimension k. Assume that n − k > 2. If at least one of the
assumptions (H1) or (H2) holds true, then there exists B > 0 such that for any
u ∈ H2

1,G,

‖u‖2
2♯ ≤

Kn−k

A
2

n−k

[

‖∇u‖2
2 + B‖u‖2

2

]

, (2.1)

where Kn−k = 4

(n−k)(n−2−k)ω
2/(n−k)
n−k

, and ωn−k is the volume of the standard sphere

(Sn−k, hn−k). The value Kn−k A− 2
n−k is the best possible in (2.1), i.e. the smallest

constant such that (2.1) holds true for all u ∈ H2
1,G.

When assumptions(H1) or (H2) hold true for a subgroupH we use in the sequel the
following notations : πH is the canonical submersionOx0,δ → Ox0,δ/H and g̃ is the
quotient metric induced byg onOx0,δ/H such thatπH is a Riemannian submersion. For
anyx ∈ Ox0,δ, we notex̃ = πH(OH

x ) andṽH the function defined for anyy ∈ Ox0,δ/H
by ṽH(y) = volg(π

−1
H (y)).

When inequality (2.1) holds true, we define the second best constant by

B0,G(M, g) := inf{B > 0, ∀u ∈ H2
1,G, (2.1) is valid withB}.

If (2.1) holds true, we can takeB = B0,G(M, g) in (2.1), so that for anyu ∈ H2
1,G,

‖u‖
2
2♯ ≤

Kn−k

A
2

n−k

(

‖∇u‖2
2 + B0,G(M, g) ‖u‖2

2

)

. (IG,opt
S )

This inequality is optimal with respect to the first and to thesecond constants, i.e. none of
them can be improved. When no confusion is possible we writeB0,G instead ofB0,G(M, g).

Note that Hebey-Vaugon [12] proved earlier that whenG = {Id}, then(IId,opt
S ) holds true

on every compact Riemanniann-manifold,n ≥ 3. As a remark,(IG,opt
S ) is true if all G-

orbits are principal of constant volume, since we can takeH = G in (H1). We then easily
see that

B0,G(M, g) = B0,Id(M/G, g̃). (2.2)
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Now we discuss the role of the first best constant in(Iopt
S ) with respect to the existence

of solutions of(Ek
αf ). G-invariant solutions of(Ek

αf ) can be obtained by the variational
method by minimizingI onP where :

I(u) =
‖∇u‖2

2 + α‖u‖2
2

(∫

M
f |u|2♯ dvg

)2/2♯ ,

and

P =

{

u ∈ H2
1,G,

∫

M

f |u|2
♯

dvg > 0

}

.

We noteΥG := infu∈P I(u). The main difficulty is the lack of compactness coming from
the critical exponent2♯, but this is by now a classical problem. It was firstly solved for
the Yamabe problem by working with subcritical exponent andthen by passing to the limit
exponent. Faget [7] proves that

ΥG ≤
A

2
n−k

Kn−k (max f)2/2♯ , (2.3)

and that, if

ΥG <
A

2
n−k

Kn−k (max f)2/2♯ , (2.4)

then there exists a solutionu ∈ C∞
G for (Ek

αf ) such thatΥG = I(u). Such a solution is
said to beG-minimizing. Let (Ek

α) be (Ek
αf ) whenf = 1. Propositions 1 and 2 below

follow from the work of Faget [7].

Proposition 2.1 Let (M, g) be a compact Riemannian n-manifold , n ≥ 3, G an
isometry group, k be the minimum G-orbit dimension. Assume that n − k > 2 and
that (IG,opt

S ) holds true. If α ∈]0, B0,G[, then there exists a C∞
G and G-minimizing

solution for the equation (Ek
α).

Proof. By the definition ofB0,G, the strict inequality(2.4) holds true, and we can apply
the results in Faget [7]. �

Proposition 2.2 Let (M, g) be a compact Riemannian n-manifold , n ≥ 4, G an
isometry group, k be the minimum G-orbit dimension, and A be the minimum
volume of G-orbits of dimension k. Assume that n − k ≥ 4. Let x0 ∈ M such that
dimOG

x0
= k and volgO

G
x0

= A and let f ∈ C2
G maximal at x0. Assume that one

of the assumptions (H1) or (H2) holds true for a subgroup H. With the notations
introduced above, if











(n − 4 − k) ∆gf(x0) = 0

α < n−2−k
4(n−1−k)

(

3∆g̃ ṽH(x̃0)
A + Sg̃(x̃0)

)

,
(2.5)

then there exists a G-minimizing C∞
G solution for the equation (Ek

αf ).
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Proof. For anyǫ > 0, let ũǫ be defined onOx0,δ by ũǫ = (ǫ + r̃2)1−N/2 − (ǫ + δ2)1−N/2

wherer̃ = dg̃(., x̃0) andN = n−k. We setuǫ = ũǫ ◦πH , and after lengthy computations,
we get that

I(uǫ) ≤
A2/N

KN f(x0)2/2♯

×
[

1 + ǫ
N(N−4)

(

α 4(N−1)
N−2 +

(N−4)∆gf(x0)
2f(x0)

−
3∆g̃ṽH (x̃0)

A − Sg̃(x̃0)
)

+ ◦(ǫ)
]

if N > 4

×
[

1 + ǫ ln ǫ
8

(

Sg̃(x̃0) +
3∆g̃ṽH (x̃0)

A − 6α
)

+ ◦(ǫ ln ǫ)
]

if N = 4.

Thanks to (2.5), inequality (2.4) holds true and we can applythe results in Faget [7]. Propo-
sition 2.2 is proved. �

Now we briefly discuss estimates onB0,G(M, g). At the moment, the only compact
Riemannian manifold where one knows its explicit value is the standard sphere(Sn, hn)
when no isometry invariance is requiered, i.e. whenG = {Id}. Noting B0 instead of
B0,Id, one has that

B0(S
n, hn) =

n(n − 2)

4
. (2.6)

Lower bounds forB0,G(M, g) have recently been obtained by Faget [8] : on a compact
Riemanniann-manifold,n ≥ 4, with the sameG, k, A and notations as above, ifn−k > 4
and if (H1) or (H2) holds true, then

B0,G(M, g) ≥ max

{

A
2

n−k

V
2

n−k
g Kn−k

,
n − 2 − k

4(n − k − 1)

(

Sg̃(x̃0) +
3∆g̃ṽH(x̃0)

A

)

}

(2.7)

whereVg is the volume of(M, g). We do not know yet upper bounds forB0,G(M, g) in
the general case. Hebey-Vaugon [13] computed upper bounds on specific conformally flat
manifolds. On(S1(t) × Sn−1, h1 × hn−1), with t > 0, n ≥ 3 and when no isometry
invariance is requiered, i.e.G = {Id} :

(n − 2)2

4
≤ B0(S

1(t) × Sn−1, h1 × hn−1) ≤
1

4t2
+

(n − 2)2

4
. (2.8)

Note that this approximation is optimal whent → ∞. On the quotient manifold(Sn/G, g̃),
n ≥ 3, whereG ⊂ O(n+1) is a cyclic group of orderA and acts freely onSn andg̃ is the
quotient metric induced byhn,

A2/nn(n − 2)

4
≤ B0(S

n/G, g̃) ≤

(

1 +
A2

4

)(

n + 1

2

)

− 1 +
n(n − 2)

4
. (2.9)

As we will see, these estimates onB0,G, especially the upper bounds, are fundamental in
the problem of multiplicity of solutions.
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3 Multiplicity results 1

Assuming that there exists two invariant solutions for(Ek
αf ), we give general conditions

to separat the energies in Theorems 4.1.a and 4.1.b. Then we illustrate these theorems on
specific examples where existence and multiplicity are compatible. We postpone the proof
of Theorems 4.1.a and 4.1.b to section 4.

Theorem 1a Let (M, g) be a compact Riemannian n-manifold, n > 4, G1 and G2

be two isometry groups such that the minimum dimensions of G1- and G2-orbits
are the same. We denote by k ≥ 0 this common minimum orbit dimension, and let
Ai > 0 be the minimum volume of Gi-orbits of dimension k, i ∈ {1, 2}. We suppose

that n − k > 2, A1 < A2 and that (IG2,opt
S ) is valid. Assume that for α ∈ R

∗
+

and f ∈ C∞
G1∪G2

positive there exist two solutions of (Ek
αf ) : u1 ∈ C∞

G1
which is

G1-minimizing and u2 ∈ C∞
G2

which is G2-minimizing. If

i) α ≤ B0,G2(M, g), (3.1)

ii) α ≥
n(n − 4)

(n − 2)2
B0(M, g), and (3.2)

iii) α > B0,G2(M, g) −

[

(

A2

A1

)
2

n−k

− 1

]

A
− 4

(n−k)(n−2)

2 K
2

n−2

n−k

V
2(n−2−k)

(n−k)(n−2)
g K

n
n−2
n

(

n(n − 4)

(n − 2)2

)
n

n−2
(

max f

< f >

)

2(n−2−k)
(n−k)(n−2)

, (3.3)

where < f > stands for the average value of f, then E(u1) < E(u2). In particular,
u1 and u2 are distinct.

With similar global arguments, and basically only one technical variation in the proof,
we can prove a slightly different result :

Theorem 1b Let (M, g) be a compact Riemannian n-manifold, n > 4, G1 and G2

be two isometry groups such that the minimum dimensions of G1- and G2-orbits
are the same. We denote by k ≥ 0 this common minimum orbit dimension, and let
Ai > 0 be the minimum volume of Gi-orbits of dimension k, i ∈ {1, 2}. We suppose

that n − k > 4, A1 < A2 and that (IG2,opt
S ) is valid. Assume that for α ∈ R

∗
+

and f ∈ C∞
G1∪G2

positive, there exist two solutions of (Ek
αf ) : u1 ∈ C∞

G1
which is
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G1-minimizing and u2 ∈ C∞
G2

which is G2-minimizing. If

i) α ≤ B0,G2(M, g), (3.4)

ii) α ≥
(n − k)(n − 4 − k)

(n − 2 − k)2
B0,G2(M, g), and (3.5)

iii) α > B0,G2(M, g) −

[

(

A2

A1

)
2

n−k

− 1

]

A
2

n−k

2

V
2

n−k
g Kn−k

(

(n − k)(n − 4 − k)

(n − 2 − k)2

)
n−k

n−2−k
(

max f

< f >

)
2

n−k

, (3.6)

where < f > stands for the average value of f, then E(u1) < E(u2). In particular,
u1 and u2 are distinct.

As a remark, if in Theorems 1.a and 1.b, one of the solutionsu1 or u2 satisfies (2.4),
then inequalityiii) is not necessarily strict. We refer to the proof of Theorems 4.1.a and
4.1.b for more details on this claim. As a remark, the compatibility of conditionsi), ii)
andiii) is not automatic. In our examples, we choosef such that the right side iniii) is
nonpositive so thatiii) is valid. Then multiplicity holds true whenα belongs to the interval
defined byi) andii). In the following Corollary of Theorem 4.1.a, we give general condi-
tions in order to separate energies of an infinity of solutions.

Corollary 3.1 Let (M, g) be a compact Riemannian n-manifold with n ≥ 3, and

(Gi)i∈I a family of isometry groups of Is(M, g) such that for any i ∈ I, (IGi,opt
S ) is

valid. For any i ∈ I, let ki be the minimum dimension of Gi−orbits, and Ai be the
minimum volume of Gi-orbits of dimension ki. We assume that ∀i ∈ I, ki = k. Given
α ∈ R

+∗, and f ∈ C∞
∪i∈IGi

positive, we suppose that for any i ∈ I, there exists a Gi-

minimizing solution ui ∈ C∞
Gi

for (Ek
αf ). If α ∈

[

n(n−4)
(n−2)2 B0(M, g); mini∈I(B0,Gi)

]

and if for any i ∈ I and j ∈ I such that Aj < Ai we have that

(

Ai

Aj

)
2

n−k

> 1+(B0,Gi−α)
K

n
n−2
n

K
2

n−2

n−k

A
4

(n−k)(n−2)

i

(

(n − 2)2

n(n − 4)

)
n

n−2
(

∫

M f dvg

max f

)

2(n−2−k)
(n−k)(n−2)

,

then E(uj) < E(ui).

Now we discuss specific examples. The two first examples concern critical equations
and the third example concerns overcritical equations.

Example 3.1 Let (Sn, hn) be the standard sphere of odd dimension n ≥ 5 and
G1 and G2 be two finite subgroups of O(n + 1) acting freely on Sn of respective
cardinal 1 < A1 < A2. Let f ∈ C∞

G1∪G2
positive and maximal at x0 ∈ Sn such that
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the derivatives at x0 are zero up to the order n − 3, and let < f > be the average
value of f. If

(

max f

< f >

)2/n

≥

(

B0,G2(S
n, hn) −

n2(n − 4)

4(n − 2)

)(

(n − 2)2

n(n − 4)

)

n
n−2 4A

4
n(n−2)

2

n(n − 2)

[

(

A2

A1

)
2
n

− 1

]−1

then there exist at least two C∞ solutions of different energies for the critical equa-
tion

∆u + αu = fu
n+2
n−2 , u > 0, (E0

αf )

when α belongs to the interval

α ∈

[

n2(n − 4)

4(n − 2)
;
n(n − 2)

4

]

.

One of these solutions is G1-invariant and the other is G2-invariant.

As a remark, whenα = n(n−2)
4 , (E0

αf ) is the Nirenberg equation and we recover a
result of Hebey-Vaugon [13].

Proof of Example 3.1. SinceGi acts freely,Sn/Gi is a manifold. with a quotient metric
induced byhn notedg̃i. As mentioned in section 2, since theGi-orbits are principal of
constant cardinal,(IGi,opt

S ) holds true and with (2.2) and (2.9), we have that

B0,Gi(S
n, hn) = B0(S

n/Gi, g̃i) ≥
n(n − 2)

4
. (3.7)

We claim that forα ≤ n(n−2)
4 there exist two solutionsui ∈ C∞

Gi
, i = 1, 2, Gi-minimizing

for (E0
αf ). The existence forα = n(n−2)

4 is given by Hebey-Vaugon [13] since the deriva-
tives off are zero up to the ordern − 3. Besides, thanks to Proposition 2.2, there exists
ui ∈ C∞

Gi
solution of(E0

αf ) if

α <
n − 2

4(n − 1)
Sg̃i(S

n/Gi) =
n(n − 2)

4
.

Our claim is proved. Now according to Theorem 4.1.a,u1 andu2 are distinct if the three
assumptions (3.1), (3.2) and (3.3) hold true. The first condition (3.1) holds true ifα ≤
n(n−2)

4 , thanks to (3.7). Condition (3.2) is stated here, sinceB0(S
n, hn) = n(n−2)

4 , as

α ≥
n2(n − 4)

4(n − 2)
.

With this lower bound onα, in order to get (3.3), it suffices that

n2(n − 4)

4(n − 2)
≥ B0,G2(S

n, hn)−

[

(

A2

A1

)
2
n

− 1

]

n(n − 2)

4A
4

n(n−2)

2

(

n(n − 4)

(n − 2)2

)
n

n−2
(

max f

< f >

)
2
n
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with a inequality which is not strict, thanks to the remark following Theorem 4.1.b. This is
exactly the assumption made onf. Thusu1 andu2 exists and are distinct when

α ∈

[

n2(n − 4)

4(n − 2)
;
n(n − 2)

4

]

and Example 3.1 is proved. �

Now we discuss the following example. Here, we apply Theorem4.1.b and Theorem
4.1.a does not provide the result.

Example 3.2 On (S1(t) × Sn−1, h1 × hn−1) with n > 4, and t ≥
√

n(n−4)
4(n−2)2 , let

G1 = R1×IdSn−1 and G2 = R2×IdSn−1 be two isometry groups, where R1 and R2

are finite subgroups of SO(2) with respective cardinal A1 < A2. Let f ∈ C∞
G1∪G2

positive and maximal at x0 with derivatives at x0 equal to 0 up to the order n − 2
and such that

(

max f

< f >

)2/n

≥

(

(n − 2)2

4
+

1

4t2

)

KnA
4

n(n−2)

2 (2πtωn−1)
2/n

(

A2

A1

)2/n

− 1

(

(n − 2)2

n(n − 4)

)

n
n−2

.

(3.8)
Then there exist at least two C∞ solutions of different energies for the critical
equation (E0

αf ) when α belongs to the interval

α ∈

[

n(n − 4)

(n − 2)2

(

(n − 2)2

4
+

1

4t2

)

;
(n − 2)2

4

]

.

One of these solutions is G1-invariant and the other is G2-invariant.

Proof of Example 3.2. TheGi-orbits are finite and principal and thus

(

S1(t) × Sn−1
)

/ (Ri × IdSn−1) = S1

(

t

Ai

)

× Sn−1

with quotient metrich1 × hn−1. As already mentioned in section 2,(IGi,opt
S ) holds true

and with (2.2) and (2.8)

B0,Gi

(

S1(t) × Sn−1, h1 × hn−1

)

≥
(n − 2)2

4
. (3.9)

We claim now that for

α ≤
(n − 2)2

4
(3.10)

there exist twoC∞ solutions for(E0
αf ), minimizing for Gi, i ∈ 1, 2. Since the second

derivatives off at x0 are zero andSh1×hn−1

(

S1(t/Ai) × Sn−1
)

= (n − 1)(n − 2), the

existence condition (2.5) of Proposition 2.2 is written asα < (n−2)2

4 . If α = (n−2)2

4 , (E0
αf )
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is the equation of the prescribed scalar curvature problem and it is solved by Escobar-
Schoen [5] on compact conformally flat manifolds iff has derivatives at a maximum point
which turn out to be zero up to the ordern − 2. Thus on(S1(t/Ai) × Sn−1, h1 × hn−1)
there exists̃ui a minimizing solution of the equation

∆ũi +
(n − 2)2

4
ũi = f̃ ũ

n+2
n−2

i , ũi > 0.

If πi : S1(t) × Sn−1 → S1(t/Ai × Sn−1) is the canonical submersion, thenui = ũi ◦ πi

is aGi-minimizing solution of(E0
αf ) with α = (n−2)2

4 . Our claim is proved. Then one has
E(u1) < E(u2) if the three assumptions (3.4), (3.5) and (3.6) of Theorem 4.1.b hold true.

(3.4) is valid by (3.9) ifα ≤ (n−2)2

4 . (3.5) holds true thanks to the upper bound in (2.8) if

α ≥
n(n − 4)

(n − 2)2

(

1

4t2
+

(n − 2)2

4

)

. (3.11)

By (2.8) and (3.8), the right side of (3.6) is nonpositive. Then (3.6) is valid. Thus existence
and multiplicity are compatible ifα satisfies (3.10) and (3.11) which is possible ift ≥
(

n(n−4)
4(n−2)2

)1/2

. Example 3.2 is proved. �

Now we discuss an example where there are non constant dimensions of orbits and the
minimum dimension is3.

Example 3.3 On (S1(a) × S2(b) × Sn−3, h1 × h2 × hn−3) with n ≥ 10 and

1

4a
< b2 <

(n − 5)2

(n − 7)(3n2 − 26n + 57)
, (3.12)

we consider the following isometry groups:

G1 = IdS1(a)×S2(b) × O(n − 6) × O(4) and G2 = O(2) × O(3) × IdSn−3 .

Let x0 = (θ, 0Rn−6 , z0) where θ ∈ S1(a)× S2(b) and z0 ∈ S3 and let f ∈ C∞
G1∪G2

be
a positive function maximal at x0 such that ∆f(x0) = 0 and

max f

< f >
≥
(

(

4ab2
)2/(n−3)

− 1
)−n−3

2

(

(n − 5)2

(n − 3)(n − 7)

)

(n−3)2

2(n−5)

. (3.13)

Then there exist at least two C∞ solutions with different energies for the over
critical equation (E3

αf ) when α belongs to the interval

[

(n − 3)2(n − 7)

4(n − 5)
; min

{

(n − 3)(n − 5)

4
,

n − 5

4(n − 4)

(

2

b2
+ (n − 6)(n − 7)

)} [

.

One of these solutions is G1-invariant and the other is G2-invariant.
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Proof of Example 3.3. TheG2-orbits areS1(a)×S2(b)×{z}, wherez ∈ Sn−3, and thus
they are principal of constant dimension3 and constant volume8π2ab2. The quotient met-
ric on

(

S1(a) × S2(b) × Sn−3
)

/G2 = Sn−3 is hn−3. According to section 2,(IG2,opt
S )

holds true and with (2.2) and (2.6)

B0,G2 = B0(S
n−3, hn−3) =

(n − 3)(n − 5)

4
.

TheG1-orbit of x = (θ, y, z) ∈ R
5 × R

n−6 × R
4 whereθ ∈ S1(a) × S2(b), and(y, z) ∈

Sn−3, is
OG1

x = {θ} × Sn−7(‖y‖)× S3(‖z‖).

If ‖y‖ 6= 0 and‖z‖ 6= 0, dimOG1
x = n − 4 is maximum. Forx0 = (θ, 0Rn−6 , z0), where

θ ∈ S1(a) × S2(b) andz0 ∈ S3, we have

OG1
x0

= {θ} × {0Rn−6} × S3

anddimOG1
x0

= 3 is minimum (thusOG1
x0

is not a principal orbit) andvolOG1
x0

= 2π2.
We setH = IdS1(a)×S2(b)×Rn−6 × O(4). H is a normal subgroup ofG1, and for any
x = (θ, y, z) such thatz 6= 0,

OH
x = {θ} × {y} × S3(‖z‖),

where‖z‖ ∈]0, 1]. The maximum volume forH-orbit is archieved atx0. Moreover theH-
orbits are principal andOH

x0
= OG1

x0
. If x 6∈ OG1

x0
, thenOG1

x = {θ}×Sn−7(‖y‖)×S3(‖z‖)
with ‖y‖ 6= 0 and‖z‖ 6= 0 anddimOG1

x = n − 4 > 3. Finally assumption(H2) is true
with H and(IG1,opt

S ) is valid. Now in order to getGi-invariant and -minimizing solutions
of (E3

αf ), we use Proposition 2.2. The condition (2.5) forG2 is

α <
(n − 3)(n − 5)

4
. (3.14)

ForG1, we have∆g̃ ṽH(x̃0) ≥ 0 and thus (2.5) holds true if

α <
n − 5

4(n − 4)
Sg̃(x̃0).

Thanks to Proposition 3.1 below, this inequality holds trueif

α <
n − 5

4(n − 4)

(

2

b2
+ (n − 6)(n − 7)

)

. (3.15)

Energies of both solutions obtained under conditions (3.14) and (3.15) are different if the
three multiplicity conditions of Theorem 4.1.b hold true. The first condition (3.4) isα ≤
(n−3)(n−5)

4 and holds true if (3.14) does. The second one (3.5) is stated here as

α ≥
(n − 3)2(n − 7)

4(n − 5)
. (3.16)
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The last condition (3.6) is stated here as

α >

(n − 3)(n − 5)

4

[

1 −
(

(4ab2)2/(n−3) − 1
)

(

(n − 3)(n − 7)

(n − 5)2

)

n−3
n−5

(

max f

< f >

)2/(n−3)
]

.

By (3.13), the right side of this inequality is nonpositive so that (3.6) holds true. Finally
(3.14), (3.15) and (3.16) guarantee existence and multiplicity of two solutions for(E3

αf )
when

α ∈

[

(n − 3)2(n − 7)

4(n − 5)
; min

{

(n − 3)(n − 5)

4
;

n − 5

4(n − 4)

(

2

b2
+ (n − 6)(n − 7)

)}[

.

This interval is not empty thanks to (3.12). Example 3.3 is proved. �

Proposition 3.1 below was used in the above proof.

Proposition 3.1 On a product manifold (V m × Sn−m, g × hn−m) where (V m, g) is a
compact Riemannian m-manifold, we consider the isometry groups

G = IdV × O(r1) × O(r2), and H = IdV × IdRr1 × O(r2)

where r1 ≥ r2 et r1 + r2 = n − m + 1. Let x0 = (θ0, 0Rr1 , z0) with θ0 ∈ V and
z0 ∈ Sr2−1. Then assumption (H2) holds true and with the notations used above,
we have that

Sg̃(x̃0) ≥ Sg(θ0) + r1(r1 − 1).

We postpone the proof of Proposition 3.1 to section 7.

4 Proofs of Theorems 1.a and 1.b

For convenience, we introduce a general inequality : forcrit > 2 fixed,∃P > 0, ∃D >
0, ∀u ∈ H ⊂ H2

1 (M),
‖u‖2

crit ≤ P
[

‖∇u‖2
2 + D‖u‖2

2

]

(IPD)

whereH ⊂ H2
1 is a functional space such that the inclusionH ⊂ Lcrit is critical in

sense of being continuous but not compact. Theorems 1.a and 1.b are direct corollaries
of the following Theorem 4.1. In order to get Theorem 1.a fromTheorem 4.1, it suffices
to setH = H2

1 , crit = 2n
n−2 , P = Kn, andD = B0(M, g). In this case,(IPD) is the

optimal Sobolev inequality(IId,opt
S ) which holds true according to Hebey-Vaugon [12] on

every compact Riemaniann−manifold,n ≥ 3. To get Theorem 1.b from Theorem 4.1, it

suffices to setH = H2
1,G2

, crit = 2♯, P = Kn−k A
− 2

n−k

2 , andD = B0,G2(M, g). In this

case,(IPD) is the optimalG2-Sobolev inequality(IG2,opt
S ) which holds true according to

Theorem [F] when we assume(H1) or (H2).
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Theorem 4.1 Let (M, g) be a compact Riemannian n−manifold, n ≥ 3, G1 and G2

be two isometry groups such that the minimum dimensions of G1- and G2-orbits
are the same. We denote by k ≥ 0 this common minimum orbit dimension, and let
Ai > 0 be the minimal volume of Gi-orbits of dimension k, i = 1, 2. We suppose
that n − k > 2, A1 < A2 and that (IG2,opt

S ) holds true. Assume that for α ∈ R
+∗

and f ∈ C∞
G1∪G2

positive, there exist two solutions of (Ek
αf ) : u1 ∈ C∞

G1
which is

G1−minimizing and u2 ∈ C∞
G2

which is G2−minimizing. If

i) α ≤ B0,G2(M, g) (4.1)

ii) α ≥
(4 − crit)crit

4
D (4.2)

iii) α > B0,G2(M, g) −

[

(

A2

A1

)
2

n−k

− 1

]

A
2−crit

n−k

2 K
crit−2

2

n−k

V
(crit−2)(n−2−k)

2(n−k)
g P

crit
2

(

(4 − crit)crit

4

)
crit
2
(

max f

< f >

)

(crit−2)(n−2−k)
2(n−k)

(4.3)

then E(u1) < E(u2). In particular u1 and u2 are distinct.

Proof of Theorem 4.1. Sinceui is Gi-minimizing, the strict inequalityE(u1) < E(u2) is
equivalent to the strict inegalityΥG1 < ΥG2 . According to (2.3), it suffices then to prove
that

A
2

n−k

1

Kn−k(max f)2/2♯ < ΥG2 . (4.4)

Note that ifu1 satisfies (2.4), then the equality in (4.4) is sufficient to get E(u1) < E(u2).

Let us now search for a lower bound forΥG2 . Sinceu2 isG2-minimizing and with(IG2,opt
S ),

we get that

1

ΥG2

≤
(max f)2/2♯

Υ
n−k

2

G2

Kn−k

A
2

n−k

2

[

‖∇u2‖
2
2 + B0,G2‖u2‖

2
2

]

.

Thus

1

ΥG2

≤ (max f)2/2♯ Kn−k

A
2

n−k

2



1 +
B0,G2 − α

Υ
n−k

2

G2

‖u2‖
2
2



 . (4.5)

Since by (4.1),B0,G2−α ≥ 0, we search for an upper bound for‖u2‖
2
2. Multiplying (Ek

αf )

by u
4

crit−1
2 and integrating overM gives :

‖∇u
2

crit
2 ‖2

2 =
4

crit(4 − crit)

(
∫

M

fu
2♯−2+ 4

crit
2 dvg − α

∫

M

u
4

crit
2 dvg

)

.

Then by Hölder’s inequality

∫

M

fu
2♯−2+ 4

crit
2 dvg ≤

(
∫

M

fu2♯

2 dvg

)

2♯
−2+ 4

crit
2♯

(
∫

M

f dvg

)

2− 4
crit
2♯
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and by(IPD)

‖∇u
2

crit
2 ‖2

2 ≥
1

P
‖u

2
crit
2 ‖2

crit − D ‖u
2

crit
2 ‖2

2.

In particular, we have that

1

P
‖u

2
crit
2 ‖2

crit ≤
4

crit(4 − crit)

(
∫

M

fu2♯

2 dvg

)

2♯−2+ 4
crit

2♯
(
∫

M

f dvg

)

2− 4
crit
2♯

+

(

D −
4α

crit(4 − crit)

)
∫

M

u
4

crit
2 dvg .

Now by (4.2) and sinceu2 is aG2-minimizing solution we obtain that

‖u2‖
2
2 ≤

(

4P

(4 − crit)crit

)
crit
2

Υ
crit−2+n−k

2

G2

(
∫

M

f dvg

)
crit−2

2♯

.

Reporting this inequality in (4.5)

1

ΥG2

≤

(max f)2/2♯ Kn−k

A
2

n−k

2

[

1 + (B0,G2 − α)

(

4P

(4 − crit)crit

)
crit
2

Υ
crit−2

2

G2

(
∫

M

f dvg

)

crit−2

2♯

]

and with the upper bound forΥG2 given by (2.3),

1

ΥG2

≤ (max f)2/2♯ Kn−k

A
2

n−k

2

×



1 + (B0,G2 − α)A
crit−2

n−k

2

P
crit
2

K
crit−2

2

n−k

(

4

(4 − crit)crit

)
crit
2
(

∫

M
f dvg

max f

)

crit−2

2♯



 .

Note that ifu2 satisfies (2.4), the above inequality is strict. Finally thanks to (4.4) we have
E(u1) < E(u2) if

(max f)2/2♯ Kn−k

A
2

n−k

1

> (max f)2/2♯ Kn−k

A
2

n−k

2

×



1 + (B0,G2 − α)A
crit−2

n−k

2

P
crit
2

K
crit−2

2

n−k

(

4

(4 − crit)crit

)
crit
2
(

∫

M
f dvg

max f

)

crit−2

2♯





or isolatingα and introducing< f > the average value off :

α > B0,G2−

[

(

A2

A1

)
2

n−k

− 1

]

A
2−crit

n−k

2

K
crit−2

2

n−k

P
crit
2

(

(4 − crit)crit

4

)
crit
2
(

max f

Vg < f >

)
crit−2

2♯

which is exactly (4.3). Theorem 4.1 is proved. Note that the remark following Theorem
4.1.b is also proved since ifu1 or u2 satisfies (2.4), then the previous inequality is not
necessarily strict. �
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5 Multiplicity results 2

We provide another general result for multiplicity in Theorem 5.1 below. Then we illustrate
the Theorem on specific examples. We postpone the proof of Theorem 5.1 to section 6.

Theorem 5.1 Let (M, g) be a compact Riemannian n-manifold, n ≥ 3, G1 and G2

be two isometry groups such that the minimum dimensions of G1- and G2-orbits
are the same. We denote by k ≥ 0 this common minimum orbit dimension, and let
Ai > 0 be the minimum volume of Gi-orbits of dimension k, i = 1, 2. We suppose
that n−k > 2 and A1 < A2, and that (IG2,opt

S ) holds true. Assume that for α ∈ R
∗
+

and f ∈ C∞
G1∪G2

positive, there exist two solutions of (Ek
αf ) : u1 ∈ C∞

G1
which is

G1-minimizing, and u2 ∈ C∞
G2

, which is G2-minimizing. If

i) α ≤ B0,G2(M, g), and (5.1)

ii) α > B0,G2(M, g) −
A

2
n−k

2 − A
2

n−k

1

Kn−k V
2

n−k
g

inf f

max f
2

2♯ < f >
2

n−k

, (5.2)

where < f > stands for the average value of f, then E(u1) < E(u2). In particular,
u1 and u2 are distinct.

Here again, ifu1 satisfies (2.4), then inequalityii) is not necessarily strict. In the
following Corollary to Theorem 5.1,f = 1 and we obtain three different solutions for
(Ek

α).

Corollary 5.1 Let (M, g) be a compact Riemannian n-manifold, n ≥ 3, G1 and G2

be two isometry groups such that the minimum dimensions of G1- and G2-orbits
are the same. We denote by k ≥ 0 this common minimum orbit dimension, and let
Ai > 0 be the minimum volumes of Gi-orbits of dimension k, i = 1, 2. We suppose
that n − k > 2 and A1 < A2, and that (IG1,opt

S ) and (IG2,opt
S ) hold true. Then :

1) If

B0,G2(M, g) −
A

2
n−k

2

Kn−k V
2

n−k
g

< B0,G1(M, g) −
A

2
n−k

1

Kn−k V
2

n−k
g

(5.3)

then there exist two solutions of different energies for the equation

∆u + αu = u
n+2−k
n−2−k (Ek

α)

when α belongs to the interval

α ∈



B0,G2(M, g) −
A

2
n−k

2 − A
2

n−k

1

Kn−k V
2

n−k
g

; min
i=1,2

B0,Gi(M, g)



 . (5.4)

One of these solutions is non constant and G1-invariant, the other is G2-invariant.
2) If moreover

A
2

n−k

2

Kn−kV
2

n−k
g

< min
i=1,2

B0,Gi(M, g) (5.5)
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then the constant solution ūα = α
n−2−k

4 of (Ek
α) is different from the two previous

solutions given in 1) when α belongs to the interval

α ∈



max







B0,G2(M, g) −
A

2
n−k

2 − A
2

n−k

1

Kn−k V
2

n−k
g

,
A

2
n−k

2

Kn−kV
2

n−k
g







; min
i=1,2

B0,Gi(M, g)



 .

(5.6)

Proof of Corollary 5.1. Part1) is a corollary of Theorem 5.1 whenf = 1 and where
existence of solutions is given by Proposition 2.1. We have hereα < B0,Gi . In particular
(2.4) holds true and by the remark following Theorem 5.1, inequality ii) in Theorem 5.1
is not necessarily strict. Theorem 5.1 claims that the two solutions have different energies
whenα belongs to the interval in (5.4). In particular, with (2.7),we have that

α
n−k

2 Vg ≥
A1

K
n−k

2

n−k

.

But α
n−k

2 Vg is the energy of constant solutionα
n−2−k

4 . SinceE(u1) < A1K
−n−k

2

n−k , we get

thatE(u1) < E(α
n−2−k

4 ) andu1 is not constant. Part1) is proved and

E(u1) < E(u2) = Υ
n−k

2
2 < A2 K

−n−k
2

n−k .

ThenE(u2) < E(α
n−2−k

4 ) if α ≥
A

2
n−k
2

Kn−k V
2

n−k
g

. This is compatible with (5.4), thanks to

(5.5), and part2) is proved. �

Now we discuss specific examples. In the three following examples, the manifold is
S1(t) × Sn−1 and we fixf ≡ 1. The first example concerns the critical equation(E0

α)
and the two other examples concern the overcritical equation (Ek

α) with k = 1. In the first
example, we pass from the Yamabe multiplicity to an intervalof multiplicity.

Example 5.1 On (S1(t) × Sn−1, h1 × hn−1), n ≥ 3, let G1 = R1 × IdSn−1 and
G2 = R2 × IdSn−1 be two isometry groups, where R1 and R2 are finite subgroups
of SO(2) with respectif cardinals A1 < A2. If

t > max







A2ωn

2πωn−1

(

n

n − 2

)n/2

;

(

A2
2 (2πωn−1)

2/n

(A
2/n
2 − A

2/n
1 ) n(n − 2)ω

2/n
n

)
n

2(n−1)







then there exist at least three C∞ solutions of different energies for the critical
equation (E0

α) when α belongs to the interval

α ∈



max







(n−2)2

4 +
A2

2

4t2 −

(

A
2
n
2 −A

2
n
1

)

n(n−2)ω2/n
n

4(2πtωn−1)2/n ,
A

2/n
2 n(n−2)ω2/n

n

4(2πtωn−1)2/n







; (n−2)2

4



 .

(5.7)
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One of these solutions is G1-invariant, the other is G2-invariant and the third one

is the constant solution ūα = α
n−2

4 .

As a remark, whenα = (n−2)2

4 , (E0
α) is the Yamabe equation onS1(t)×Sn−1 and we

recover a multiplicity result of Hebey-Vaugon [13].

Proof of Example 5.1. The actions of the groups are already presented in Example 3.2.
In particular,(IGi,opt

S ) holds true and with (2.2) and (2.8) we have that

(n − 2)2

4
≤ B0,Gi

(

S1(t) × Sn−1, h1 × hn−1

)

≤
A2

i

4t2
+

(n − 2)2

4
. (5.8)

We claim that there exist two solutionsui ∈ C∞
Gi

for (E0
α) if

α ≤
(n − 2)2

4
.

The double existence forα < (n−2)2

4 is indeed given by (2.5). Forα = (n−2)2

4 this is
given by the the resolution of the Yamabe problem onS1(t/Ai) × Sn−1 and with similar
arguments to the one used in Example 3.2. Now Corollary 5.1 guarantees thatu1, u2 and
the constant solution have different energies if (5.3) and (5.5) hold true. First by (5.8), (5.3)
holds true if

A2
2

4t2
+

(n − 2)2

4
−

A
2/n
2

Kn(2πtωn−1)2/n
<

(n − 2)2

4
−

A
2/n
1

Kn(2πtωn−1)2/n

namely if

t >

(

A2
2(2πωn−1)

2/n

n(n − 2)(A
2/n
2 − A

2/n
1 )ω

2/n
n

)
n

2(n−1)

.

SinceB0,Gi ≥
(n−2)2

4 , (5.5) holds true if

A
2/n
2 n(n − 2)ω

2/n
n

4(2πtωn−1)2/n
<

(n − 2)2

4

namely if

t >
A2ωn

2πωn−1

(

n

n − 2

)n/2

.

Under these two conditions ont, Corollary 5.1 gives the triple multiplicity whenα belongs
to the interval in (5.6) which contains the interval in (5.7,thanks to (5.8). Example 5.1 is
proved. �

The next example involves the Hopf fibration and concerns overcritical equations on
S1(t) × S3.
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Example 5.2 On (S1(t) × S3, h1 × h3), where t > 1, let

G1 = IdS1(t) × {(σ, σ)/σ ∈ SO(2)} and G2 = O(2) × IdS3

be two isometry groups. There exist at least two C∞ solutions of different energies
for the overcritical equation

∆u + αu = u5, u > 0 (E1
α)

when α belongs to the interval

α ∈

[

3

4 t2/3
;
3

4

[

. (5.9)

One of these solutions is G1-invariant and nonconstant, the other is G2-invariant.
Besides if u2 is not the constant solution, then there exist at least three different
solutions when α belongs to the interval in (5.9). On the other hand, if u2 is the
constant solution, the interval of multiplicity for α extends to [ 3

4 t2/3 ; 1[.

Proof of Example 5.2. The G2-orbits areS1(t) × {θ}, whereθ ∈ S3. Thus they are
principal of dimension1 and constant volume2πt and we have that

(

S1(t) × S3
)

/G2 =

S3 with quotient metrich3. As already mentioned,(IG2,opt
S ) holds true and with (2.2) and

(2.6)

B0,G2(S
1(t) × S3, h1 × h3) =

3

4
.

The group{(σ, σ), σ ∈ SO(2)} gives the Hopf fibrationS3 → S2(1/2) with fiberS1 and
h2 as quotient metric onS2(1/2). TheG1-orbits are{ρ} × S1 whereρ ∈ S1(t). Thus
they are principal of dimension1 and constant volume2π and we have(S1(t)×S3)/G1 =

S1(t) × S2(1/2) with quotient metrich1 × h2. Here again(IG1,opt
S ) holds true and

B0,G1(S
1(t) × S3, h1 × h3) = B0(S

1(t) × S2(1/2), h1 × h2).

Part1) of Corollary 5.1 gives a multiplicity interval forα if (5.3) holds true. We easily
check that

B0,G2 −
A

2/3
2

K3V
2/3
h1×h3

= 0

and that

B0,G1 −
A

2/3
1

K3V h1 × h3
2/3

= B0(S
1(t) × S2(1/2), h1 × h2) −

3

4t2/3
.

Thus (5.3) becomes here

B0,G1 >
3

4t2/3
.

By (2.7) we know thatB0,G1 ≥ max
{

3
4t2/3 , 1

}

= 1 sincet > 1, and thus (5.3) holds
true. Part1) of Corollary 5.1 guarantees then a double multiplicity whenα belongs to the
interval in (5.4). We easily see that this interval is here

α ∈

[

3

4 t2/3
;
3

4

[

.
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In this example, (5.5) does not hold true, so part2) of Corollary 5.1 does not apply. The
constant solution̄uα = α

1
4 exists for anyα > 0. If u2 6= ūα then there exist at least three

solutions of different energies whenα belongs to the interval in (5.9). Now ifu2 = ūα

thenu2 exists for anyα > 0. The solutionu1 exists whenα < 1 ≤ B0,G1 and its energy

verifiesE(u1) < A1K
− 3

2
3 . Thusu1 is not constant if

A1

K
2
3
3

≤ E(ūα) = α
3
2 Vh1×h3

namely ifα ≥ 3
4t2/3 . The interval of double multiplicity is here[ 3

4t
2
3
, 1[. Example 5.2 is

proved. �

The last example involves infinite non principal orbits.

Example 5.3 On (S1(t) × Sn−1, h1 × hn−1) with n ≥ 4 and t >
(

n−1
n−3

)
n−1

2

, let

G1 = IdS1(t) × O(n − 2) × O(2) and G2 = O(2) × IdSn−1

be two isometry groups. There exist at least two C∞ solutions of different energies
for the overcritical equation

∆u + αu = u
n+1
n−3 (E1

α)

when α belongs to the interval

α ∈

[

(n − 1)(n − 3)

4t
2

n−1

;
(n − 3)2

4

[

.

One of these solutions is G1-invariant and nonconstant, the other one is G2-invariant.

Proof of Example 5.3. The groupG2 is the same as in Example 5.2. TheG2-orbits are
S1(t) × {θ} whereθ ∈ Sn−1, of dimension1 and constant volume2πt. The quotient
manifold is(Sn−1, hn−1) and(IG2,opt

S ) holds true with

B0,G2

(

S1(t) × Sn−1, h1 × hn−1

)

=
(n − 1)(n − 3)

4
.

We easily check that

B0,G2 −
A

2
n−k

2

Kn−kV
2

n−k

h1×hn−1

= 0.

TheG1-orbits are sphere products possibly reduced to a point :
∀x = (θ, y, z) ∈ S1(t) × R

n−2 × R
2 ⊂ S1(t) × Sn−1,

OG1
x = {θ} × Sn−3(‖y‖)× S1(‖z‖).
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For x0 = (θ, 0Rn−2 , z0), whereθ ∈ S1(t), andz0 ∈ S1, we have thatOG1
x0

= {θ} ×
{0Rn−2} × S1. ThusdimOG1

x0
= 1 is minimum andvolOG1

x0
= 2π. Similar arguments as

in the proof of Example 3.3 show that(H2) holds true if we choose the normal subgroup
H of G1 asH = IdS1(t)×Rn−2 × O(2). Thus(IG1,opt

S ) holds true. Now assumption (5.3)
of Corollary 5.1 becomes

B0,G1 >
(n − 1)(n − 3)

4t
2

n−1

.

By (2.7) we know that

B0,G1 ≥ max

{

(n − 1)(n − 3)

4t2/(n−1)
;

(n − 3)

4(n − 2)

(

Sg̃(x̃0) +
3∆g̃ ṽH(x̃0)

A1

)}

.

SincevolOH
x0

= volOG1
x0

is maximal onH-orbits we have∆g̃ṽH(x̃0) ≥ 0 and according
to Proposition 3.1,Sg̃(x̃0) ≥ (n − 2)(n − 3). In particular

B0,G1 ≥ max

{

(n − 1)(n − 3)

4t2/(n−1)
;

(n − 3)2

4

}

=
(n − 3)2

4

sincet >
(

n−1
n−3

)
n−1

2

. Thus (5.3) holds true. Finally part1) of Corollary 5.1 guarantees a

double multiplicity whenα belongs to the interval in (5.4) whose endpoints are

B0,G2 −

(

A
2

n−1

2 − A
2

n−1

1

)

Kn−1V
2

n−1

h1×hn−1

=
(n − 1)(n − 3)

4t
2

n−1

and

min{B0,G1, B0,G2} ≥ min

{

(n − 3)2

4
,
(n − 1)(n − 3)

4

}

=
(n − 3)2

4
.

Example 5.3 is proved. �

6 Proof of Theorem 5.1

The proofs of Theorems 4.1 and 5.1 are similar but with an important difference in the way
we find an upper bound for‖u2‖2. In order to prove Theorem 5.1 it suffices, as in the proof
of Theorem 4.1, to prove that

A
2

n−k

1

Kn−k(max f)2/2♯ < ΥG2 . (6.1)

We search for a lower bound forΥG2 and similar arguments as in proof of Theorem 4.1
lead us to inequality (4.5)

1

ΥG2

≤ (max f)2/2♯ Kn−k

A
2

n−k

2



1 +
B0,G2 − α

Υ
n−k

2

G2

‖u2‖
2
2



 . (6.2)
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Thanks to (5.1),B0,G2 − α ≥ 0, and we search now for an upper bound for‖u2‖2. Here is
where the proof diverges from the proof of Theorem 4.1. We obtain with Hölder’s inequal-
ity and sinceu2 is G2-minimizing that

∫

M

u2
2 dvg ≤

Υ
n−2−k

2

G2

min f

(
∫

M

f dvg

)
2

n−k

.

Reporting this inequality in (6.2) and isolatingΥG2 gives :

ΥG2 ≥
A

2
n−k

2

(max f)2/2♯Kn−k
− (B0,G2 − α)

(∫

M
f dvg

)
2

n−k

minM f
.

Finally (6.1), and thus also the strict inequalityE(u1) < E(u2), hold true if

A
2

n−k

1

(max f)2/2♯Kn−k
<

A
2

n−k

2

(max f)2/2♯Kn−k
− (B0,G2 − α)

(∫

M f dvg

)
2

n−k

min f
,

or else

α > B0,G2 −
A

2
n−k

2 − A
2

n−k

1

Kn−k

min f

(max f)2/2♯ (Vg < f >)
2

n−k

.

The last inequality is not necessarily strict whenu1 satisfies (2.4). Theorem 5.1 is proved.�

7 Proof of Proposition 3.1

We start with the following Lemma.

Lemma 7.1 Let (M, g) be a compact Riemannian n-manifold, n ≥ 3, of constant
sectional curvature Kg(M), and G be an isometry group such that all G-orbits are
principal, and thus of constant dimension k. Assume that k < n. Then

Sg̃(y) ≥ Kg(M) (n − k)(n − k − 1), (7.1)

for all y ∈ M/G, where g̃ is the quotient metric induced by g on M/G.

As a remark, if theG-orbits are finite, the canonical submersionπ : M → M/G is a
local isometry and inequality (7.1) is an equality.

Proof of Lemma 7.1. On (M/G, g̃), which has dimensionn− k, we have the following
relation between the sectionalKg̃ and the scalar curvature:Sg̃

Sg̃(y) =
∑

(i,j)∈[1,n−k]2,i6=j

Kg̃(ẽi, ẽj) (7.2)

for all y ∈ M/G, where(ẽ1, ..., ẽn−k) is an orthonormal basis ofTy(M/G). O’Neil’s
formula links the sectional curvaturesKg of M andKg̃ of (M/G) by

Kg̃(ẽi, ẽj) = Kg(ei, ej) +
3

4

∣

∣[ei ej ]
v
∣

∣

2
≥ Kg(ei, ej)
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whereei =
(

dπx\(Kerdπx)⊥
)−1

(ẽi) ∈ (Ker dπx)
⊥

, and where[ei ej]
v ∈ Ker dπx is

the vertical composant of[ei ej] ∈ Tx(M). SinceKg is constant and with (7.2), we finally
obtain

Sg̃(y) ≥ Kg(M) (n − k)(n − k − 1)

and Lemma 7.1 is proved. �

Now we prove Proposition 3.1.

Proof of Proposition 3.1. On the open set

Ω = {x = (θ, y, z) ∈ V m × Sn−m, ‖z‖ 6= 0},

all H-orbits are principal and(H2) holds true. We have thatΩ containsOH
x0

= {θ0} ×
{0Rr1} × Sr2−1; thus there exist an open setΩ1 ∋ θ0 of V m and an open setΩ2 ∋
{0Rr1} × Sr2−1 of Sn−m such that

OH
x0

∈ Ω1 × Ω2 ⊂ Ω

and we have
(Ω1 × Ω2) /H = Ω1 × (Ω2/ H ′)

whereH ′ = IdRr1 × O(r2). The metric on(Ω1 × Ω2) /H is the quotient metric̃g =
g × h̃n−m whereh̃n−m is the quotient metric induced byhn−m onSn−m/H ′. Now

x̃0 = πH

(

{θ0} × {0Rr1} × Sr2−1
)

= {θ0} × {t0}

with t0 = πH′

(

{0r1} × Sr2−1
)

∈ Ω2/H ′ and whereπH′ : Ω2 → Ω2/H ′ is the canonical
submersion. Thus

Sg̃(x̃0) = Sg(θ0) + Sh̃n−m
(t0) .

Since theH ′-orbits are principal onΩ2 ⊂ Sn−m, thanks to lemma 7.1, and sincedim Ω2/H ′ =
n− m− r2 + 1 = r1 andKhn−m(Sn−m) = 1, we haveSh̃n−m

(t0) ≥ r1(r1 − 1). Finally

Sg̃(x̃0) ≥ Sg(θ0) + r1(r1 − 1),

Proposition 3.1 is proved. �
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