
Pure Type System conversion is always typable

Vincent Siles, Hugo Herbelin

To cite this version:

Vincent Siles, Hugo Herbelin. Pure Type System conversion is always typable. Journal of
Functional Programming, Cambridge University Press (CUP), 2012, 22 (2), pp.153 - 180.
<10.1017/S0956796812000044>. <inria-00497177v2>

HAL Id: inria-00497177

https://hal.inria.fr/inria-00497177v2

Submitted on 18 Dec 2011

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
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Abstract

Pure Type Systems are usually described in two different ways, one that uses an external notion of
computation like beta-reduction, and one that relies on a typed judgment ofequality, directly in the
typing system.

For a long time, the question was open to know whether both presentations described the same
theory. A first step towards this equivalence has been made by Adams for a particular class ofPure
Type Systems(PTS) called functional. Then, his result has been relaxed to all semi-full PTSs in
previous work. In this paper, we finally give a positive answer to the general question, and prove that
equivalence holds for any Pure Type System.

1 Introduction

Dependent type systems are used as a basis for both formalizing mathematics and building
more expressive programming languages. Some popular implementations of those con-
cepts are the proof systemsCoq1 - which is built on top of theCalculus of Inductive
Constructors(Werner, 1994) -Isabelle-HOL2 - which can be seen as an extension of
Girard’s systemFω - and the dependently typed programming languageAgda 2(Norell,
2007). A key ingredient of these systems is the presence of aninternal notion of equality
based onβ -conversion orβη-conversion. However, two traditional presentations of this
equality can be found in the literature. One way to express itis to rely on an “untyped
conversion” rule of the form:

Γ ⊢ M : A Γ ⊢ B type

Γ ⊢ M : B
A=β B

Untyped conversion is the equality conventionally used to define e.g. theCalculus of
Inductive Constructions. The equality is a black box that knows nothing about the typing
validity of the terms it deals with: each conversion step is not checked to be well-typed
and it is only a posteriori that we know that for two convertible well-typed terms, there
is a path exclusively made of well-typed terms that connectsthem (see Corollary 2.9). A
second approach embeds a notion of equality directly in the type system. So there are two

1 http://coq.inria.fr/refman/
2 http://www.cl.cam.ac.uk/research/hvg/Isabelle/
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kinds of typing judgments: one to type terms, and one to type equalities. With this kind of
approach, we enforce that every conversion step is well-typed:

Γ ⊢e M : A Γ ⊢e A=β B type

Γ ⊢e M : B

Those systems are known as “type systems with judgmental equality”. The equality knows
some typing information, and needs to fulfill some typing constraints to hold, it is not an
external tool anymore. This is the case ofMartin-Löf ’s Type Theory(Martin-Löf, 1984;
Nordstromet al., 1990) from whichAgda 2is derived, orUTT (Goguen, 1994).

Surprisingly, showing the equivalence between those two definitions is difficult. Trans-
lating a judgmental equality into an untyped one is simple, but the reverse translation is
significantly more difficult. Geuvers (1993) early noticed that being able to lift an untyped
equality to a typed one, i.e. to turn a system withβ -conversion into a system with judg-
mental equality requires to showSubject Reductionin the latter system:

If Γ ⊢e M : A andM ։β N thenΓ ⊢e M =β N : A.

Subject Reductionrequires the injectivity of dependent productsΠxA.B :

If Γ ⊢e ΠxA.B=β ΠxC.D typethenΓ ⊢e A=β C typeandΓ(x : A) ⊢e B=β D type.

This property itself relies on a notion of typed confluence which again involvesSubject
Reduction: we are facing a circular dependency.

Both presentations have their own purpose, but in two different directions. Because they
carry more typing information, the systems based on judgmental equality are convenient
for building models (Goguen, 1994; Abelet al., 2007; Abel, 2010; Werner & Lee, 2010).
On the other hand, the typing judgments are irrelevant for computation and with untyped
conversion, one can concentrate on the purely computational content of conversion. Those
systems are also better suited for type-checking and type-inference as developed in (van
Benthem Juttinget al., 1993) with the definition of a syntax directed version of Pure Type
Systems. However, there is still a missing link between bothpresentations to ensure that
they are effectively describing the same theory.

Besides looking for a better understanding of the relationsbetween typed and untyped
equality, another motivation is to apply such an equivalence to the foundations of proof
assistants. For instance, forCoq, the construction of a set-theoretical model (on which
relies the consistency of some standard mathematical axioms) requires the use of a typed
equality. However, the implementation relies on an untypedversion of the same system.
By achieving the equivalence between both presentations, we would be able to assert that
a set-theoretical model, such as the one given by Werner and Lee, correctly applies to the
actual implementation.

The first proofs of equivalence only concerned particular cases without aiming for a gen-
eral statement, and were based on construction of models, one system at a time (Geuvers,
1993; Goguen, 1994; Abelet al., 2007). However, this kind of approach does not scale
easily since it relies on the underlying model construction, which is closely linked to the
structure of each particular system.
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Among type systems, the class of Pure Type Systems (or PTSs) that Berardi (1990) and
Terlouw (1989) independently introduced as a generalization of Barendregt’sλ -cube (Baren-
dregt, 1991) is a framework based on untyped conversion which is at the core of the world
of dependent types, with the (dependent) implication as only type constructor. Most com-
plex systems are built on top of a particular PTS by adding newkinds of type constructors
or concepts (inductive types, intersection types, subtyping, ...).

A few years ago, Adams (2006) showed that building models wasnot necessary to con-
nect PTSs and their counterpart with judgmental equality (also knows assemanticalPTS
(Geuvers, 1993), or PTSe): he proved by purelysyntacticalmeans3 that every functional
Pure Type System is equivalent to its variant with judgmental equality. The authors also
made a new step toward an extension of the result to all PTSs byreusing Adams’ technique
to prove that the equivalence also holds for anysemi-full Pure Type System (Siles &
Herbelin, 2010). The main idea of those proofs is to define an intermediate system called
Typed Parallel One Step Reduction(or TPOSR) that combines the idea of a typed equality
with the idea of parallel reduction which is at the heart of the proof ofConfluence.

In this paper, we shall prove that the equivalence holds forany PTS: every instance
of Pure Type System is equivalent to its judgmental equalitycounterpart. To do so, we
extended Adams’ TPOSR definition into a new system which enjoys the same properties
about typing and reduction, while keeping the whole generality of PTSs:Pure Type System
based on Annotated Typed Reduction(PTSatr).

PTSatr can be seen as an operational presentation of PTSe with enough typing informa-
tion embedded in terms so that the main meta-theoretical properties of PTSs hold, starting
with Π-injectivity. ThatΠ-injectivity holds is not obvious and a by-product of our approach
is that only a non-uniformly typed form ofΠ-injectivity holds. This weakΠ-injectivity is
however enough to getChurch-RosserandSubject Reductionand this is shown in Section
3. The equivalence comes then from the ability to annotate any derivation in PTSs or PTSe
so that it holds in PTSatr. We show how do to that for PTSs in Section 4.

The whole process that we are going to describe involves somequite complicated struc-
tures and large mutual inductive proofs, so everything stated in this paper has been formal-
ized (using de Bruijn indices (1972)) in the proof assistantCoq. The whole development
can be found in (Siles, 2010).

By closing this open problem, we are one step closer to more complex typing systems,
for example systems with subtyping like theExtended Calculus Of Constructions(Luo,
1989) and theCalculus of Inductive Constructions, or systems with more expressive con-
version that considerη-expansion (as in Geuvers & Werner, 1994).

2 The meta-theory of PTS

In this section, we give the definitions ofPure Type SystemandPure Type System with
Judgmental Equality, its “typed” counterpart. We also recall the main properties of these

3 Formalizable in primitive recursive arithmetic.
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systems, and the main issues that one faces while trying to prove that both presentations
are equivalent.

2.1 Terms and Untyped Reductions

The terms used in the following type systems are the usualλ -calculus termsa la Church
- variable, abstraction and application - extended with twomore constructions which are
the entry points of types inside terms :Π-types and sorts.

Structure of terms and contexts
s : Sorts
x : Vars
A,B,M,N ::= s | x | MN | λxA.M | ΠxA.B

Γ ::= /0 | Γ(x : A)

TheΠ construct is used to type functions, and is usually denotedA→ B whenB does not
depend on its argument. If there is a dependency, we keep track of the binding variablex
with this notation.

The setSortsis the first parameter that defines an instance of PTS. Sorts are used to assert
that a term can correctly be used in a typing position. We willsee how it works in more
detail after the introduction of the typing rules. The set ofvariablesVars is assumed to be
infinite, and is common to all PTSs. In the following, we considers, si andt to be inSorts,
andx, y andz to be inVars. A context is a list of terms labeled by distinct variables, e.g.
Γ ≡ (x1 : A1) . . .(xn : An), where all thexi are distinct. Since we want to handle dependent
types, the order inside the context matters: axi can only appear inA j where j > i. Γ(x) = A
is shorthand for(x : A) ∈ Γ and /0 denotes the empty context. Thedomain Dom(Γ) of
a contextΓ is defined as the set ofxi such thatΓ(xi) exists. The concatenation of two
contexts whose domains are disjoint is writtenΓ1Γ2.

The termλxA.M (resp.ΠxA.B) binds the variablex in M (resp.B) but not inA and the
set offree variables (fv)is defined as usual according to those binding rules.

We use an external notion of substitution:M[N/x] stands for the termM where all the
free variablesx have been replaced byN, without any variable capture. We can extend the
substitution to contexts (in this case, we consider thatx 6∈ Dom(Γ)). Γ[N/x] is recursively
defined as :

1. /0[N/x], /0
2. (Γ(y : A))[N/x], Γ[N/x](y : A[N/x])

The notion ofβ -reduction (→β ) is defined as the congruence closure of the relation
(λxA.M)N →β M[N/x] over the grammar of terms. The reflexive-transitive closureof
→β is written as։β , and its reflexive-symmetric-transitive closure as=β . The notion
of syntactic equality (up toα-conversion) is denoted as≡.

At this point, it is important to notice the order in which we can prove things:Confluence
of theβ -reduction can be established before even defining the typing system, it is only a
property of the reduction. Using this, we can prove some useful properties ofΠ-types and
sorts:



ZU064-05-FPR PTSATR 16 November 2011 13:10

Pure Type System conversion is always typable 5

Lemma 2.1(Confluence and its consequences)
• If M ։β N andM ։β P then there isQ such thatN ։β Q andP։β Q.
• Π-injectivity: If ΠxA.B=β ΠxC.D thenA=β C andB=β D
• If s=β t thens≡ t.

2.2 Presentation of Pure Type Systems

2.2.1 Pure Type System

A PTS is a generic framework to study a family of type systems all at once. Popular type
systems likeSimply Typed Lambda Calculus, System For Calculus of Constructions (CoC)
are part of this family. There is a well-established literature on PTSs and we only recall the
main ideas of those systems. The reader interested in more details is invited to look for
instance at (Geuvers & Nederhof, 1991; Barendregt, 1992; Geuvers, 1993).

The generic nature of PTSs arise in the typing rules for sortsandΠ-types. The set of
axiomsA ⊂ (Sorts×Sorts) is used to type sorts:(s, t) ∈ A means that the sorts can be
typed by the sortt. The set of rulesR ⊂ (Sorts×Sorts×Sorts) is used to check the well-
formedness ofΠ-types.

In this paper, we describe a variant of PTSs (which is known tobe equivalent to their
usual description, see (Pollack, 1994) or the proof provided in the Coq formalization)
which uses a notion of “well-formed contexts”. The typing rules for PTSs are given in
Fig. 1. Intuitively,Γ ⊢ M : T can be read as “the termM has typeT in the contextΓ”, and
Γ ⊢ A : s as “A is a valid type inΓ”. As we can see, theCONV rule relies on the external
notion ofβ -conversion, so we do not check that every step of the conversion is well-typed.

In this paper, we refer to some subclasses of PTSs:

Functional, Full and semi-Full PTS

• A PTS is functional if:

1. for all s, t, t ′, if (s, t) ∈ A and(s, t ′) ∈ A thent ≡ t ′.
2. for all s, t,u,u′, if (s, t,u) ∈ R and(s, t,u′) ∈ R thenu≡ u′.

• A PTS is semi-full4 if (s, t,u) ∈ R implies that for allt ′, there isu′ such that
(s, t ′,u′) ∈ R.

• A PTS is full if for anys, t, there isu such that(s, t,u) ∈ R.
Obviously, a full PTS is also semi-full.

Lemma 2.2(Type Uniqueness for functional PTS)
In anyfunctionalPTS, ifΓ ⊢ M : T andΓ ⊢ M : T ′ thenT =β T ′.

The following properties hold for all PTSs. They are the basic meta-theory that we need
to prove the interesting theorems.

4 The notion of semi-full is due to Pollack, see (van Benthem Juttinget al., 1993).
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/0wf
NIL

Γ ⊢ A : s x /∈ Dom(Γ)
Γ(x : A)wf

CONS

Γwf (s, t) ∈ A

Γ ⊢ s : t
SORT

Γwf Γ(x) = A

Γ ⊢ x : A
VAR

Γ ⊢ A : s Γ(x : A) ⊢ B : t
(s, t,u) ∈ R Γ(x : A) ⊢ M : B

Γ ⊢ λxA.M : ΠxA.B
LAM

Γ ⊢ A : s Γ(x : A) ⊢ B : t (s, t,u) ∈ R

Γ ⊢ ΠxA.B : u
PI

Γ ⊢ M : ΠxA.B Γ ⊢ N : A

Γ ⊢ MN : B[N/x]
APP

Γ ⊢ M : A A=β B Γ ⊢ B : s

Γ ⊢ M : B
CONV

Fig. 1. Typing Rules for PTS

Lemma 2.3(Weakening)
1. If Γ1Γ2 ⊢ M : B, Γ1 ⊢ A : sandx /∈ Dom(Γ1Γ2) thenΓ1(x : A)Γ2 ⊢ M : B.
2. If Γ1Γ2 w f , Γ1 ⊢ A : s andx /∈ Dom(Γ1Γ2) thenΓ1(x : A)Γ2 w f .

Lemma 2.4(Substitution)
1. If Γ1(x : A)Γ2 ⊢ M : B andΓ1 ⊢ P : A thenΓ1Γ2[P/x] ⊢ M[P/x] : B[P/x].
2. If Γ1(x : A)Γ2 w f andΓ1 ⊢ P : A thenΓ1Γ2[P/x]w f .

While proving facts about PTSs, we often need to compute some typing information
about the subterms of one judgment. To do this, we frequentlyuse theGeneration(or
Inversion) property:

Theorem 2.5(Generation)
1. If Γ ⊢ s : T then there ist such that(s, t) ∈ A andT =β t.
2. If Γ ⊢ x : A then there isB such thatΓ(x) = B andA=β B.
3. If Γ ⊢ ΠxA.B : T then there ares1,s2,s3 such thatΓ ⊢ A : s1, Γ(x : A) ⊢ B : s2,

(s1,s2,s3) ∈ R andT =β s3.
4. If Γ ⊢ λxA.M : T then there ares1,s2,s3 andB such thatΓ ⊢ A : s1, Γ(x : A) ⊢ B : s2,

Γ(x : A) ⊢ M : B, (s1,s2,s3) ∈ R andT =β ΠxA.B.
5. If Γ ⊢ M N : T then there areA and B such thatΓ ⊢ M : ΠxA.B, Γ ⊢ N : A and

T =β B[N/x].

Lemma 2.6(Type Correctness)
If Γ ⊢ M : T, then there isssuch thatT ≡ s or Γ ⊢ T : s.

Since we want the full generality of PTSs, we need to distinguish between the two conclu-
sions: nothing ensures that all sorts are well-typed.
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The notion ofβ -conversion can easily be extended to context since they areordered lists
of terms:

Context Conversion

• /0=β /0.
• If Γ =β Γ′, A=β B andx 6∈ Dom(Γ), thenΓ(x : A) =β Γ′(x : B).

Lemma 2.7(Context Conversion in Judgments)

If Γ ⊢ M : A, Γ =β Γ′ andΓ′
w f thenΓ′ ⊢ M : A.

With all those tools, we can now prove the main property of PTSs, which states that
computation preserves typing:

Theorem 2.8(Subject Reduction)
If Γ ⊢ M : A andM →β N, thenΓ ⊢ N : A.

Proof

The proof can be found in (Barendregt, 1992). We just want to put forward that it relies on
Confluence, more precisely on theΠ-injectivityof β -reduction.

Now that we haveSubject Reduction, we can prove that any use of theCONV rule is
sound, even if the conversion path uses ill-typed terms. If this is the case, we can find
another path only made of well-typed terms.

Corollary 2.9(UsingCONV is always sound)
If Γ ⊢ M : A, Γ ⊢ B : s andA=β B, then there is a sequence(C1,s1), . . . ,(Cp,sp) such that
A≡C1, B≡Cp, Γ ⊢Ci : si andCi →β Ci+1 or Ci+1 →β Ci .

Proof

Let us suppose we haveΓ ⊢ M : A, Γ ⊢ B : s andA=β B. By Confluence, there isC such
thatA։β C βև B. By Type Correctness, there ist such thatΓ ⊢ A : t, or A≡ t:

1. In the first case, bySubject Reduction, we know that any term that appears in the
reductionA →β A1 →β . . . →β Ak →β C is typed byt, and any term that appears
in the reductionB →β B1 →β . . . →β Bl →β C is typed bys. So we can take the
sequence(A, t),(A1, t), . . . ,(Ak, t),(C, t),(Bl ,s), . . . ,(B1,s),(B,s).

2. In the second case,B =β t and by Confluence, B →β B1 →β . . . →β Bp →β t.
Subject Reductionimplies thatΓ ⊢ t : s. So this time, we can choose the sequence
(A,s),(Bp,s), . . . ,(B1,s),(B,s).

It is here interesting to see that in the first case, the path betweenT andT ′ is well-typed
by sorts, but nothing guarantees that we can have the same sort in both branches. If we
wanted to do so, we would need to be in a functional PTS.
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2.2.2 Pure Type System with Judgmental Equality

There is another variant of the presentation of Pure Type System, by defining an internal
notion of equality: Pure Type System with Judgmental Equality, where every conversion
step is required to be well-typed. With those judgments, we no longer need to rely on
ConfluenceandSubject Reductionto ensure thatCONV is sound. The typing rules for PTSe

are given in Fig. 2. The first thing we can prove (by direct induction) about this system is
that equality enjoys reflexivity:

Lemma 2.10(Equality Reflexivity in PTSe)
If Γ ⊢e M : T thenΓ ⊢e M =β M : T.

We can prove by the same arguments that some properties of PTSs also hold for PTSe,
namelyWeakening, Substitution(with similar statements) andContext Conversion:

Lemma 2.11(Weakening in PTSe)
1. If Γ1Γ2 ⊢e M : B, Γ1 ⊢e A : sandx /∈ Dom(Γ1Γ2) thenΓ1(x : A)Γ2 ⊢e M : B.
2. If Γ1Γ2 ⊢e M =β N : B, Γ1 ⊢e A : s andx /∈ Dom(Γ1Γ2) thenΓ1(x : A)Γ2 ⊢e M =β

N : B.
3. If Γ1Γ2 w f , Γ1 ⊢e A : s andx /∈ Dom(Γ1Γ2) thenΓ1(x : A)Γ2 w f .

Lemma 2.12(Substitution in PTSe)
1. If Γ1(x : A)Γ2 ⊢e M : B andΓ1 ⊢e P : A thenΓ1Γ2[P/x] ⊢e M[P/x] : B[P/x].
2. If Γ1(x : A)Γ2 ⊢e M =β N : B andΓ1 ⊢e P : A thenΓ1Γ2[P/x] ⊢e M[P/x] =β N[P/x] :

B[P/x].
3. If Γ1(x : A)Γ2 w f andΓ1 ⊢e P : A thenΓ1Γ2[P/x]w f .

Lemma 2.13(Context Conversion in PTSe)
• If Γ1(x : A)Γ2 ⊢e M : T andΓ1 ⊢e A=β B : s thenΓ1(x : B)Γ2 ⊢e M : T.
• If Γ1(x : A)Γ2 ⊢e M =β N : T andΓ1 ⊢e A=β B : s thenΓ1(x : B)Γ2 ⊢e M =β N : T.
• If Γ1(x : A)Γ2 wf andΓ1 ⊢e A=β B : s thenΓ1(x : B)Γ2 wf .

Later on, we will need another variant of the substitution lemma, to prove that we can
safely perform parallel substitution in PTSe:

Lemma 2.14(Parralel Substitution in PTSe)
1. If Γ1(x : A)Γ2 ⊢e M : B andΓ1 ⊢e P=β P′ : A thenΓ1Γ2[P/x]⊢e M[P/x] =β M[P′/x] :

B[P/x].
2. If Γ1(x : A)Γ2 ⊢e M =β N : B andΓ1 ⊢e P=β P′ : A then

Γ1Γ2[P/x] ⊢e M[P/x] =β N[P′/x] : B[P/x].

Proof
The proof of the first point is straightforward by induction on the shape of the typing
judgmentΓ1(x : A)Γ2 ⊢e M : B, using the previousSubstitutionlemma. The proof of the
latter is a trivial combination ofTRANS, Substitutionand the first point.

We can add to the list the following reflexivity properties (also known asEquation
Validity) which need to be proved along withType Correctness:
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/0wf
NIL

Γ ⊢e A : s x /∈ Dom(Γ)
Γ(x : A)wf

CONS

Γwf (s, t) ∈ A

Γ ⊢e s : t
SORT

(s1,s2,s3) ∈ R

Γ ⊢e A : s1 Γ(x : A) ⊢e B : s2

Γ ⊢e ΠxA.B : s3
PI

Γwf (s, t) ∈ A

Γ ⊢e s=β s : t
SORT-EQ

(s1,s2,s3) ∈ R

Γ ⊢e A=β A′ : s1 Γ(x : A) ⊢e B=β B′ : s2

Γ ⊢e ΠxA.B=β ΠxA′

,B′ : s3
PI-EQ

Γwf Γ(x) = A

Γ ⊢e x : A
VAR

Γ ⊢e A : s1 Γ(x : A) ⊢e B : s2
(s1,s2,s3) ∈ R Γ(x : A) ⊢e M : B

Γ ⊢e λxA.M : ΠxA.B
LAM

Γwf Γ(x) = A

Γ ⊢e x=β x : A
VAR-EQ

Γ ⊢e A=β A′ : s1 Γ(x : A) ⊢e B : s2

(s1,s2,s3) ∈ R Γ(x : A) ⊢e M =β M′ : B

Γ ⊢e λxA.M =β λxA′

.M′ : ΠxA.B
LAM -EQ

Γ ⊢e M : A Γ ⊢e A=β B : s

Γ ⊢e M : B
CONV

Γ ⊢e M : ΠxA.B Γ ⊢e N : A

Γ ⊢e MN : B[N/x]
APP

Γ ⊢e M =β N : A Γ ⊢e A=β B : s

Γ ⊢e M =β N : B
CONV-EQ

Γ ⊢e M =β M′ : ΠxA.B Γ ⊢e N =β N′ : A

Γ ⊢e MN =β M′N′ : B[N/x]
APP-EQ

(s1,s2,s3) ∈ R

Γ ⊢e A : s1 Γ(x : A) ⊢e B : s2 Γ ⊢e N : A Γ(x : A) ⊢e M : B

Γ ⊢e (λxA.M)N =β M[N/x] : B[N/x]
BETA

Γ ⊢e N =β M : A

Γ ⊢e M =β N : A
SYM

Γ ⊢e M =β N : A Γ ⊢e N =β P : A

Γ ⊢e M =β P : A
TRANS

Fig. 2. Typing Rules for PTSe

Lemma 2.15(Type Correctness and, Left-Hand / Right-Hand reflexivity ofPTSe)
• If Γ ⊢e M : T or Γ ⊢e M = N : T, then there iss∈ Sortssuch thatT ≡ sor Γ ⊢e T : s.
• If Γ ⊢e M =β N : A, thenΓ ⊢e M : A.
• If Γ ⊢e M =β N : A, thenΓ ⊢e N : A.

Proof
We need to prove these three propositions simultaneously for three main reasons:
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1. to proveType Correctness, we need theRight-Hand reflexivityfor theCONV rule.
2. to prove both reflexivity statements, we needType Correctnessfor theAPP-EQ rule.
3. because of theSYM rule, we need to prove both reflexivity statements at once.

Then,Left-Hand reflexivityis simply done by induction: all the premises of the typing rules
of PTSe have been chosen to correctly type the left hand-side of the equality in the current
context. However, theRight-Hand reflexivityneeds additional work. The proof is also done
by induction, butContext Conversionis used in the rules involvingλ -abstractions andΠ-
types, and theSubstitutionlemmas are used to type the right part ofBETA. The proof of
Type Correctnessalso follows directly from the mutual induction hypothesis.

It is interesting to notice that we could have removed the dependency onType Correct-
nessjust by adding more typing information (like the fact thatA andB are also well-typed,
with the correct sorts) to the premises ofAPP-EQ.

Our final goal is to prove the equivalence between PTS and PTSe:

Theorem 2.16(Equivalence betwwen PTS and PTSe)
• Γ ⊢ M : T iff Γ ⊢e M : T
• Γ ⊢ M : T, Γ ⊢ N : T, andM =β N iff Γ ⊢e M =β N : T

With the few results we listed for PTSe, we can already prove half of this equivalence:

Theorem 2.17(From PTSe to PTS)
1. If Γ ⊢e M : A thenΓ ⊢ M : A.
2. If Γ ⊢e M =β N : A thenΓ ⊢ M : A, Γ ⊢ N : A andM =β N.

Proof
The main idea of the proof is to remove the typing informationfrom the typed equalities.
The proof is straightforward by mutual induction on the typing judgments of PTSe. Context
Conversion(in PTSs) is also requiered for the second conclusion.

2.3 Subject Reduction and Equivalence

We previously saw thatSubject ReductionandΠ-injectivitywere two important properties
of PTSs:Subject Reductionallows us to freely compute without having to check that typing
is preserved at every reduction step, andΠ-injectivity is a crucial step to prove the latter.
With the basic meta-theory for PTSe at hand, we can now try to check if both properties
also holds when the equality is required to be well-typed. Ifit is the case, we would be able
to prove that both presentation are in fact two different ways to describe the same theory.

Theorem 2.18(Subject Reduction)
If Γ ⊢e M : T andM →β N thenΓ ⊢e M =β N : T.

To prove this property for PTSe, we can try the same approach that was used for PTSs, but
this requires to have theΠ-injectivity for PTSe. Since we are using a typed equality, we can
express this injectivity in several ways. Here are two examples of injectivity:
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• We can completely getting rid of the types (as we did for PTSs):
If Γ ⊢e ΠxAB=β ΠxC.D : u, thenA=β C andB=β D.

• We can also try to keep as much typing information as we can:
If Γ ⊢e ΠxA.B=β ΠxC.D : u thenΓ ⊢e A=β C : sandΓ(x : A) ⊢e B=β D : t for some
s, t ∈ Sortssuch that(s, t,u) ∈ R.

With the first solution, we lack too much type information to build the typed equality
needed bySubject Reduction. The second one is used by Adams to prove the equivalence
in the functional case. However, this statement is wrong in the general case (this proof can
also be found in the Coq formalization):

Lemma 2.19(StrongΠ-injectivity does not hold for all PTSe)
The following statement does not hold for all PTSe:

If Γ ⊢e ΠxA.B =β ΠxC.D : u, thenΓ ⊢e A =β C : s, Γ(x : A) ⊢e B =β D : t for some
s, t ∈ Sortssuch that(s, t,u) ∈ R.

Proof
We are going to build a counterexample by selecting the rightsets forSorts, A andR. Let
us assume that previous statement of strong injectivity holds for all PTSe, including the
following one:

• Sorts≡ {u,v,v′,w,w′}

• A ≡ {(u,v),(u,v′),(v,w),(v′,w′)}

• R ≡ {(w,w,w),(w′,w′,w′),(v,v,u),(v′,v′,u)}

Let us define two termsD1 ≡ (λxv.u) u andD2 ≡ (λxv′ .u) u.

1. /0⊢e D1 : v and if /0⊢e D1 : T thenT =β v.
This is a consequence of our choices for the setsA andR: to type the abstraction
λxv.u, we need to find a rule(a,b,c) ∈ R and a typeA such that /0⊢e v : a, (x : v) ⊢e

u : A and(x : v) ⊢e A : b. The first typing judgment implies thata≡ w, and the only
rule involvingw is (w,w,w), sob≡ c≡ w. This also implies that the only choice for
A is v. Therefore, the abstraction has only one type,v→ v, andT has to be equal to
v[u/x]≡ v.

2. For the same reason, /0⊢e D2 : v′ and if /0⊢e D2 : T thenT =β v′.
3. with both results and the fact that /0⊢e u : v and /0⊢e u : v′, we can prove

/0⊢e D1 =β u : v and /0⊢e D2 =β u : v′.
4. The correct choice of rules inR leads to /0⊢e ΠxD1.u=β Πxu.u : u and

/0⊢e Πxu.u=β ΠxD2.u : u, so by transitivity: /0⊢e ΠxD1.u=β ΠxD2.u : u.
5. Since we supposed strong-injectivity, either /0⊢e D1 =β D2 : v or /0⊢e D1 =β D2 : v′.
6. In both case, one of the reflexivity lemmas and the first two items forcev=β v′ which

is impossible byConfluence(cf Lemma 2.1).

To proveSubject Reduction, we need a weaker form ofΠ-injectivity. In the next sections,
we give the description of a correct injectivity statement,but we are not able to prove it
before provingSubject Reduction. This is the reason why we postpone this discussion to
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Section 4.

To prove the full equivalence between untyped conversion and judgmental equality, we
define an auxiliary type presentation PTSatr, with judgments of the formΓ ⊢ M ⊲ N : A.
The intended meaning is thatM of typeA can do a parallel reduction step toN. PTSatr also
has more informative terms so we can directly prove properties likeConfluence, WeakΠ-
injectivityandSubject-Reduction. There is an erasure function| | from the annotated terms
of PTSatr to original PTS and PTSe terms. The outline of the equivalence is the following:

1. If Γ ⊢ M ⊲ N : A then|Γ| ⊢ |M| : |A| andΓ ⊢ |N| : |A|,
2. If Γ ⊢ M ⊲ N : A, then|Γ| ⊢e |M|=β |N| : |A|,
3. If Γ ⊢ M : A, then there areΓ+, M+ andA+ such thatΓ+ ⊢ M+ ⊲ M+ : A+ and

|Γ+| ≡ Γ, |M+| ≡ M and|A+| ≡ A.

The properties combined show that a PTS can be embedded into aPTSe, using PTSatr

as an intermediate step.

3 Basic meta-theory of PTSatr

3.1 Definition of PTSatr

Let us go back to the question of lifting a typing judgment from PTSs to PTSe. To do so,
we need to be able to lift a conversionA=β B into a typed equality judgmentΓ ⊢e A=β B
and as said above, we would like to haveSubject Reductionfor PTSe which itself requires
the injectivity ofΠ-types.

A first proof of equivalence between PTSs and PTSe has been given by Adams (2006)
for the subclass offunctionalPTSs, a result that has been later extended to the subclasses
of semi-fulland full PTSs by the authors (Siles & Herbelin, 2010). As expected, the key
step of these proofs is to build an intermediate system with two major properties:

1. It has to be equivalent to both PTSs and PTSe.
2. It has to satisfy theChurch-Rosserproperty.

With such a system, we can prove that it enjoysΠ-injectivity andSubject Reduction, and
finally translate both properties into PTSe.

Since we are dealing with a typed equality, we need to build a typed version ofChurch-
Rosser. The usual way to prove it forβ -reduction is to define a parallel reduction that
enjoys theDiamond Property, and whose transitive-closure is the same closure asβ -
reduction. So Adams defined a typed version of this parallel reduction calledType Parallel
One Step Reductionto prove his result. In order to prove theChurch-Rosserproperty,
Adams decided to annotate applications by their co-domain,and to restrict to functional
PTSs so his system would also enjoy theUniqueness of Types. We used the same annotation
system to show that theChurch-Rosserproperty also holds for semi-full and full systems,
but this is not enough for the general framework.

To extend Adams method to the class of all PTSs and PTSe, we add a second annotation
to the applications. In his paper, he rejected this solutionbecause it introduces a new
constraint one has to check when one wants to reduce aβ -redex, and he did not investigate



ZU064-05-FPR PTSATR 16 November 2011 13:10

Pure Type System conversion is always typable 13

how to handle this additional complication. Such methods have already been tried to
prove normalization results for PTSs in (Melliès & Werner, 1997) and for correctness and
completeness results in (Streicher, 1991), but we had to adapt it without any normalization
requirement.

All of this has led us to define a variant of TPOSR that we callPure Type System
based on Annotated Typed Reduction. This system is built on a trade-off: this additional
annotation allows us to get more information from our typingjudgments, but it adds new
constraints in the typed reduction that we will have to face.In the following, we give a
detailed description of the systems, its properties, and ofthe difficulties introduced by this
new annotation.

Structure of Annotated Terms
A,B,M,N ::= s | x | MΠx:A.BN | λxA.M | ΠxA.B

All the other notions (context, substitution and untyped reduction) described for the
terms of PTSs are defined in the same way for PTSatr, with their natural adaptation to
the annotated applications. To avoid confusion between thereductions, we write→p for
untyped parallel reduction in PTSatr (we allow reduction in the annotations) and։ for
its transitive closure (since PTSatr is a parallel system, using a one-step parallel reduction
is easier, but its closure is still the same as the usual one-stepβ -reduction). We define an
erasure procedure| | by induction on the structure of terms that maps annotated PTSatr

terms to non-annotated PTS ones, by inductively removing the additional typing informa-
tion within the applications.

The typing rules of PTSatr are presented in Fig. 3. As a shortcut, we use the notation
Γ ⊢ M ⊲ N : A,B for “Γ ⊢ M ⊲ N : A andΓ ⊢ M ⊲ N : B”.

The ⊲+ (resp.∼=β ) relation can be read as the transitive (resp. transitive-symmetric)
closure of the⊲ relation. The∼=β judgment has to be understood as an equality at “the
level of types”, where we do not demand to keep the same sort atevery transitivity step.
We need this to be able to state theGeneration Lemmascorrectly, since we do not have the
Uniqueness of Typesin the general case. To avoid confusion in further development, here
is a reminder of the several variants ofβ -equality we are dealing with:

Notation Terms Systems Meaning

M ≡ N all all syntactic (α-conversion)
M =β N non-annotated PTS β -conversion

Γ ⊢e M =β N : T non-annotated PTSe β -conversion with typing constraints
Γ ⊢ M ∼=β N annotated PTSatr β -conversion with typing constraints

The meaning of theBETA rule is to ensure that there is a conversion path from the
annotationA of theλ -abstraction, to the annotation of the applicationA′, where each step
is typed by the sort s1 (which is the first sort of the triple). As Adams pointed out for
TPOSR, havingA instead ofA′ would break the linearity of the left-hand side of the rule:
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/0w f
EMPTY

Γ ⊢ A⊲ B : s x /∈ Dom(Γ)
Γ(x : A)w f

EXTEND

Γw f (s, t) ∈ A

Γ ⊢ s⊲ s : t
SORT

Γw f Γ(x) = A

Γ ⊢ x⊲ x : A
VAR

(s1,s2,s3) ∈ R

Γ ⊢ A⊲ A′ : s1 Γ(x : A) ⊢ B⊲ B′ : s2

Γ ⊢ ΠxA.B⊲ ΠxA′

.B′ : s3
PROD

Γ ⊢ A⊲ A′ : s1 (s1,s2,s3) ∈ R

Γ(x : A) ⊢ B⊲ B : s2 Γ(x : A) ⊢ M ⊲ M′ : B

Γ ⊢ λxA.M ⊲ λxA′

.M′ : ΠxA.B
LAM

(s1,s2,s3) ∈ R

Γ ⊢ A⊲ A′ : s1 Γ(x : A) ⊢ B⊲ B′ : s2

Γ ⊢ M ⊲ M′ : ΠxA.B Γ ⊢ N ⊲ N′ : A

Γ ⊢ MΠx:A.BN ⊲ M′
Πx:A′.B′N′ : B[N/x]

APP

Γ ⊢ A⊲ A : s1 Γ ⊢ A′ ⊲ A′ : s1
Γ ⊢ A0 ⊲

+ A : s1 Γ ⊢ A0 ⊲
+ A′ : s1 (s1,s2,s3) ∈ R

Γ(x : A) ⊢ B⊲ B : s2 Γ(x : A) ⊢ M ⊲ M′ : B Γ ⊢ N ⊲ N′ : A

Γ ⊢ (λxA.M)Πx:A′.BN ⊲ M′[N′/x] : B[N/x]
BETA

Γ ⊢ M ⊲ N : A Γ ⊢ A⊲ B : s

Γ ⊢ M ⊲ N : B
RED

Γ ⊢ M ⊲ N : A Γ ⊢ B⊲ A : s

Γ ⊢ M ⊲ N : B
EXP

Γ ⊢ M ⊲ N : A

Γ ⊢ M ⊲+ N : A
REDS-INTRO

Γ ⊢ M ⊲+ N : A Γ ⊢ N ⊲+ P : A

Γ ⊢ M ⊲+ P : A
REDS-TRANS

Γ ⊢ A⊲ B : s

Γ ⊢ A∼=β B
EQ-INTRO

Γ ⊢ B⊲ A : s

Γ ⊢ A∼=β B
EQ-INTRO2

Γ ⊢ A∼=β B Γ ⊢ B∼=β C

Γ ⊢ A∼=β C
TRANS

Fig. 3. Typing Rules and Type Equality for PTSatr

a β -redex would only be able to reduce if both annotations are syntactically equal, which
may not be the case (especially during the proof of theChurch-Rosserproperty). To get
over this limitation, we require that both annotations mustbe convertible, and the path
between them has to be typed by the same sort.

The equality∼=β ensures that each step is typed by a sort, but does not guarantee that
each step use the same one, so we can not use it directly. Usinganother equality where we
ensure that each step lives in the same type (much like PTSe equality) did not help at all
in the following proofs. That is the reason why we stated the system with this “common
expanded form” rather than with another new judgment that would not be used elsewhere.
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We do not directly have a symmetry statement for∼=β equality in order to have more
control over the equality, but this rule is straightforwardto prove by induction:

Lemma 3.1(Symmetry for∼=β )
If Γ ⊢ A∼=β B thenΓ ⊢ B∼=β A.

3.2 General properties of PTSatr

From now on, we consider the general case of PTSs, without anyrestrictions: we can start
to prove some properties of PTSatr (by mutual induction over⊲ and⊲+ at once):

Lemma 3.2(Weakening)
1. If Γ1Γ2⊢M ⊲N : B, Γ1⊢A⊲A′ : sandx /∈Dom(Γ1Γ2) thenΓ1(x : A)Γ2⊢M ⊲N : B.
2. If Γ1Γ2 ⊢ M ⊲+ N : B, Γ1 ⊢ A⊲ A′ : sandx /∈ Dom(Γ1Γ2) then

Γ1(x : A)Γ2 ⊢ M ⊲+ N : B.
3. If Γ1Γ2 w f , Γ1 ⊢ A⊲ A′ : sandx /∈ Dom(Γ1Γ2) thenΓ1(x : A)Γ2 w f .

We extend the notion of equality on terms to equality on contexts, which are nothing but
ordered lists of terms:

Context Conversion

• /0∼=β /0.
• If Γ ∼=β Γ′, Γ ⊢ A∼=β B andx 6∈ Dom(Γ), thenΓ(x : A)∼=β Γ′(x : B).

Lemma 3.3(Conversion in Context)
• If Γ ⊢ M ⊲ N : A andΓ ∼=β Γ′ thenΓ′ ⊢ M ⊲ N : A.
• If Γ ⊢ M ⊲+ N : A andΓ ∼=β Γ′ thenΓ′ ⊢ M ⊲+ N : A.
• If Γ ⊢ A∼=β B andΓ ∼=β Γ′ thenΓ′ ⊢ A∼=β B.

The following lemmas are still proved by mutual induction, but they have to be proved
in this order since they also rely on the lemma just before them.

Lemma 3.4(Left-Hand Typability)
If Γ ⊢ M ⊲ N : A or Γ ⊢ M ⊲+ N : A, thenΓ ⊢ M ⊲ M : A.

Lemma 3.5(Parallel Substitution)
1. If Γ1(x : A)Γ2 ⊢ M ⊲ N : B andΓ1 ⊢ P⊲ P′ : A then

Γ1Γ2[P/x] ⊢ M[P/x]⊲ N[P′/x] : B[P/x].
2. If Γ1(x : A)Γ2 ⊢ M ⊲+ N : B andΓ1 ⊢ P⊲ P′ : A then

Γ1Γ2[P/x] ⊢ M[P/x]⊲+ N[P′/x] : B[P/x].
3. If Γ1(x : A)Γ2 w f andΓ1 ⊢ P⊲ P′ : A thenΓ1Γ2[P/x]w f .

Lemma 3.6(Right-Hand Typability)
1. If Γ ⊢ M ⊲ N : A or Γ ⊢ M ⊲+ N : A, thenΓ ⊢ N ⊲ N : A.
2. If Γ ⊢ A∼=β B, thenΓ ⊢ A⊲ A : sandΓ ⊢ B⊲ B : t for some sortss andt.

The following lemma is an adapted version of theGeneration Lemmaintroduced for
PTSs. By adding both annotations, we do not have to “guess” the domain and co-domain
of an application anymore.
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Lemma 3.7(Generation)
1. If Γ ⊢ s⊲ N : T thenN ≡ s and there ist such that(s, t) ∈ A and eitherT ≡ t or

Γ ⊢ T ∼=β t.
2. If Γ ⊢ x⊲ N : T thenN ≡ x and there isA such thatΓ(x) = A andΓ ⊢ T ∼=β A.

3. If Γ ⊢ ΠxA.B⊲ N : T then there areA′,B′,s1,s2,s3 such thatN ≡ ΠxA′
.B′,

(s1,s2,s3) ∈ R, Γ ⊢ A⊲ A′ : s1, Γ(x : A) ⊢ B⊲ B′ : s2 and eitherT ≡ s3 or
Γ ⊢ T ∼=β s3.

4. If Γ⊢ λxA.M ⊲N : T then there areA′,M′,B,s1,s2,s3 such thatN≡ λxA′
.M′, (s1,s2,s3)∈

R, Γ ⊢ A⊲ A′ : s1, Γ(x : A) ⊢ B⊲ B : s2, Γ(x : A) ⊢ M ⊲ M′ : B andΓ ⊢ T ∼=β ΠxA.B.
5. If Γ ⊢ PΠx:U.BQ⊲ N : T then there areA,A′,B′,Q′,s1,s2,s3 such that(s1,s2,s3) ∈R,

Γ ⊢ A⊲ A′ : s1, Γ(x : A) ⊢ B⊲ B′ : t2, Γ ⊢ Q⊲ Q′ : A, Γ ⊢ T ∼=β B[Q/x] and

• either (APP case)U ≡ A, Γ ⊢ P⊲ P′ : ΠxA.B andN ≡ P′
Πx:A′.B′Q′ for someP′

• or (BETA case)U ≡ A′′, P≡ λxA.R, Γ(x : A) ⊢ R⊲ R′ : B, N ≡ R′[Q′/x],
Γ ⊢ A0 ⊲

+ A′′ : s1 andΓ ⊢ A0 ⊲
+ A : s1 for someA0,A′′,R,R′.

Proof
As for PTSs, the proof is done by induction on the shape of the typing judgment.

One of the key-points to prove theChurch-Rosserproperty forβ -reduction (more ex-
actly, to prove that the usual reduction and the parallel onehave the same transitive closure)
is thatβ enjoys some multi-step congruence properties like:

• If A։β B andC։β D, thenΠxA.C։β ΠxB.D
• If A։β B andM ։β N, thenλxA.M ։β λxB.N
• . . .

However, to have the same properties in PTSatr, that is with type restrictions to fulfill, those
lemmas can be hard to prove, especially for the application case. To prove these properties
about multi-step congruence, Adams used theType Uniquenessproperty thanks to its
functional setting. To prove those multi-step congruence results for PTSatr, we need to find
something new. A particular example of what we need arise in the multi-step congruence
case of application, where we need to check that terms are typed by the triple of sorts in
R. For example, we know thatΓ ⊢ A ⊲ A : s andΓ ⊢ A ⊲+ A′ : t, but we need the latter
statement typed bys. With Type Uniqueness, we would be able to prove thats≡ t, but this
is not true in the general case. What we would like to do it to keep the reduction skeleton
of the second statement and use it with the types of the first judgment.

The following theorem is a sufficient tool to achieve this task:

Theorem 3.8(Exchange of Types)
If Γ ⊢ M ⊲ N : A andΓ ⊢ M ⊲ P : B, thenΓ ⊢ M ⊲ N : B andΓ ⊢ M ⊲ P : A.

Proof
By induction on the first judgment andGenerationon the second one, there are no difficult
cases since we have the co-domain annotations on the applications. The second part of the
conclusion is proved by symmetry.
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The heart of this theorem is to keep the reduction structure of a derivation and allowing to
change the type annotations inside, if we have a witness thatthese annotations are correct.
We can directly extend this result to multi-step reduction:

Corollary 3.9(Exchange of Types in multi-step reduction)
If Γ ⊢ M ⊲+ N : A andΓ ⊢ M ⊲ M : B, thenΓ ⊢ M ⊲+ N : B.

It allows us to prove that the following transitivity rule for ⊲+ is admissible:

Γ ⊢ M ⊲+ N : A Γ ⊢ N ⊲+ P : B

Γ ⊢ M ⊲+ P : A
REDS-TRANS-ALT

This is the key lemma to prove our multi-step congruence lemma for PTSatr:

Lemma 3.10(Multi-step Congruences and Generations)
• Congruences:

— If Γ ⊢ A⊲+ A′ : s1, Γ(x : A) ⊢ B⊲+ B′ : s2 and(s1,s2,s3) ∈ R, then
Γ ⊢ ΠxA.B⊲+ ΠxA′

.B′ : s3.
— If Γ ⊢ A⊲+ A′ : s1, Γ(x : A) ⊢ M ⊲+ M′ : B, Γ(x : A) ⊢ B⊲ B : s2 and

(s1,s2,s3) ∈ R, thenΓ ⊢ λxA.M ⊲+ λxA′
,M′ : ΠxA.B.

— If Γ ⊢ A⊲+ A′ : s, Γ(x : A) ⊢ B⊲+ B′ : t, Γ ⊢ M ⊲+ M′ : ΠxA.B, and
Γ ⊢ N ⊲+ N′ : A, thenΓ ⊢ MΠx:A.BN ⊲+ M′

Πx:A′.B′N′ : B[N/x].

• (Multi-step) Generation:

— If Γ ⊢ ΠxA.B ⊲+ N : T then there areA′,B′,s1,s2,s3 such that(s1,s2,s3) ∈ R,
N ≡ ΠxA′

.B′, Γ ⊢A⊲+ A′ : s1, Γ(x : A) ⊢B⊲+ B′ : s2 andΓ ⊢ T ∼=β s3 or T ≡ s3.
— If Γ ⊢ λxA.M ⊲+ N : T then there areA′,M′,B,s1,s2,s3 such that

(s1,s2,s3) ∈ R, N ≡ λxA′
.M′, Γ ⊢ A⊲+ A′ : s1, Γ(x : A) ⊢ M ⊲+ M′ : B,

Γ(x : A) ⊢ B⊲ B : s2 andΓ ⊢ T ∼=β ΠxA.B.
— If Γ ⊢ s⊲+ N : T, then there ist such thatN ≡ s, (s, t) ∈ A , andΓ ⊢ T ∼=β t or

T ≡ t.

Proof
These proofs are done in the same way as their PTSs’ counterpart, by induction on the
length of the⊲+ reduction, along withExchange of Types.

This exchange of types is also used in the proof of theChurch-Rosserproperty to avoid
building the right sets of sorts inR at some minor stage of the proof. However, we use
it extensively while proving that well-typed terms in PTSs can be correctly annotated into
well-typed annotated terms in PTSatr.

Lemma 3.11(Type Correctness)
If Γ ⊢ M ⊲ N : A, then there iss∈ Sortssuch as either:A≡ sor Γ ⊢ A⊲ A : s.

Proof
The proof is the same as for PTSs, by induction on the typing judgment.
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Theorem 3.12(From PTSatr to PTS and PTSe)
1. If Γ ⊢ M ⊲ N : A then|Γ| ⊢ |M| : |A|,

|Γ| ⊢ |N| : |A| and|M|=β |N|.
2. If Γ ⊢ M ⊲ N : A then|Γ| ⊢e |M| : |A|,

|Γ| ⊢e |N| : |A| and|Γ| ⊢e |M|=β |N| : |A|.

Proof
As we did for the translation from PTSe into PTSs, we want to strip a PTSatr judgment
from its annotation in the application, to get a valid judgment in PTSs. The first point is a
consequence of the second and Theorem 2.17. The latter follows the same pattern as the
proof of Theorem 2.17, by induction on the typing judgment, with some use ofContext
Conversionof PTSe for LAM , PI, BETA andAPP, andParallel Substitutionfor BETA.

Since PTSatr is a parallel system, and PTSe is not, it is mandatory for theParallel
Substitutionlemma to be provable in the latter.

Corollary 3.13(Sort andΠ-types incompatibility)
It is impossible to prove thatΓ ⊢ ΠxA.B∼=β s for anyΓ,A,B,s.

Proof
Using Theorem 3.12, we can prove thatΓ ⊢ M ∼=β N implies |M|=β |N| (by induction on
the length of the conversion path). Let us consider a judgment of the formΓ ⊢ ΠxA.B∼=β s.
Then by translating it into a PTS equality, we end up havingΠx|A|.|B| =β s. Sinceβ -
conversion is confluent (Lemma 2.1), there is a termT such thatΠx|A|.|B|։β T ands։β
T. However, this implies thatT has to be aΠ-typeand at the same timea sort, which is
impossible.

At this point we need to recall what we said about the order we used to prove things
in PTSs. We did not present any kind of confluence for PTSatr. The reason is that, in a
typed framework like PTSe or PTSatr, theConfluenceand theChurch-Rosserproperties
are a blocking step. Since they mix together typing and reduction, it is difficult to find a
proof without involving theSubject Reductionof the system, and the proof of this theorem
involves already knowing theΠ-injectivity property (as required for PTSs in the previous
section) which comes fromConfluence.

3.3 TheChurch-RosserProperty in PTSatr

The next step in the meta-theory is to prove theChurch-Rosserproperty by proving that
PTSatr enjoys theDiamond Property:

Theorem 3.14(Diamond Property)
If Γ ⊢ M ⊲ N : A andΓ ⊢ M ⊲ P : B, then there isQ such that

Γ ⊢ N ⊲ Q : A Γ ⊢ N ⊲ Q : B
Γ ⊢ P⊲ Q : A Γ ⊢ P⊲ Q : B

It is to prove theDiamond Propertyproperty that the annotation is important. Indeed, to
make the proof goes through, we need to satisfy the followingconstraints:
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1. because the resulting type of an application in theAPP and BETA rules is only an
instanceB[N/x] of the original co-domainB present in the premises of the rule, some
information needs to be kept to match both co-domains involved in theAPP/APP,
BETA/APP andAPP/BETA cases;

2. because reduction steps can occur in the occurrence ofA in bothλxA.M andΠxA.B,
the induction hypotheses over the domain of types do not always match the context
of the hypothesis we actually have.

Adams solved the first problem by adding the co-domain as an annotation of application
and he solved the second problem by requiringUniqueness of Typingwhich comes from
the functionality. In (Siles & Herbelin, 2010), we reused Adams’ idea for solving the first
problem and used instead a property on the shape of types (which is calledTyping Lemma
in (van Benthem Jutting, 1993)) to solve the second problem.To address the full generality
of PTSs, our solution to the second problem is to add the domain as an extra annotation of
application.

Adding the domain as an annotation raises new problems in thedesign of theBETA

rule (Figure 3). We can not requireA and A′ to be syntactically the same in the rule
BETA becauseA andA′ are liable to be reduced in different directions and their syntactic
equivalence would not be preserved as an invariant. We can not take them unrelated neither,
nor can we take them∼=β -convertible. Indeed, we need to enforce that each conversion step
stays in the same sort, much like the equality judgments for PTSe, and for that purpose,
it happens that ensuring the existence of a common ancestorA0 for the reduction is a
sufficient condition.

Proof
The proof is done by induction on the first judgment andGenerationon the second one.
We only describe theBETA/APP. The APP/APP andAPP/BETA are done in a similar way,
and all other cases are straightforward.

The two judgments are

Γ ⊢ (λxA.M)Πx:A′.B N ⊲ M′[N′/x] : B[N/x]

Γ ⊢ (λxA.M)Πx:A′.B N ⊲ (λxC.M′′)Πx:C′.B′′ N′′ : B[N/x]

where5
Γ ⊢ A0 ⊲

+ A : s1 Γ ⊢ A⊲C : t1
Γ ⊢ A0 ⊲

+: A′ : s1 Γ(x : A′) ⊢ B⊲ B′′ : t2
Γ(x : A) ⊢ B⊲ B′ : s2 Γ(x : A) ⊢ M ⊲ M′′ : D
Γ(x : A) ⊢ M ⊲ M′ : B Γ ⊢ N ⊲ N′′ : A′

Γ ⊢ N ⊲ N′ : A Γ ⊢ ΠxA.D ∼=β ΠxA′
.B

Γ ⊢ A′ ⊲C′ : u1
By induction (andContext Conversionfor B), we can close the diamonds forM, N and

B: there areM0, N0 andB0 such that

• Γ(x : A) ⊢ M′ ⊲ M0 : B,D andΓ(x : A) ⊢ M′′ ⊲ M0 : B,D

5 To keep the proof readable, we do not keep track of all theR involved.
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• Γ ⊢ N′ ⊲ N0 : A,A′ andΓ ⊢ N′′ ⊲ N0 : A,A′

• Γ(x : A) ⊢ B′ ⊲ B0 : s2, t2 andΓ(x : A) ⊢ B′′ ⊲ B0 : s2, t2

Our candidate to close the diamond isM0[N0/x]. To conclude, we need to prove that (1)
Γ ⊢ M′[N′/x]⊲ M0[N0/x] : B[N/x] and (2)Γ ⊢ (λxC.M′′)Πx:C′.B′′ N′′ ⊲ M0[N0/x] : B[N/x].

Thanks to theSubstitutionlemma,Γ ⊢ B[N/x] ⊲ B[N0/x] : s2, t2, so Γ ⊢ B[N/x] ∼=β
B[N0/x]. So we can close (1) by convertingB[N0/x] into B[N/x] and applying theSub-
stitution lemma once more.

To prove (2), we perform the same replacement, then we need toapply theBETA rule,
and so we need to find a well-typed path fromC to C′. Fortunately, we already have one,
throughA, A0 andA′. However, we have a mix ofs1, t1 andu1 while we need the exact same
sort along the path. This is where Theorem 3.8 is useful: we can rewrite the judgments into
Γ ⊢ A⊲C : s1 andΓ ⊢ A′ ⊲C′ : s1, which leads toΓ ⊢ A0 ⊲

+ C : s1 andΓ ⊢ A0 ⊲
+ C′ : s1.

We can now correctly apply theBETA rule.

As a direct consequence (by induction of the structure of the⊲+ reductions) of the
Diamond Property, we finally are able to prove theChurch-Rosserproperty.

Theorem 3.15(Church-Rosser Property)
If Γ ⊢ M ⊲+ N : A andΓ ⊢ M ⊲+ P : B, thenΓ ⊢ N ⊲+ Q : A andΓ ⊢ P⊲+ A : B.

3.4 Consequences of theChurch-Rosserproperty

With theChurch-Rosserproperty, we can settle with all the missing pieces of theorythat
we do not know how to prove directly in a typed framework:

Lemma 3.16(Confluence)
If Γ ⊢ A∼=β B, there areC,s, t such thatΓ ⊢ A⊲+ C : sandΓ ⊢ B⊲+ C : t.

Lemma 3.17(WeakΠ-injectivity for PTSatr)
If Γ ⊢ ΠxA.B∼=β ΠxC.D thenΓ ⊢ A∼=β C andΓ(x : A) ⊢ B∼=β D.

Proof
The two previous lemmas are proved in the exact same way as their PTS version:

• Confluenceis proved by induction on the structure of the conversion path.
• WeakΠ-injectivity is a direct consequence ofConfluenceand the fact that aΠ-type

can only reduce itself to anotherΠ-type.

Since strong injectivity does not hold for PTSatr (the same counterexample we used for
PTSe also works here), we stated a weaker form of injectivity. However, this statement of
Π-injectivity for ∼=β along with theExchange of Typesproperty are powerful enough to
proveSubject Reduction.

Theorem 3.18(Subject Reduction)
If Γ ⊢ M ⊲ M : A andM →p N thenΓ ⊢ M ⊲+ N : A.
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Proof
The proof is done by induction onM →p N, where most cases are trivial but the case of
parallel β -reduction. Whereas in the proof of theDiamond Property, we already had a
well-typed path to use with theBETA rule, this time we need to build one.

We are in the following situation:

M →p M′ N →p N′

(λxA.M)Πx:C.D N →p M′[N′/x]

andΓ ⊢ (λxA.M)Πx:C.D N ⊲ (λxA.M)Πx:C.D N : T. By Generation, we have two possibil-
ities: the typing judgment is either built fromAPP or from BETA. In both cases, we know
that Γ ⊢ T ∼=β D[N/x] so we can replaceT right now. In the latter case, we have every
information at hand to prove thatΓ ⊢ (λxA.M)Πx:C.D N ⊲ M′[N′/x] : D[N/x]. The problem
arises if we only have typing information coming from theAPP rule:

• Γ ⊢ A⊲ A : s1, Γ(x : A) ⊢ M ⊲ M : B andΓ(x : A) ⊢ B⊲ B : s2 where(s1,s2,s3) ∈R.
• Γ ⊢C⊲C : t1, Γ(x : C) ⊢ D ⊲ D : t2 where(t1, t2, t3) ∈ R.
• Γ ⊢ N ⊲ N : C andΓ ⊢ ΠxA.B∼=β ΠxC.D.

UsingΠ-injectivity, we can show thatΓ ⊢ A∼=β C, andConfluencegives usA0 such that
Γ ⊢ A⊲+ A0 : s andΓ ⊢C⊲+ A0 : t. The same argument is valid forB andD, so we have
B0 such thatΓ(x : A) ⊢ B⊲+ B0 : s′ andΓ ⊢ D ⊲+ B0 : t ′.

Using Theorem 3.8, we can replacesby s1, t by t1, s′ by s2 andt ′ by t2, which allows us
to prove that

Γ ⊢ (λxA.M)Πx:C.DN ⊲+ (λxA.M)Πx:A0.B0N : D[N/x]

With this new redex, we can now useBETA on its right-hand side, proving that:

Γ ⊢ (λxA.M)Πx:A0.B0N ⊲ M[N/x] : B0[N/x]

By induction, we have thatΓ(x : A) ⊢ M ⊲+ M′ : B andΓ ⊢ N ⊲+ N′ : C, so with (REDS-
TRANS-ALT ), and theSubstitutionLemma, we can now glue both reductions and conclude
the final case ofSubject Reduction.

4 Equivalence of PTSatr and PTS

4.1 Confluence of the annotation process

Our last step to prove the equivalence is to prove the correctness of annotations, i.e. to
prove that every judgmentΓ ⊢ M : T can be annotated into a valid PTSatr derivation
Γ+ ⊢ M+ ⊲ M+ : T+ where|Γ+| ≡ Γ, |M+| ≡ M and|T+| ≡ T.

To do so, we need to show some basic properties of the annotation process. Since there
are several ways to annotate a term, we face some difficult situations while performing
induction. Let us take a simple example with the construction of Π-types with thePI rule:

Γ ⊢ A : s1 Γ(x : A) ⊢ B : s2 (s1,s2,s3) ∈ R

Γ ⊢ ΠxA.B : s3
PI
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By induction, we get thatΓ1 ⊢ A1 ⊲ A1 : s1 andΓ2(x : A2) ⊢ B2 ⊲ B2 : s2 with the equalities
|Γ1| ≡ |Γ2|= Γ, |B2| ≡B and|A1| ≡ |A2|=A. To build aΠ-type from those two judgments,
we need to relateΓ1 to Γ2 andA1 to A2 in PTSatr. More precisely, we need to show that
if two annotated types come from the same non-annotated term, and if they are well-typed
in PTSatr, they are equivalent in PTSatr. With such a property, we would be able to state a
similar lemma for contexts and prove that our annotation procedure is correct.

However, we have to recall that what we call here types are just terms typed by a sort, and
their typing judgment may useβ -redexes, which may involve “non-types”. So we have to
state a more general lemma about the conversion of differentannotated versions of a same
PTS term.

Lemma 4.1(Erased Confluence)
If |M| ≡ |N| , Γ ⊢ M ⊲ M : A andΓ ⊢ N ⊲ N : B , then there isRsuch that

Γ ⊢ M ⊲+ R : A andΓ ⊢ N ⊲+ R : B.

Proof
The proof is done by induction onM, the only difficult part is the application case:

M ≡ PΠx:A0.D
Q, N ≡ P′

Πx:A′
0.D

′Q′ |P| ≡ |P′|, |Q| ≡ |Q′|

By Generation, we get thatP,P′,Q andQ′ are well-typed, so by induction, there are
P0,Q0 such that:

Γ ⊢ P⊲+ P0 : ΠxC.D Γ ⊢ Q⊲+ Q0 : C
Γ ⊢ P′ ⊲+ P0 : ΠxC′

.D′ Γ ⊢ Q′ ⊲+ Q0 : C′

and some additional information relatingA0 andA′
0 to C andC′ depending on the wayM

was typed (BETA or APP).
In the functional case (where only one annotation is needed), this is quite trivial : thanks

to theUniqueness of Typesapplied toP0 andΠ-injectivity we get thatΓ(x : C) ⊢ D ∼=β D′.
By Confluence, we get a common reductD0 for D andD′, so the common reduct ofM and
N is P0 D0Q0.

We need to be a little more subtle here: for the semi-full case(see (Siles & Herbelin,
2010)), we showed that terms can be classified in two familieswhose types have very
particular shapes. Fortunately, the full generality of this classification is not needed here:

Lemma 4.2(Weak shape of type)
If Γ ⊢ M ⊲ N : A andΓ ⊢ M ⊲ P : B, then:

• eitherΓ ⊢ A∼=β B
• or we are in the following cases:

1. there areU andV such thatΓ ⊢ M ⊲ λxU .V : A andΓ ⊢ M ⊲ λxU .V : B.
2. there isssuch thatΓ ⊢ M ⊲ s : A andΓ ⊢ M ⊲ s : B.
3. there isU andV such thatΓ ⊢ M ⊲ ΠxU .V : A andΓ ⊢ M ⊲ ΠxU .V : B.

The proof of this lemma is quite trivial by induction, and relies on the fact that we have the
annotation of co-domains at hand.
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We can apply the previous lemma toP0 and, for the first part of the conclusion, conclude
almost like the functional case. ByGeneration, we also got a way to prove thatΓ ⊢ A0

∼=β
A′

0, depending on the constructor used. ByConfluence, we can get a common reductA′′,
and useP0 Πx:A′′.D0

Q0 to close the lemma.
If we are in the second part of the conclusion, the only relevant case is the first one:

sinceP0 is typed by aΠ-types, it can not reduce itself to a sort or anotherΠ-type. The
reason is because with theGenerationlemma, we know that the type of a sort or aΠ-type
is always convertible to a sort. If they could be typed by aΠ-type, we would end up having
a judgment of the formΓ ⊢ ΠxA.B∼=β s which is impossible due to Corollary 3.13.

In the last remaining case, there areU andV such that:

• Γ ⊢ P0 ⊲ λxU .V : ΠxC.D
• Γ ⊢ P0 ⊲ λxU .V : ΠxC′

.D′

We just created aβ -redex sinceP0 is going to be applied, so this time, the common reduced
term is the result of theβ -reduction initiated byP0 instead of just a simple application.

Actually, we still need to show that we are allowed to reduce this redex, just as we
needed to show it forSubject Reduction: this is the second place where we are facing quite
technical points because of the new annotations. There are four different cases to handle
here, depending on howM andM′ are originally typed (byBETA or APP), but each can
be closed by extensive use ofConfluenceandExchange of Types, as we did forSubject
Reduction. The main idea behind each case is the same, and follows this scheme:

Γ ⊢ PΠx:U.DQ ⊲+P0 Πx:U.DQ : D[Q/x]
⊲+(λxU .V)Πx:U.DQ : D[Q/x]
⊲+V[Q/x] : D[Q/x]
⊲+V[Q0/x] : D[Q/x]

Γ ⊢ P′
Πx:U.D′Q′⊲+P0 Πx:U.D′Q′ : D′[Q′/x]

⊲+(λxU .V)Πx:U.D′Q′: D′[Q′/x]
⊲+V[Q′/x] : D′[Q′/x]
⊲+V[Q0/x] : D′[Q′/x]

In the end, we manage to find a common reduct in each type without having to find a
common reduct for the annotations, which concludes the proof of this lemma.

4.2 Consequences of the Erased Confluence

With the general statement for all terms, we can now show whatwe needed about types
and contexts:

Lemma 4.3(Erased Conversion)
1. If |A| ≡ |B|, Γ ⊢ A⊲ A : sandΓ ⊢ B⊲ B : t thenΓ ⊢ A∼=β B.
2. If |Γ1| ≡ |Γ2| andΓ1 ⊢ M ⊲ N : A, then

Γ2 ⊢ M ⊲ N : A.

Proof
The first statement directly follows from Lemma 4.1. The second is a consequence of the
first one, by simple induction on the length ofΓ1.
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Now let us go back to the annotation ofΠ-types. With Lemma 4.3, we can derive the fact
thatΓ1 ⊢A1

∼=β A2 andΓ1
∼=β Γ2. By context conversion, we can exchange the contexts and

we end up proving thatΓ1(x : A1) ⊢ B2 ⊲ B2 : s2, and so we can finally build the annotated
judgmentΓ1 ⊢ ΠxA1.B2 ⊲ ΠxA1.B2 : s3, with |Γ1| ≡ Γ, |A1| ≡ A and|B2| ≡ B.

By doing the same process for each constructor, we can now conclude the last missing
piece of the whole equivalence process:

Theorem 4.4(From PTS to PTSatr)
If Γ⊢M : T, then there areΓ+,M+,T+ such thatΓ+ ⊢M+ ⊲M+ : T+, |Γ+| ≡Γ, |M+| ≡M
and|T+| ≡ T.

Proof
Since we have managed to proveSubject Reductionand Lemma 4.3, the proof is similar to
Adams’ proof for TPOSR, with a few type exchanges in theBETA case.

Finally, all of this leads us to state that:

Theorem 4.5(Equivalence of PTS and PTSe)
1. Γ ⊢ M : T iff Γ ⊢e M : T.
2. Γ ⊢e M =β N : T iff Γ ⊢ M : T, Γ ⊢ N : T andM =β N.

Proof
This is just a combination of all the previous theorems:

• If Γ ⊢e M : T, then by Theorem 2.17, we haveΓ ⊢ M : T.
• If Γ ⊢ M : T, by Theorem 4.4 we know that

Γ+ ⊢ M+ ⊲ M+ : T+ with |Γ+| ≡ Γ, |M+| ≡ M and |T+| ≡ T. By Theorem 3.12,
|Γ+| ⊢e |M+| : |T+| which is equal toΓ ⊢e M : T.

• If Γ ⊢e M =β N : T, so we conclude by Theorem 2.17.
• If Γ ⊢ M : T, Γ ⊢ N : T andM =β N, by Confluence, there isP such thatM ։β P

andN ։β P. By Theorem 4.4, there areΓ+,M+,T+ such that|Γ+| ≡ Γ, |M+| ≡ M,
|T+| ≡ T and Γ+ ⊢ M+ ⊲ M+ : T+. Let us considerP+ such that|P+| ≡ P and
M+ ։P+ (such a term always exists, the proof is a simple induction onthe structure
of M).

Γ+ ⊢ M+ ⊲ M+ : T+

⇒ Γ+ ⊢ M+ ⊲+ P+ : T+ (Subject Reduction)
⇒ Γ ⊢e M =β P : T (Theorem 3.12 andTRANS)

We do the same to conclude thatΓ ⊢e N =β P : T, so bySYM andTRANS, we finally
haveΓ ⊢e M =β N : T.

4.3 Subject Reduction in PTSe

Now that we have a way to go from PTSs to PTSe (and the other way around), we can go
back to the proof ofSubject Reductionfor PTSe.
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Theorem 4.6(Subject Reduction for PTSe)
If Γ ⊢e M : T andM →β N thenΓ ⊢e M =β N : T.

Proof
By using the first part of Theorem 4.5 and Theorem 4.4, there are Γ+, M+ andT+ such
thatΓ+ ⊢ M+ ⊲ M+ : T+ and|Γ+| ≡ Γ, |M+| ≡ M and|T+| ≡ T. Let us considerN+ such
that |N+| ≡ N andM+ →p N+. With such a term, and using Theorem 3.18, we can prove
thatΓ+ ⊢ M+ ⊲+ N+ : T+. By erasing the annotations using the last part of Theorem 3.12,
we end up having|Γ+| ⊢e |M+|=β |N+| : |T+| which is the exact result we wanted.

We showed how to map PTS derivations to PTSatr derivations. We believe that the same
could have been done directly from PTSe to PTSatr. That would have provided with a
direct way to transferSubject Reductionin PTSatr to Subject Reductionin PTSe and the
equivalence between PTSs and PTSe would then just have been a consequence ofSubject
Reductionin PTSe.

4.4 WeakΠ-injectivity in PTSe

The last missing piece of our development is to find the correct statement for injectivity of
products in PTSe. Subject Reductionfor PTSatr relied on theweakΠ-injectivity for ∼=β and
we choose such an equality to be able to state theGenerationlemmas for PTSatr. Since
PTSatr is “enhanced” version of PTSe with additional annotations, that may be the correct
presentation we were looking for:

Weak PTSe equality
Γ ⊢e A=β B : s

Γ ⊢e A=β B

Γ ⊢e B=β A

Γ ⊢e A=β B

Γ ⊢e A=β B Γ ⊢e B=β C

Γ ⊢e A=β C

This weaker form of equality enjoys some nice properties:

• If Γ ⊢e A=β B, then there aresandt such thatΓ ⊢e A : s andΓ ⊢e B : t.
• If Γ ⊢e A=β B, thenA=β B.
• This equality is compatible with conversion in PTSe context: if Γ1 ⊢e A =β B and

Γ1(x : A)Γ2 ⊢e M : T, thenΓ1(x : B)Γ2 ⊢e M : T.

All those properties are directly consequences of the usualequality for PTSe.
With this equality, we can directly state some generation lemmas for PTSe without

relying on the equivalence:

Lemma 4.7(Generation Lemmas for PTSe)
Those properties are much like PTSatr ’s one, so we only state the ones that are really need
here:

1. If Γ ⊢e ΠxA.B : T then there ares1,s2,s3 such that(s1,s2,s3) ∈ R, Γ ⊢e A : s1, Γ(x :
A) ⊢e B : s2, andT ≡ s3 or Γ ⊢e T =β s3.

2. If Γ ⊢e λxA.M : T then there ares1,s2,s3 andB such that(s1,s2,s3) ∈ R, Γ ⊢e A : s1,
Γ(x : A) ⊢e M : B, Γ(x : A) ⊢e B : s2 andΓ ⊢e T =β ΠxA.B.
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3. If Γ ⊢e M N : T then there areA andB such thatΓ ⊢e M : ΠxA.B, Γ ⊢e N : A and
Γ ⊢e T =β B[N/x].

Now that we have theGeneration LemmasandSubject Reduction, we can prove what
we consider to be thecorrectstatement for injectivity of products in PTSe.

Corollary 4.8(WeakΠ-injectivity for PTSe)
If Γ ⊢e ΠxA.B=β ΠxC.D thenΓ ⊢e A=β C andΓ(x : A) ⊢e B=β D.

Proof
By using the properties of weak equality that we just stated,there ares3 ands′3 such that
Γ ⊢ ΠxA.B : s3, Γ ⊢ ΠxC.D : s′3, andΠxA.B=β ΠxC.D. By Π-injectivityandConfluencefor
the usual untypedβ , andGenerationfor PTSe, we get:

• A։β U βևC andB։β V βև D
• Γ ⊢ A : s1, Γ ⊢C : s′1, Γ(x : A) ⊢ B : s2 andΓ(x : C) ⊢ D : s′2 for s1,s′1,s2,s′2 such that
(s1,s2,s3) ∈ R and(s′1,s

′
2,s

′
3) ∈ R.

By using Subject Reduction for PTSe, we get thatΓ ⊢e A =β U : s1, Γ ⊢e C =β U : s′1,
Γ(x : A) ⊢e B =β V : s2 and Γ(x : C) ⊢e D =β V : s′2. It is now easy to glue everything
together to obtainΓ ⊢e A=β C andΓ(x : A) ⊢e B=β D.

This proof of injectivity holds foranyPTSe, even the non-functional ones or the ones that
do not enjoy normalization. Another test that validate we did the right choice, is that if
we consider this property for granted, we can make a direct proof of Subject Reduction
for PTSe by adapting the well-known proof for PTSs. However we do not have any proof
of this weak injectivity that do not useSubject Reduction, which makes us think that the
correct frameworkto deal with judgmental equality is PTSatr, and not PTSe.

5 Conclusion

Pure Type Systems are a general framework at the core of dependently typed theories. Until
now, there were two main presentations, with or without typed equality judgments. With
this new result, we finally prove that both presentations aredescribing the same theory,
without having to rely on specific model-based proofs of normalization.

This result can also be seen as a completion of Adams’ syntactic approach to the meta-
theory of PTSe. In particular, two main properties of PTSs based on judgmental equality
can now be stated and proved in a precise way:Subject ReductionandWeak -injectivity.
Regarding the strong version of injectivity, we provide a counterexample for the general
case of PTSe, but we know it is true in the functional case since Adams proved it (2006).

Now that we know how to deal with any kind of PTSs, we will be able to focus on
extending the typing system, with subtyping for example, and looking toward proving the
same equivalence for theExtended Calculus of Constructions, or even for theCalculus of
Inductive Constructors. On the other hand, we can also try to change the conversion rule,
by addingη-expansion for example. This would provide an interesting framework to deal
with normalization by evaluation, or to improve unificationof proof assistants by adding
techniques based onη-expansion, like pattern-unification.
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Theory with Typed Equality Judgements.Pages 3–12 of: 22nd IEEE Symposium on Logic in
Computer Science (LICS 2007), 10-12 July 2007, Wroclaw, Poland, proceedings. IEEE Computer
Society Press.

Adams, R. (2006). Pure Type Tystems with Judgemental Equality.Journal of Functional
Programming, 16(2), 219–246.

Barendregt, H. (1991). Introduction to Generalized Type Systems.Journal of Functional
Programming, 1(2), 125–154.

Barendregt, H. P. (1992). Lambda Calculi with Types.Pages 117–309 of:Abramsky, S., Gabbay,
D. M., & Maibaum, T. S. E. (eds),Handbook of Logic in Computer Science. Oxford University
Press.

Berardi, S. (1990).Type Dependence and Constructive Mathematics. Ph.D. thesis, Mathematical
Institute Torino.

Coq Development Team.The Coq Proof Assistant Reference Manual. http://coq.inria.fr/refman/.

de Bruijn, N. G. (1972). Lambda-Calculus Notation with Nameless Dummies: a Tool for
Automatic Formula Manipulation with Application to the Church-Rosser Theorem. Indagtiones
Mathematica, 34(5), 381–392.

Geuvers, H. (1993).Logics and Type Systems. Ph.D. thesis, Katholieke Universiteit Nijmegen.

Geuvers, H., & Nederhof, M-J. (1991). Modular Proof of Strong Normalization for the Calculus of
Constructions.Journal of Functional Programming, 1(2), 155–189.

Geuvers, H., & Werner, B. (1994). On the Church-Rosser Property for Expressive Type Systems and
its Consequences for their Metatheoretic Study.Pages 320–329 of: Logic In Computer Science.

Goguen, H. (1994).A Typed Operational Semantics for Type Theory. Ph.D. thesis, University of
Edinburgh.

Luo, Z. (1989). ECC: an Extended Calculus of Constructions.Pages 385–395 of: Proceedings of the
Fourth Annual Symposium on Logic in Computer Science. Piscataway, NJ, USA: IEEE Press.
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