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Eigenelements of a General Aggregation-Fragmentation Model.

Marie Doumic ∗ Pierre Gabriel †

February 21, 2013

Abstract

We consider a linear integro-differential equation which arises to describe both aggregation-
fragmentation processes and cell division. We prove the existence of a solution (λ,U , φ) to the
related eigenproblem. Such eigenelements are useful to study the long time asymptotic behaviour
of solutions as well as the steady states when the equation is coupled with an ODE. Our study
concerns a non-constant transport term that can vanish at x = 0, since it seems to be relevant to
describe some biological processes like proteins aggregation. Non lower-bounded transport terms
bring difficulties to find a priori estimates. All the work of this paper is to solve this problem using
weighted-norms.

Keywords Aggregation-fragmentation equations, eigenproblem, size repartition, polymerization pro-
cess, cell division, long-time asymptotic.

AMS Class. No. 35A05, 35B40, 45C05, 45K05, 82D60, 92D25

1 Introduction

Competition between growth and fragmentation is a common phenomenon for a structured population.
It arises for instance in a context of cell division (see, among many others, [1, 4, 5, 6, 14, 19, 21, 25, 33]),
polymerization (see [7, 13]), telecommunication (see [2]) or neurosciences (see [30]). It is also a
mechanism which rules the proliferation of prion’s proteins (see [10, 20, 23]). These proteins are
responsible of spongiform encephalopaties and appear in the form of aggregates in infected cells. Such
polymers grow attaching non infectious monomers and converting them into infectious ones. On the
other hand they increase their number by splitting.
To describe such phenomena, we write the following integro-differential equation,





∂

∂t
u(x, t) +

∂

∂x

(
τ(x)u(x, t)

)
+ β(x)u(x, t) = 2

∫ ∞

x

β(y)κ(x, y)u(y, t) dy, x > 0,

u(x, 0) = u0(x),

u(0, t) = 0.

(1)
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The function u(x, t) represents the quantity of individuals (cells or polymers) of structured variable
(size, protein content...) x at time t. These individuals grow (i.e., polymers aggregate monomers, or
cells increase by nutrient uptake for instance) with the rate τ(x). Equation (1) also takes into account
the fragmentation of a polymer (or the division of a cell) of size y into two smaller polymers of size
x and y − x. This fragmentation occurs with a rate β(y) and produce an aggregate of size x with the
rate κ(x, y). Equation (1) is a particular case of the more general one

∂

∂t
u(x, t) +

∂

∂x

(
τ(x)u(x, t)

)
+ [β(x) + µ(x)]u(x, t) = n

∫ ∞

x

β(y)κ(x, y)u(y, t) dy, x > x0, (2)

with the bound condition u(x0, t) = 0 (see [3, 10, 23]). Here, polymers are broken in an average
of n > 1 smaller ones by the fragmentation process, there is a death term µ(x) ≥ 0 representing
degradation, and a minimal size of polymers x0 which can be positive. This more general model is
biologically and mathematically relevant in the case of prion proliferation and is used in [9, 10, 20, 23]
with a coupling to an ODE. Our results remain true for this generalization.
A fundamental tool to study the asymptotic behaviour of the population when t→ ∞ is the existence

of eigenelements (λ,U , φ) solution of the equation





∂

∂x
(τ(x)U(x)) + (β(x) + λ)U(x) = 2

∫ ∞

x

β(y)κ(x, y)U(y)dy, x > 0,

τU(x = 0) = 0, U(x) ≥ 0,
∫∞
0 U(x)dx = 1,

−τ(x)
∂

∂x
(φ(x)) + (β(x) + λ)φ(x) = 2β(x)

∫ x

0
κ(y, x)φ(y)dy, x > 0,

φ(x) ≥ 0,
∫∞
0 φ(x)U(x)dx = 1.

(3)

For the first equation (equation on U) we are looking for D′ solutions defined as follows : U ∈ L1(R+)
is a D′ solution if ∀ϕ ∈ C∞

c (R+),

−

∫ ∞

0
τ(x)U(x)∂xϕ(x) dx+λ

∫ ∞

0
U(x)ϕ(x) dx =

∫ ∞

0
β(x)U(x)

(
2

∫ ∞

0
ϕ(y)κ(y, x) dy−ϕ(x)

)
dx. (4)

Concerning the dual equation, we are looking for a solution φ ∈ W 1,∞
loc (0,∞) such that the equality

holds in L1
loc(0,∞), i.e. almost everywhere.

When such elements exist, the asymptotic growth rate for a solution to (1) is given by the first
eigenvalue λ and the asymptotic shape is given by the corresponding eigenfunction U . More precisely,
it is proved for a constant fragmentation rate β that u(x, t)e−λt converges exponentially fast to ρU(x)
where ρ =

∫
u0(y)dy (see [22, 32]). For more general fragmentation rates, one can use the dual

eigenfunction φ and the so-called ”General Relative Entropy“ method introduced in [28, 31]. It
provides similar results but without the exponential convergence, namely that

∫ ∞

0

∣∣u(y, t)e−λt − 〈u0, φ〉U(y)
∣∣φ(y) dy −→

t→∞
0

where 〈u0, φ〉 =
∫
u0(y)φ(y)dy (see [28, 29]).

The eigenvalue problem can also be used in nonlinear cases, such as prion proliferation equations,
where there is a quadratic coupling of Equation (1) or (2) with a differential equation. In [9, 10, 16, 36]
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for instance, the stability of steady states is investigated. The use of entropy methods in the case of
nonlinear problems remains however a challenging and widely open field (see [34] for a recent review).

Existence and uniqueness of eigenelements has already been proved for general fragmentation kernels
κ(x, y) and fragmentation rates β(x), but with very particular polymerization rates τ(x), namely
constant (τ ≡ 1 in [31]), homogeneous (τ(x) = xµ in [26]) or with a compact support (Supp τ = [0, xM ]
in [14]).

The aim of this article is to consider more general τ as [10, 37] suggest. Indeed, there is no biological
justification to consider specific shapes of τ in the case when x represents a size (mass or volume) or
some structuring variable and not the age of a cell (even in this last case it is not so clear that dx

dt
= 1,

since biological clocks may exhibit time distorsions). For instance, for the prion proteins, the fact that
the small aggregates are little infectious (see [24, 37]) leads us to include the case of rates vanishing
at x = 0.

Considering fully general growth rates is thus indispensable to take into account biological or physical
phenomena in their full diversity. The proof of [31] can be adapted for non constant rates but still
positive and bounded (0 < m < τ(x) < M). The paper [26] gives results for τ(0) = 0, but for a very
restricted class of shape for τ. The paper [14] gives results for τ with general shape in the case where
there is also an age variable (integration in age then allows to recover Problem (1)), but requires a
compact support and regular parameters. Here we consider polymerization rates that can vanish at
x = 0, with general shape and few regularity for the all parameters (τ, β and κ).

From a mathematical viewpoint, relaxing as far as possible the assumptions on the rates τ, κ, β, as
we have done in this article, also leads to a better understanding of the intrinsic mechanisms driving
the competition between growth and fragmentation.

Theorem 1 (Existence and Uniqueness) Under assumptions (5)-(13), there exists a unique so-
lution (λ,U , φ) (in the sense we have defined before) to the eigenproblem (3) and we have

λ > 0,

xατU ∈ Lp(R+), ∀α ≥ −γ, ∀p ∈ [1,∞],

xατU ∈W 1,1(R+), ∀α ≥ 0

∃k > 0 s.t.
φ

1 + xk
∈ L∞(R+),

τ
∂

∂x
φ ∈ L∞

loc(R
+).

The end of this paper is devoted to define precisely the assumptions and prove this theorem. It is
organized as follows : in Section 2 we describe the assumptions and give some examples of interesting
parameters. In Section 3 we prove Theorem 1 using a priori bounds on weighted norms and then we
give some consequences and perspectives in Section 4. The proof of technical lemmas and theorem
can be found in the Appendix.
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2 Coefficients

2.1 Assumptions

For all y ≥ 0, κ(., y) is a nonnegative measure with a support included in [0, y]. We define κ on (R+)
2

as follows : κ(x, y) = 0 for x > y. We assume that for all continuous function ψ, the application
fψ : y 7→

∫
ψ(x)κ(x, y) dx is Lebesgue measurable.

The natural assumptions on κ (see [20] for the motivations) are that polymers can split only in two
pieces which is taken into account by ∫

κ(x, y)dx = 1. (5)

So κ(y, .) is a probability measure and fψ ∈ L∞
loc(R

+). The conservation of mass imposes

∫
xκ(x, y)dx =

y

2
, (6)

a property that is automatically satisfied for a symetric fragmentation (i.e. κ(x, y) = κ(y − x, y))
thanks to (5). For the more general model (2), assumption (6) becomes

∫
xκ(x, y)dx = y

n
to preserv

the mass conservation.
We also assume that the second moment of κ is less than the first one

∫
x2

y2
κ(x, y)dx ≤ c < 1/2 (7)

(it becomes c < 1/n for model (2)). We refer to the Examples for an explanation of the physical
meaning.

For the polymerization and fragmentation rates τ and β, we introduce the set

P :=
{
f ≥ 0 : ∃µ, ν ≥ 0, lim sup

x→∞
x−µf(x) <∞ and lim inf

x→∞
xνf(x) > 0

}

and the space

L1
0 :=

{
f, ∃a > 0, f ∈ L1(0, a)

}
.

We consider

β ∈ L1
loc(R

+∗) ∩ P, ∃α0 ≥ 0 s.t. τ ∈ L∞
loc(R

+, xα0dx) ∩ P (8)

satisfying

∀K compact of (0,∞), ∃mK > 0 s.t. τ(x) ≥ mK for a.e. x ∈ K (9)

(if τ is continuous, this assumption (9) is nothing but saying that for all x > 0, τ(x) > 0) and

∃b ≥ 0, Suppβ = [b,∞). (10)

Assumption (10) is necessary to prove uniqueness and existence for the adjoint problem.

To avoid shattering (zero-size polymers formation, see [3, 23]), we assume

∃C > 0, γ ≥ 0 s.t.

∫ x

0
κ(z, y) dz ≤ min

(
1, C

(x
y

)γ)
and

xγ

τ(x)
∈ L1

0 (11)

4



which links implicitely τ to κ, and also
β

τ
∈ L1

0. (12)

On the other hand, to avoid forming infinitely long polymers (gelation phenomenon, see [17, 18]), we
assume

lim
x→+∞

xβ(x)

τ(x)
= +∞. (13)

Remark 1 In case when (11) is satisfied for γ > 0, then (7) is automatically fulfilled (see Lemma 3
in the Appendix).

2.2 Examples

First we give some examples of coefficients which satisfy or not our previous assumptions.
For the fragmentation kernel, we first check the assumptions (5) and (6). They are satisfied for
autosimilar measures, namely κ(x, y) = 1

y
κ0(

x
y
), with κ0 a probability measure on [0, 1], symmetric in

1/2. Now we exhibit some κ0.

General mitosis : a cell of size x divides in a cell of size rx and one of size (1− r)x (see [27])

κr0 =
1

2
(δr + δ1−r) for r ∈ [0, 1/2]. (14)

Assumption (11) is satisfied for any γ > 0 in the cases when r ∈ (0, 1/2]. So (7) is also fulfilled thanks
to Remark 1. The particular value r = 1/2 leads to equal mitosis (κ(x, y) = δx= y

2
).

The case r = 0 corresponds to the renewal equation (κ(x, y) = 1
2 (δx=0 + δx=y)). In this case, we

cannot strictly speak of mitosis because the size of the daughters are 0 and x. It appears when x is
the age of a cell and not the size. This particular case is precisely the one that we want to avoid with
assumption (7) ; it can also be studied seperately with different tools (see [34] for instance). For such
a fragmentation kernel, assumption (11) is satified only for γ = 0, and the moments

∫
zkκ0(z)dz are

equal to 1/2 for all k > 0, so (7) does not hold true. However, if we consider a convex combination of
κ00 with another kernel such as κr0 with r ∈ (0, 1/2], then (11) remains false for any γ > 0 but (7) is
fulfilled. Indeed we have for ρ ∈ (0, 1)

∫
z2(ρκ00(z) + (1− ρ)κr0(z)) dz =

ρ

2
+

1− ρ

2
(r2 + (1− r)2) =

1

2
(1− 2r(1− r)(1− ρ)) <

1

2
.

Homogeneous fragmentation :

κα0 (z) =
α+ 1

2
(zα + (1− z)α) for α > −1. (15)

It gives another class of fragmentation kernels, namely in L1 (unlike the mitosis case). The parameter
γ = 1+α > 0 suits for (11) and so (7) is fulfilled. It shows that our assumptions allow fragmentation
at the ends of the polymers (called depolymerization, see [24], when α is close to −1) once it is not
the extreme case of renewal equation.
Uniform repartition (κ(x, y) = 1

y
1l0≤x≤y) corresponds to α = 0 and is also included.
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This last case of uniform repartition is useful because it provides us with explicit formulas for the
eigenelements. For instance, we can consider the two following examples.

First example : τ(x) = τ0, β(x) = β0x.
In this case, widely used by [20], the eigenelements exist and we have

λ =
√
β0τ0,

U(x) = 2

√
β0
τ0

(
X +

X2

2

)
e−X−X2

2 , with X =

√
β0
τ0
x,

φ(x) =
1

2
(1 +X).

Second example : τ(x) = τ0x.
For such β for which there exists eigenelements, we have

λ = τ0 and φ(x) =
x∫
yU(y)

.

For instance when β(x) = β0x
n with n ∈ N

∗, then the eigenelements exist and we can compute U and
φ and we have the formulas in Table 1. In this table we can notice that U(0) > 0 but the boundary
condition τU(0) = 0 is fulfilled.

n = 1 λ = τ0 U(x) = β0
τ0
e
−

β0
τ0
x

φ(x) = β0
τ0
x

n = 2 λ = τ0 U(x) =
√

2β0
πτ0

e
− 1

2
β0
τ0
x2

φ(x) =
√

πβ0
2τ0

x

n λ = τ0 U(x) =
(
β0
nτ0

) 1
n n

Γ( 1
n
)
e
− 1

n
β0
τ0
xn

φ(x) =
(
β0
nτ0

) 1
n Γ( 1

n
)

Γ( 2
n
)
x

Table 1: The example τ(x) = τ0x, β(x) = β0x
n and uniform repartition κ(x, y) = 1

y
1l0≤x≤y. The table

gives the eigenelements solution to (3).

Now we turn to non-existence cases. Let us consider constant fragmentation β(x) = β0 with an
affine polymerization τ(x) = τ0 + τ1x, and any fragmentation kernel κ which satisfies to assumptions
(5)-(6). We notice that (13) is not satisfied and look at two instructive cases.

First case : τ0 = 0.
In this case assumption (12) does not hold true. Assume that there exists U ∈ L1(R+) solution of
(3) with the estimates of Theorem 1. Integrating the equation on U we obtain that λ = β0, but
multiplying the equation by x before integration we have that λ = τ1.We conclude that eigenelements
cannot exist if τ1 6= β0.
Moreover, if we take κ(x, y) = 1

y
1l0≤x≤y, then a formal computation shows that any solution to the

first equation of (3) belongs to the plan V ect{x−1, x
−

2β0
τ1 }. So, even if β0 = τ1, there does not exist an

eigenvector in L1.
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Second case : τ0 > 0.
In this case (12) holds true but the same integrations than before lead to

∫
xU(x) dx =

τ0
β0 − τ1

.

So there cannot exist any eigenvector U ∈ L1(x dx) for τ1 ≥ β0.

3 Proof of the main theorem

The proof of Theorem 1 is divided as follows. We begin with a result concerning the positivity of
the a priori existing eigenvectors (Lemma 1). We then define, in Section 3.2, a regularized and
truncated problem for which we know that eigenelements exist (see the Appendix B for a proof using
the Krein-Rutman theorem), and we choose it such that the related eigenvalue is positive (Lemma 2).
In Section 3.3, we give a series of estimates that allow us to pass to the limit in the truncated problem
and so prove the existence for the original eigenproblem (3). The positivity of the eigenvalue λ and
the uniqueness of the eigenelements are proved in the two last subsections.

3.1 A preliminary lemma

Before proving Theorem 1, we give a preliminary lemma, useful to prove uniqueness of the eigenfunc-
tions.

Lemma 1 (Positivity) Consider U and φ solutions to the eigenproblem (3).
We define m := inf

x,y

{
x : (x, y) ∈ Supp β(y)κ(x, y)

}
. Then we have, under assumptions (5), (6), (9)

and (10)
SuppU = [m,∞) and τU(x) > 0 ∀x > m,

φ(x) > 0 ∀x > 0.

If additionaly 1
τ
∈ L1

0, then φ(0) > 0.

Remark 2 In case Supp κ = {(x, y)/x ≤ y}, then m = 0 and Lemma 1 and Theorem 1 can be proved
without the connexity condition (10) on the support of β.

Proof. Let x0 > 0, we define F : x 7→ τ(x)U(x)e
∫ x
x0

λ+β(s)
τ(s)

ds
. We have that

F ′(x) = 2e
∫ x
x0

λ+β(s)
τ(s)

ds
∫
β(y)κ(x, y)U(y) dy ≥ 0. (16)

So, as soon as τU(x) once becomes positive, it remains positive for larger x.

We define a := inf{x : τ(x)U(x) > 0}. We first prove that a ≤ b
2 . For this we integrate the equation

on [0, a] to obtain ∫ a

0

∫ ∞

a

β(y)κ(x, y)U(y) dydx = 0,

∫ ∞

a

β(y)U(y)

∫ a

0
κ(x, y) dxdy = 0.
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Thus for almost every y ≥ max(a, b),
∫ a
0 κ(x, y) dx = 0. As a consequence we have

1 =

∫
κ(x, y) dx =

∫ y

a

κ(x, y) dx ≤
1

a

∫
xκ(x, y) dx =

y

2a

thanks to (5) and (6), and this is possible only if b ≥ 2a.

Assume by contradiction that m < a, integrating (3) multiplied by ϕ, we have for all ϕ ∈ C∞
c such

that Suppϕ ⊂ [0, a] ∫ ∫
ϕ(x)β(y)κ(x, y)U(y) dydx = 0. (17)

By definition of m and using the fact that m < a, there exists (p, q) ∈ (m,a)×(b,∞) such that (p, q) ∈
Supp β(y)κ(x, y). But we can choose ϕ positive such that ϕ(p)U(q) > 0 and this is a contradiction
with (17). So we have m ≥ a.
To conclude we notice that on [0,m], U satisfies

∂x(τ(x)U(x)) + λU(x) = 0.

So, thanks to the condition τ(0)U(0) = 0 and the assumption (9), we have U ≡ 0 on [0,m], so m = a
and the first statement is proved.

For φ, we define G(x) := φ(x)e
−

∫ x
x0

λ+β(s)
τ(s)

ds
. We have that

G′(x) = −2e
−

∫ x
x0

λ+β(s)
τ(s)

ds
β(x)

∫ x

0
κ(y, x)φ(y) dy ≤ 0, (18)

so, as soon as φ vanishes, it remains null. Therefore φ is positive on an interval (0, x1) with x1 ∈
R
∗
+ ∪ {+∞}. Assuming that x1 < +∞ and using that x1 > a = m because

∫
φ(x)U(x)dx = 1, we can

find X ≥ x1 such that

∫ X

x1

G′(x) dx = −2

∫ X

x1

∫ x1

0
e
∫ x
x0

λ+β(s)
τ(s)

ds
φ(y)β(x)κ(y, x) dy dx < 0.

This contradicts that φ(x) = 0 for x ≥ x1, and we have proved that φ(x) > 0 for x > 0.
If 1

τ
∈ L1

0, we can take x0 = 0 in the definition of G and so φ(0) > 0 or φ ≡ 0. The fact that φ is
positive ends the proof of the lemma.

3.2 Truncated problem

The proof of the theorem is based on uniform estimates on the solution to a truncated equation. Let
η, δ, R positive numbers and define

τη(x) =

{
η 0 ≤ x ≤ η
τ(x) x ≥ η.

Then τη is lower bounded on [0, R] thanks to (9) and we denote by µ = µ(η,R) := inf [0,R] τη. The

existence of eigenelements (λδη,U
δ
η , φ

δ
η) for the following truncated problem when δR < µ is standard

(see Theorem 2 in the Appendix).
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∂

∂x
(τη(x)U

δ
η (x)) + (β(x) + λδη)U

δ
η (x) = 2

∫ R

x

β(y)κ(x, y)Uδη (y) dy, 0 < x < R,

τηU
δ
η (x = 0) = δ, Uδη (x) > 0,

∫
Uδη (x)dx = 1,

−τη(x)
∂

∂x
φδη(x) + (β(x) + λδη)φ

δ
η(x)− 2β(x)

∫ x

0
κ(y, x)φδη(y) dy = δφδη(0), 0 < x < R,

φδη(R) = 0, φδη(x) > 0,
∫
φδη(x)U

δ
η (x)dx = 1.

(19)

The proof of the theorem 1 requires λδη > 0. To enforce it, we take δR = µ
2 and we consider R large

enough to satisfy the following lemma.

Lemma 2 Under assumptions (5), (8) and (13), there exists a R0 > 0 such that for all R > R0, if
we choose δ = µ

2R , then we have λδη > 0.

Proof. Assume by contradiction that R > 0 and λδη ≤ 0 with δ = µ
2R . Then, integrating between 0

and x > 0, we obtain

0 ≥ λ

∫ x

0
U(y) dy

= δ − τ(x)U(x) −

∫ x

0
β(y)U(y) dy + 2

∫ x

0

∫ R

z

β(y)κ(z, y)U(y) dy dz

= δ − τ(x)U(x) +

∫ x

0
β(y)U(y) dy + 2

∫ R

x

(∫ x

0
κ(z, y) dz

)
β(y)U(y) dy

≥ δ − τ(x)U(x) +

∫ x

0
β(y)U(y) dy.

Consequently

τ(x)U(x) ≥ δ +

∫ x

0

β(y)

τ(y)
τ(y)U(y) dy

and, thanks to Grönwall’s lemma,

τ(x)U(x) ≥ δe
∫ x
0

β(y)
τ(y)

dy
.

But assumption (13) ensures that for all n ≥ 0, there is a A > 0 such that

β(x)

τ(x)
≥
n

x
, ∀x ≥ A

and thus we have
τ(x)U(x) ≥ δ

( x
A

)n
, ∀x ≥ A.

Due to Assumption (8), we can choose n such that x−nτ(x) → 0 when x → +∞. Then there exists
B > A such that x−nτ(x) ≤ µ

4An for x ≥ B, and we have, for R > B,

1 =

∫ R

0
U(x) dx ≥

∫ R

B

U(x) dx ≥ δ

∫ R

B

xn

Anτ(x)
dx ≥

2

R
(R−B)

what is a contradiction as soon as R > 2B; so Lemma 2 holds for R0 = 2B.

9



3.3 Limit as δ → 0 for U δ
η and λδη

Fix η and let δ → 0 (then R→ ∞ since δR = µ
2 ).

First estimate: λδη upper bound. Integrating equation (19) between 0 and R, we find

λδη ≤ δ +

∫
β(x)Uδη (x) dx,

then the idea is to prove a uniform estimate on
∫
βUδη . For this we begin with bounding the higher

moments
∫
xαβUδη for α ≥ max (2, α0 + 1) := m.

Let α ≥ m, according to (7) we have

∫
xα

yα
κ(x, y) dx ≤

∫
x2

y2
κ(x, y) dx ≤ c <

1

2
.

Multiplying the equation on Uδη by xα and then integrating on [0, R], we obtain for all A ≥ η

∫
xα

(
(1− 2c)β(x)

)
Uδη (x) dx ≤ α

∫
xα−1τη(x)U

δ
η (x) dx

= α

∫

x≤A
xα−1τη(x)U

δ
η (x) dx + α

∫

x≥A
xα−1τ(x)Uδη (x) dx

≤ αAα−1−α0 sup
x∈(0,A)

{xα0τ(x)}+ ωA,α

∫
xαβ(x)Uδη (x) dx,

where ωA,α is a positive number chosen to have ατ(x) ≤ ωA,αxβ(x), ∀x ≥ A. Thanks to (7) and (13),
we can choose Aα large enough to have ωAα,α < 1− 2c. Thus we find

∀α ≥ m, ∃Aα : ∀η, δ > 0,

∫
xαβ(x)Uδη (x) dx ≤

αAα
α−1−α0 sup(0,A) {x

α0τ(x)}

1− 2c− ωAα,α
:= Bα. (20)

The next step is to prove the same estimates for 0 ≤ α < m and for this we first give a bound on
τηU

δ
η . We fix ρ ∈ (0, 1/2) and define xη > 0 as the unique point such that

∫ xη
0

β(y)
τη(y)

dy = ρ. It exists

because β is nonnegative and locally integrable, and τη is positive. Thanks to assumption (12), we

know that xη −→
η→0

x0 where x0 > 0 satisfies
∫ x0
0

β(y)
τ(y)dy = ρ, so xη is bounded by 0 < x ≤ xη ≤ x.

Then, integrating (19) between 0 and x ≤ xη, we find

τη(x)U
δ
η (x) ≤ δ + 2

∫ x

0

∫
β(y)Uδη (y)κ(z, y) dy dz

≤ δ + 2

∫
β(y)Uδη (y) dy

= δ + 2

∫ xη

0
β(y)Uδη (y) dy + 2

∫ ∞

xη

β(y)Uδη (y) dy

≤ δ + 2 sup
(0,xη)

{τηU
δ
η}

∫ xη

0

β(y)

τη(y)
dy +

2

xmη

∫ ∞

0
ymβ(y)Uδη (y) dy

≤ δ + 2ρ sup
(0,xη)

{τηU
δ
η}+

2

xmη
Bm.

10



Consequently, if we consider δ ≤ 1 for instance, we obtain

sup
x∈(0,x)

τη(x)U
δ
η (x) ≤

1 + 2Bm/x
m

1− 2ρ
:= C (21)

so τηU
δ
η is uniformly bounded in a neighborhood of zero.

Now we can prove a bound Bα for xαβUδη in the case 0 ≤ α < m. Thanks to the estimates (20) and
(21) we have

∫
xαβ(x)Uδη (x) dx =

∫ x

0
xαβ(x)Uδη (x) dx +

∫ R

x

xαβ(x)Uδη (x) dx

≤ xα sup
(0,x)

{τηU
δ
η}

∫ x

0

β(y)

τη(y)
dy + xα−m

∫ R

x

xmβ(x)Uδη (x) dx

≤ Cρxα +Bmx
α−m := Bα. (22)

Combining (20) and (22) we obtain

∀α ≥ 0, ∃Bα : ∀η, δ > 0,

∫
xαβ(x)Uδη (x) dx ≤ Bα, (23)

and finally we bound λδη

λδη = δ +

∫
βUδη ≤ δ +B0. (24)

So the family {λδη}δ belong to a compact interval and we can extract a converging subsequence

λδη −→
δ→0

λη.

Second estimate : W 1,1bound for xατηU
δ
η , α ≥ 0. We use the estimate (23). First we give a L∞bound

for τηU
δ
η by integrating (19) between 0 and x

τη(x)U
δ
η (x) ≤ δ + 2

∫ R

0
β(y)Uδη (y) dy ≤ δ + 2B0 := D0. (25)

Then we bound xατηU
δ
η in L1 for α > −1. Assumption (13) ensures that there exists X > 0 such that

τ(x) ≤ xβ(x), ∀x ≥ X, so we have for R > X

∫
xατη(x)U

δ
η (x) dx ≤ sup

(0,X)
{τηU

δ
η}

∫ X

0
xα dx+

∫ R

X

xα+1β(x)Uδη (x) dx

≤ sup
(0,X)

{τηU
δ
η}
Xα+1

α+ 1
+Bα+1 := Cα.

Finally

∀α > −1, ∃Cα : ∀η, δ > 0,

∫
xατη(x)U

δ
η (x) dx ≤ Cα (26)

11



and we also have that xαUδη is bounded in L1 because τ ∈ P (see assumption (8)).

A consequence of (23) and (26) is that xατηU
δ
η is bound in L∞ for all α ≥ 0. We already have (25)

and for α > 0, we multiply (19) by xα, integrate on [0, x] and obtain

xατη(x)U
δ
η (x) ≤ α

∫ R

0
yα−1τη(y)U

δ
η (y) dy + 2

∫ R

0
yαβ(y)Uδη (y) dy ≤ αCα + 2Bα := Dα,

that give immediately

∀α ≥ 0, ∃Dα : ∀η, δ > 0, sup
x>0

xατη(x)U
δ
η (x) ≤ Dα. (27)

To conclude we use the fact that neither the parameters nor Uδη are negative and we find by the chain
rule, for α ≥ 0

∫ ∣∣ ∂
∂x

(xατη(x)U
δ
η (x))

∣∣dx ≤ α

∫
xα−1τη(x)U

δ
η (x) dx +

∫
xα

∣∣∂x(τη(x)Uδη (x))
∣∣ dx

≤ α

∫
xα−1τη(x)U

δ
η (x) dx + λδη

∫
xαUδη (x) dx+ 3

∫
xαβ(x)Uδη (x) dx (28)

and all the terms in the right hand side are uniformly bounded thanks to the previous estimates.

Since we have proved that the family {xατηU
δ
η}δ is bounded inW 1,1(R+) for all α ≥ 0, then, because

τη is positive and belongs to P, we can extract from {Uδη}δ a subsequence which converges in L1(R+)
when δ → 0. Passing to the limit in equation (19) we find that





∂

∂x
(τη(x)Uη(x)) + (β(x) + λη)Uη(x) = 2

∫ ∞

x

β(y)κ(x, y)Uη(y) dy,

Uη(0) = 0, Uη(x) ≥ 0,
∫
Uη = 1,

(29)

with λη ≥ 0.

3.4 Limit as η → 0 for Uη and λη

All the estimates (20)-(28) remain true for δ = 0. So we still know that the family {xατηUη}η belongs
to a compact set of L1, but not necessarily {Uη}η because in the limit τ can vanish at zero. We need
one more estimate to study the limit η → 0.

Third estimate: L∞bound for xατηUη, α ≥ −γ. We already know that xατηUη is bounded for α ≥ 0.
So, to prove the bound, it only remains to prove that x−γτηUη is bounded in a neighborhood of zero.
Let define fη : x 7→ sup(0,x) τηUη. If we integrate (29) between 0 and x′ < x, we find

τη(x
′)Uη(x

′) ≤ 2

∫ x′

0

∫
β(y)Uη(y)κ(z, y) dy dz ≤ 2

∫ x

0

∫
β(y)Uη(y)κ(z, y) dy dz

and so for all x

fη(x) ≤ 2

∫ x

0

∫
β(y)Uη(y)κ(z, y) dy dz.

12



We consider xη and x defined in the first estimate and, using (11) and (12), we have for all x < xη

fη(x) ≤ 2

∫ x

0

∫
β(y)Uη(y)κ(z, y) dy dz

= 2

∫
β(y)Uη(y)

∫ x

0
κ(z, y) dz dy

≤ 2

∫ ∞

0
β(y)Uη(y)min

(
1, C

(x
y

)γ)
dy

= 2

∫ x

0
β(y)Uη(y) dy + 2C

∫ xη

x

β(y)Uη(y)
(x
y

)γ
dy + 2C

∫ ∞

xη

β(y)Uη(y)
(x
y

)γ
dy

= 2

∫ x

0

β(y)

τη(y)
τη(y)Uη(y) dy + 2Cxγ

∫ xη

x

β(y)

τη(y)

τη(y)Uη(y)

yγ
dy + 2C

∫ ∞

xη

β(y)Uη(y)
(x
y

)γ
dy

≤ 2fη(x)

∫ xη

0

β(y)

τη(y)
dy + 2Cxγ

∫ xη

x

β(y)

τη(y)

fη(y)

yγ
dy + 2C‖βUη‖L1

xγ

xγη
.

We set Vη(x) = x−γfη(x) and we obtain

(1− 2ρ)Vη(x) ≤ K + 2C

∫ xη

x

β(y)

τη(y)
Vη(y) dy.

Hence, using Grönwall’s lemma, we find that Vη(x) ≤
Ke

2Cρ
1−2ρ

1− 2ρ
and consequently

x−γτη(x)Uη(x) ≤
Ke

2Cρ
1−2ρ

1− 2ρ
:= C̃, ∀x ∈ [0, x]. (30)

This last estimate allows us to bound Uη by xγ

τ
which is in L1

0 by the assumption (11). Thanks to
the second estimate, we also have that

∫
xαUη is bounded in L1 and so, thanks to the Dunford-Pettis

theorem (see [8] for instance), {Uη}η belong to a L1-weak compact set. Thus we can extract a subse-
quence which converges L1−weak toward U . But for all ε > 0, {xαUη}η is bounded in W 1,1([ε,∞))
for all α ≥ 1 thanks to (28) and so the convergence is strong on [ε,∞). Then we write

∫
|Uη − U| =

∫ ε

0
|Uη − U|+

∫ ∞

ε

|Uη − U|

≤ 2C̃

∫ ε

0

xγ

τ(x)
+

∫ ∞

ε

|Uη − U|.

The first term on the right hand side is small for ε small because xγ

τ
∈ L1

0 and then the second term
is small for η small because of the strong convergence. Finally Uη −→

η→0
U strongly in L1(R+) and U

solution of the eigenproblem (3).

3.5 Limit as δ, η → 0 for φδη

We prove uniform estimates on φδη which are enough to pass to the limit and prove the result.
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Fourth estimate : uniform φδη-bound on [0, A]. Let A > 0, our first goal is to prove the existence of
a constant C0(A) such that

∀η, δ, sup
(0,A)

φδη ≤ C0(A).

We divide the equation on φδη by τη and we integrate between x and xη with 0 < x < xη, where xη,

bounded by x and x, is defined in the first estimate. Considering δ < µ(1−2ρ)
x

(fulfilled for R > x
2(1−2ρ)

since δ = µ
2R ), we find

φδη(x) ≤ φδη(xη) + 2

∫ xη

x

β(y)

τη(y)

∫ y

0
κ(z, y)φδη(z) dz + xη

δ

µ
φδη(0)

≤ φδη(xη) + sup
(0,xη)

{φδη}
(
2

∫ xη

0

β(y)

τη(y)

∫ y

0
κ(z, y) dz + xη

δ

µ

)

and we obtain

sup
x∈(0,x)

φδη(x) ≤
1

1− 2ρ− δx/µ
φδη(xη).

Using the decay of φδη(x)e
−

∫ x
x

β+λδη
τη , there exists C(A) such that

sup
x∈(0,A)

φδη(x) ≤ C(A)φδη(xη).

Noticing that
∫
φδη(x)U

δ
η (x)dx = 1, we conclude

1 ≥

∫ xη

0
φδη(x)U

δ
η (x)dx ≥ φδη(xη)

∫ xη

0
e
−

∫ xη
x

β+λδη
τη Uδη (x) dx,

so, as xη → x0 and
∫ x0
0 U(x)dx > 0 (thanks to Lemma 1 and because x0 > b ≥ a), we have

sup
(0,A)

φδη ≤ C0(A). (31)

Fifth estimate : uniform φδη-bound on [A,∞). Following an idea introduced in [32] we notice that the

equation in (19) satisfied by φδη is a transport equation and therefore satisfies the maximum principle

(see Lemma 4 in the Appendix). Therefore it remains to build a supersolution φ that is positive at
x = R, to conclude φδη(x) ≤ φ(x) on [0, R].

This we cannot do on [0, R], but on a subinterval [A0, R] only. So we begin with an auxiliary function
ϕ(x) = xk + θ with k and θ positive numbers to be determined. We have to check that on [A0, R]

−τ(x)
∂

∂x
ϕ(x) + (λδη + β(x))ϕ(x) ≥ 2β(x)

∫
κ(y, x)ϕ(y) dy + δφδη(0),

i.e.

−kτ(x)xk−1 + (λδη + β(x))ϕ(x) ≥
(
2θ + 2

∫
κ(y, x)yk dy

)
β(x) + δφδη(0).

14



For k ≥ 2, we know that
∫
κ(y, x) y

k

xk
dy ≤ c < 1/2 so it is sufficient to prove that there exists A0 > 0

such that we have

−kτ(x)xk−1 + (λδη + β(x))(xk + θ) ≥ (2θ + 2cxk)β(x) + δC0(1) (32)

for all x > A0, where C0 is defined in (31). For this, dividing (32) by xk−1τ(x), we say that if we have

(1− 2c)
xβ(x)

τ(x)
≥ k +

2θβ(x) + δC0(1)

xk−1τ(x)
, (33)

then (32) holds true. Thanks to assumptions (8) and (13) we know that there exists k > 0 such that
for any θ > 0, there exists A0 > 0 for which (33) is true on [A0,+∞).

Then we conclude by choosing the supersolution φ(x) = C0(A0)
θ

ϕ(x) so that

φ(x) ≥ φδη(x) on [0, A0],

and on [A0, R], we have





−τ(x) ∂
∂x
φ(x) + (λδη + β(x))φ(x) ≥ 2β(x)

∫ x
0 κ(y, x)φ(y) dy + δφδη(0),

φ(R) > 0,

(34)

which is a supersolution to the equation satisfied by φδη . Therefore φ
δ
η ≤ φ uniformly in η and δ and

we get
∃k, θ, C s.t. ∀η, δ, φδη(x) ≤ (Cxk + θ). (35)

Equation (19) and the fact that φδη is uniformly bounded in L∞
loc(R

+) give immediately that ∂xφ
δ
η is

uniformly bounded in L∞
loc(R

+, τ(x)dx), so in L∞
loc(0,∞) thanks to (9).

Then we can extract a subsequence of {φδη} which converges C0(0,∞) toward φ. Now we check that
φ satisfied the adjoint equation of (3). We consider the terms of (19) one after another.
First (λδη + β(x))φδη(x) converges to (λ+ β(x))φ(x) in L∞

loc.

For ∂xφ
δ
η, we have an L∞ bound on each compact of (0,∞). So it converges L∞ −∗weak toward ∂xφ.

It remains the last term which we write, for all x > 0,
∫ x

0
κ(y, x)(φδη(y)− φ(y)) dy ≤ ‖φδη − φ‖L∞(0,x) −→

η,δ→0
0.

The fact that
∫
φU = 1 comes from the convergence L∞ − L1 when written as

1 =

∫
φδη(x)U

δ
η (x) dx =

∫
φδη(x)

1 + xk
(1 + xk)Uδη (x) dx −→

∫
φ(x)

1 + xk
(1 + xk)U(x) dx =

∫
φU .

At this stage we have found (λ,U , φ) ∈ R
+ × L1(R+) × C(R+) solution of (3). The estimates

announced in Theorem 1 also follow from those uniform estimates. It remains to prove that λ > 0
and the uniqueness.
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3.6 Proof of λ > 0

We prove a little bit more, namely that

λ ≥
1

2
sup
x≥0

{τ(x)U(x)}. (36)

We integrate the first equation of (3) between 0 and x and find

0 ≤ λ

∫ x

0
U(y) dy = −τ(x)U(x)−

∫ x

0
β(y)U(y) dy + 2

∫ x

0

∫ ∞

z

β(y)κ(z, y)U(y) dy dz

≤ −τ(x)U(x) + 2

∫ ∞

0

∫ ∞

z

β(y)κ(z, y)U(y) dy dz

= −τ(x)U(x) + 2

∫ ∞

0
β(y)U(y) dy

= −τ(x)U(x) + 2λ,

Hence 2λ ≥ τ(x)U(x) and (36) is proved.

3.7 Uniqueness

We follow the idea of [26]. Let (λ1,U1, φ1) and (λ2,U2, φ2) two solutions to the eigenproblem (3). First
we have

λ1

∫
U1(x)φ2(x) dx =

∫ (
−∂x(τ(x)U1(x)) − β(x)U1(x) + 2

∫ ∞

x

β(y)κ(x, y)U1(y) dy
)
φ2(x) dx

=

∫ (
τ(x)∂xφ2(x)− β(x)φ2(x) + 2β(x)

∫ x

0
κ(y, x)φ2(y) dy

)
U1(x) dx

= λ2

∫
U1(x)φ2(x) dx

and then λ1 = λ2 = λ because
∫
U1φ2 > 0 thanks to Lemma 1.

For the eigenvectors we use the General Relative Entropy method introduced in [28, 29]. For C > 0,
we test the equation on U1 against sgn

(
U1
U2

− C
)
φ1,

0 =

∫ [
∂x(τ(x)U1(x)) + (λ+ β(x))U1(x)− 2

∫ ∞

x

β(y)κ(x, y)U1(y) dy
]
sgn

(U1

U2
(x)−C

)
φ1(x) dx.

Deriving
∣∣∣U1
U2
(x)− C

∣∣∣τ(x)U2(x)φ1(x) we find

∫
∂x(τ(x)U1(x))sgn

(U1

U2
(x)− C

)
φ1(x) dx =

∫
∂x

(∣∣∣
U1

U2
(x)− C

∣∣∣τ(x)U2(x)φ1(x)
)
dx

+

∫
∂x(τ(x)U2(x))

U1

U2
(x)sgn

(U1

U2
(x)− C

)
φ1(x) dx−

∫ ∣∣∣
U1

U2
(x)− C

∣∣∣∂x(τ(x)U2(x)φ1(x)) dx

and then
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∫
∂x(τ(x)U1(x))sgn

(U1

U2
(x)− C

)
φ1(x) dx =

2

∫ ∣∣∣
U1

U2
(x)− C

∣∣∣
[∫ x

0
β(x)κ(y, x)U2(x)φ1(y) dy −

∫ ∞

x

β(y)κ(x, y)U2(y)φ1(x) dy
]
dx

+2

∫ ∫ ∞

x

β(y)κ(x, y)U2(y) dy
U1

U2
(x)sgn

(U1

U2
(x)− C

)
φ1(x) dx

−

∫
(λ+ β(x))

U1

U2
(x)sgn

(U1

U2
(x)− C

)
U2(x)φ1(x) dx,

∫
∂x(τ(x)U1(x))sgn

(U1

U2
(x)− C

)
φ1(x) dx =

2

∫ ∫
β(y)κ(x, y)

[∣∣∣
U1

U2
(y)−C

∣∣∣−
∣∣∣
U1

U2
(x)− C

∣∣∣
]
U2(y)φ1(x) dxdy

+2

∫ ∫ ∞

x

β(y)κ(x, y)U2(y) dy
U1

U2
(x)sgn

(U1

U2
(x)− C

)
φ1(x) dx

−

∫
(λ+ β(x))

U1

U2
(x)sgn

(U1

U2
(x)− C

)
U2(x)φ1(x) dx.

So

0 = 2

∫ ∫
β(y)κ(x, y)

[∣∣∣
U1

U2
(y)− C

∣∣∣−
∣∣∣
U1

U2
(x)−C

∣∣∣
]
U2(y)φ1(x) dxdy

+2

∫ ∫ ∞

x

β(y)κ(x, y)U2(y) dy
U1

U2
(x)sgn

(U1

U2
(x)− C

)
φ1(x) dx

−2

∫ ∫ ∞

x

β(y)κ(x, y)U1(y) dy sgn
(U1

U2
(x)− C

)
φ1(x) dx

0 =

∫ ∫
β(y)κ(x, y)U2(y)

∣∣∣
U1

U2
(y)− C

∣∣∣
[
1− sgn

(U1

U2
(x)− C

)
sgn

(U1

U2
(y)− C

)]
φ1(x) dxdy.

Hence
[
1−sgn

(
U1
U2
(x)−C

)
sgn

(
U1
U2
(y)−C

)]
= 0 on the support of κ(x, y) for all C thus U1

U2
(x) = U1

U2
(y)

on the support of κ(x, y) and

∂x
U1

U2
(x) =

∫
β(y)κ(x, y)

(U1

U2
(y)−

U1

U2
(x)

)U2(y)

U2(x)
dy = 0 (37)
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so
U1

U2
≡ cst = 1.

We can prove in the same way that φ1 = φ2 even if we can have U ≡ 0 on [0,m] with m > 0. Indeed
in this case we know that β ≡ 0 on [0,m] and so

φi(x) = φi(0)e
∫ x
0

λ
τ(s)

ds
∀x ∈ [0,m], i ∈ {1, 2}.

4 Conclusion, Perspectives

We have proved the existence and uniqueness of eigenelements for the aggregation-fragmentation
equation (1) with assumptions on the parameters as large as possible, in order to render out the
widest variety of biological or physical models. It gives access to the asymptotic behaviour of the
solution by the use of the General Relative Entropy principle.

A following work is to study the dependency of the eigenvalue λ on parameters τ and β (see [27]).
For instance, our assumptions allow τ to vanish at zero, what is a necessary condition to ensure that
λ tends to zero when the fragmentation tends to infinity. Such results give precious information on
the qualitative behaviour of the solution.

Another possible extension of the present work is to prove existence of eigenelements in the case of
time-periodic parameters, using the Floquet’s theory, and then compare the new λF with the time-
independent one λ (see [11]). Such studies can help to choose a right strategy in order to optimize,
for instance, the total mass

∫
xu(t, x)dx in the case of prion proliferation (see [10]) or on the contrary

minimize the total population
∫
u(t, x)dx in the case of cancer therapy (see [11, 12]).

Finally, this eigenvalue problem could be used to recover some of the equation parameters like τ and
β from the knowledge of the asymptotic profile of the solution, as introduced in [15, 35] in the case of
symmetric division (τ = 1 and κ = δx= y

2
), by the use of inverse problems techniques. The method of

[35] has to be adapted to our general case, in order to model prion proliferation for instance, or yet
to recover the aggregation rate τ ; this is another direction for future research.

Aknowledgment
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Appendix

A Assumption on κ.

Lemma 3 Assumptions (5),(6) and (11) with γ > 0 imply that

inf
y

lim
η→0

∫ (1−η)y

ηy

κ(x, y) dx > 0,

which means that polymers undergo a decrease in the size during fragmentation process. As a conse-
quence, assumption (7) holds true.

Proof. With the first assumption (5) we have

1 =

∫ y

0
κ(x, y) dx =

∫ ηy

0
κ(x, y) dx +

∫ (1−η)y

ηy

κ(x, y) dx +

∫ y

(1−η)y
κ(x, y) dx.

The two other assumptions (6) and (11) allow to control the mass of κ at the ends :

∫ (1−η)y

ηy

κ(x, y) dx = 1−

∫ ηy

0
κ(x, y) dx −

∫ y

(1−η)y
κ(x, y) dx

≥ 1− Cηγ −
1

1− η

∫ y

(1−η)y

x

y
κ(x, y) dx

≥ 1− Cηγ −
1

2(1 − η)
−→
η→0

1

2
,

which gives the first assertion of the lemma.
Now we can prove (7) :

∫ y

0

x2

y2
κ(x, y) dx ≤

[ ∫ ηy

0

x

y
κ(x, y) dx +

∫ y

(1−η)y

x

y
κ(x, y) dx

]
+

∫ (1−η)y

ηy

x2

y2
κ(x, y) dx

≤
[1
2
−

∫ (1−η)y

ηy

x

y
κ(x, y) dx

]
+(1− η)

∫ (1−η)y

ηy

x

y
κ(x, y) dx

=
1

2
− η

∫ (1−η)y

ηy

x

y
κ(x, y) dx

≤
1

2
− η2

∫ (1−η)y

ηy

κ(x, y) dx.

We use the first part of the proof to conclude. Taking η = min
(
1
4 ,

1
(4C)1/γ

)
for instance, we obtain

∫ (1−η)y

ηy

κ(x, y) dx ≥
1

3
,

and the lemma is proved for c = 1
2 −

1
48 .
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B Krein-Rutman

We prove existence of solution for the truncated equation (19). In this part η and δ are fixed (with
δR < µ), so we will omit these indices for τ, λ, U and φ but we keep in mind that τ(x) ≥ µ > 0.
We use the Krein-Rutman theorem which requires working in the space of continuous functions (see
[31] for instance). First we define regularized parameters as follows :

τε = ρε ∗ τ, βε = ρε ∗ β, and ∀y ≥ 0, κε(., y) = ρε ∗ κ(., y),

where ρε(x) =
1
ε
ρ(x

ε
) with ρ ∈ C∞

c ((0,∞)), positive and such that
∫∞
0 ρ = 1. Then we have the theorem

Theorem 2 Under assumptions (5)-(13) on the parameters and for all ε > 0, there is a unique
solution λε ∈ R and Uε, φε ∈ C1([0, R]) to the regularized eigenproblem





∂

∂x
(τε(x)Uε(x)) + (βε(x) + λε)Uε(x) = 2

∫ R

0
βε(y)κε(x, y)Uε(y) dy, 0 < x < R,

τεUε(x = 0) = δ
∫ R
0 Uε(y) dy, Uε(x) > 0,

∫ R
0 Uε(x)dx = 1,

−τε(x)
∂

∂x
φε(x) + (βε(x) + λε)φε(x)− 2βε(x)

∫ R

0
κε(y, x)φε(y) dy = τε(0)δφε(0), 0 < x < R,

φε(R) = 0, φε(x) > 0,
∫ R
0 φε(x)Uε(x)dx = 1.

(38)

Proof. We follow the proof of [31]. We define linear operators on E := C0([0, R]) to apply the
Krein-Rutman theorem.

Direct equation. For ν > 0 we consider the following equation on E




∂

∂x
(n(x)) +

ν + βε(x)

τε(x)
n(x)− 2

∫ R

0

βε(y)

τε(y)
κε(x, y)n(y) dy =

f(x)

τε(x)
, 0 ≤ x ≤ R,

n(x = 0) = δ
∫ R
0

n(y)
τε(y)

dy,

(39)

and we prove that the linear operator A : f 7→ n (solution of (39)) satisfies to the assumptions of the
Krein-Rutman theorem.

First step: construction of A. Fix f ∈ E and for m ∈ E, we define n = T (m) ∈ E as the (explicit)
solution to





∂

∂x
(n(x)) +

ν + βε(x)

τε(x)
n(x) = 2

∫ R

0

βε(y)

τε(y)
κε(x, y)m(y) dy +

f(x)

τε(x)
, 0 ≤ x ≤ R,

n(x = 0) = δ
∫ R
0

m(y)
τε(y)

dy,

We prove that T is a strict contraction. Therefore it has a unique fixed point thanks to the Banach-
Picard theorem. This fixed point is a solution to (39).
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In order to prove that T is a strict contraction, we consider m1 and m2 two functions in E, we
compute for n = n1 − n2, m = m1 −m2,





∂

∂x
(n(x)) +

ν + βε(x)

τε(x)
n(x) = 2

∫ R

0

βε(y)

τε(y)
κε(x, y)m(y) dy, 0 ≤ x ≤ R,

n(x = 0) = δ
∫ R
0

m(y)
τε(y)

dy,

therefore




∂

∂x
|n(x)|+

ν + βε(x)

τε(x)
|n(x)| ≤ 2

∫ R

0

βε(y)

τε(y)
κε(x, y)|m(y)| dy, 0 ≤ x ≤ R,

n(x = 0) ≤ δ
∫ R
0

|m(y)|
τε(y)

dy.

After integration, we obtain

|n(x)|e
∫ x
0

µ+βε
τε ≤ δ

∫ R

0

|m(y)|

τε(y)
dy +

∫ x

0
e
∫ x′

0
ν+βε
τε

∫ R

0

βε(y)

τε(y)
κε(x

′, y)|m(y)| dydx′

and thus

|n(x)| ≤ δ

∫ R

0

|m(y)|

τε(y)
dy +

∫ x

0
e−

∫ x
x′

ν+βε
τε

∫ R

0

βε(y)

τε(y)
κε(x

′, y)|m(y)| dydx′

≤ ‖m‖E
1

µ

[
δR +

∫ x

0
e−

∫ x
x′

ν+βε
τε

∫ R

0
βε(y)κε(x

′, y) dydx′
]

≤ ‖m‖E
1

µ

[
δR +

∥∥∥
∫ R

0
βε(y)κε(., y)dy

∥∥∥
L∞

∫ x

0
e
− ν

‖τε‖L∞
(x−x′)

dx′
]

≤ ‖m‖E
1

µ

[
δR + ν−1‖τε‖L∞

∥∥∥
∫ R

0
βε(y)κε(., y)dy

∥∥∥
L∞

]

︸ ︷︷ ︸
:=k

.

Because δR < µ by assumption, we can choose ν large so that k < 1 and we obtain

‖n‖E ≤ k‖m‖E .

Thus T is a strict contraction and we have proved the existence of a solution to (39).

Second step: A is continuous. This relies on a general argument which in fact shows that the linear
mapping A is Lipschitz continuous. Indeed, arguing as above

|n(x)|e
∫ x
0

ν+βε
τε ≤ δ

∫ R

0

|n(y)|

τε(y)
dy+

∫ x

0
e
∫ x′

0
ν+βε
τε

∫ R

0

βε(y)

τε(y)
κε(x

′, y)|n(y)| dydx′ +

∫ x

0
e
∫ x′

0
ν+βε
τε

|f(x′)|

τε(x′)
dx′,

and thus

|n(x)| ≤ k‖n‖E +

∫ R

0

|f(x′)|

τε(x′)
dx′ ≤ k‖n‖E +

R

µ
‖f‖E .

This indeed proves that

‖n‖E ≤
R

µ(1− k)
‖f‖E .

21



Third step: A is strongly positive. For f ≥ 0, the operator T of the first step maps m ≥ 0 to n ≥ 0.
Therefore the fixed point n is nonnegative. In other words n = A(f) ≥ 0. If additionally f does not

vanish, then n does not vanish either. Therefore n(0) = δ
∫ R
0

n(y)
τε(y)

dy > 0 and thus

n(x) ≥ n(0) + e−
∫ x
0

ν+βε
τε

∫ x

0
e−

∫ x′

0
ν+βε
τε

f(x′)

τε(x′)
dx′ > 0.

Fourth step: A is compact. For ‖f‖E ≤ 1, the third step proves that n is bounded in E and thus

∂

∂x
n = −

ν + βε
τε

n+

∫
βε(y)

τε(y)
κ(x, y)n(y)dy +

f

τε

is also bounded in E. Therefore by the Ascoli-Arzela theorem the family n is relatively compact in E.

Adjoint equation. A function φ is a solution to the adjoint equation of (38) if and only if φ̃(x) :=
φ(R− x) satisfies





τ̃ε(x)
∂

∂x
φ̃(x) + (β̃ε(x) + λε)φ̃(x)− 2β̃ε(x)

∫ R

0
κε(y,R− x)φ̃ε(y) dy = δφ̃ε(R), 0 < x < R,

φ̃ε(0) = 0,

(40)

where τ̃ε(x) = τε(R − x) and β̃ε(x) = βε(R − x). Then the same method than for the direct equation
give the result, namely the existence of λ and φ̃ solution to (40).

Finally we have proved existence of (λU ,Uε) and (λφ, φε) solution to the direct and adjoint equations
of (38). It remains to prove that λU = λφ but it is nothing but integrating the direct equation against
the ajoint eigenvector, what gives

λU

∫
Uεφε = λφ

∫
Uεφε.

To have existence of solution for (19), it remains to do ε→ 0. For this we can prove uniform bounds
in L∞ for Uε and φε because we are on the fixed compact [0, R]. Then we can extract subsequences
which converge L∞∗−weak toward U and φ, solutions to (19) because τε and βε converge in L

1 toward
τ and β. Concerning κε, we have that for all ϕ ∈ C∞

c ,
∫
ϕ(x)κε(x, y)dx −→

∫
ϕ(x)κ(x, y)dx ∀y, and

it is sufficient to pass to the limit in the equations.

C Maximum principle

Lemma 4 If there exists A0 > 0 such that φ ≥ φ on [0, A0] and φ a supersolution of (3) on [A0, R]
with φ(R) ≥ φ(R), then φ ≥ φ on [0, R].
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Proof. The proof is based on the same tools than to prove uniqueness (see above) or to establish
GRE principles (see [28, 29] for instance).
We know that φ ≥ φ on [0, A0] and that φ is a supersolution to the equation satisfied by φ on
[A0, R], i.e. there exists a function f ≥ δφ(0) such that

−τ(x)
∂

∂x
φ(x) + (λ+ β(x))φ(x) = 2β(x)

∫ x

0
κ(y, x)φ(y) dy + f(x), ∀x ∈ [A0, R].

So we have for all x ∈ [A0, R]

−τ(x)
∂

∂x
(φ(x)− φ(x)) + (λ+ β(x))(φ(x) − φ(x)) = 2β(x)

∫ x

0
κ(y, x)(φ(y) − φ(y)) dy − f(x).

Then, multiplying by 1lφ≥φ, we obtain (see [31] for a justification)

−τ(x)
∂

∂x
(φ− φ)+(x) + (λ+ β(x))(φ − φ)+(x) ≤ 2β(x)

∫ x

0
κ(y, x)(φ − φ)+(y) dy − f(x)1lφ≥φ(x),

and this inequality is satisfied on [0, R] since (φ− φ)+ ≡ 0 on [0, A0].
If we test against U we have, using the fact that φ(R) = 0 < φ(R),

∫ R

0
(φ− φ)+(x)

∂

∂x
(τ(x)U(x)) dx +

∫ R

0
(λ+ β(x))(φ − φ)+(x)U(x) dx

≤ 2

∫ R

0
(φ− φ)+(y)

∫ R

y

β(x)κ(y, x)U(x) dxdy −

∫ R

0
f(x)1lφ≥φ(x)U(x) dx.

But if we test the equation (3) satisfied by U against (φ− φ)+, we find

∫ R

0
(φ− φ)+(x)

∂

∂x
(τ(x)U(x)) dx +

∫ R

0
(λ+ β(x))(φ − φ)+(x)U(x) dx

= 2

∫ R

0
(φ− φ)+(y)

∫ R

y

β(x)κ(y, x)U(x) dxdy,

and finally, substracting,

0 ≤ −

∫ R

0
f(x)1lφ≥φ(x)U(x) dx,

so

δφ(0)

∫ R

0
1lφ≥φ(x)U(x) dx ≤ 0

and this can hold only if 1lφ≥φ ≡ 0 or φ(0) = 0. But we deal with the truncated problem with

τ(x) ≥ η > 0, so 1
τ
∈ L1

0 and φ(0) > 0 thanks to the lemma 1. Thus 1lφ≥φ ≡ 0 and the lemma 4 is
proved.

23



References

[1] M. Adimy and L. Pujo-Menjouet. Asymptotic behaviour of a singular transport equation mod-
elling cell division. Dis. Cont. Dyn. Sys. Ser. B, 3(3):439–456, 2003.

[2] F. Baccelli, D. R. McDonald, and J. Reynier. A mean-field model for multiple tcp connections
through a buffer implementing red. Performance Evaluation, 49(1-4):77 – 97, 2002.

[3] J. Banasiak and W. Lamb. On a coagulation and fragmentation equation with mass loss. Proc.
Roy. Soc. Edinburgh Sect. A, 136(6):1157–1173, 2006.

[4] B. Basse, B.C. Baguley, E.S. Marshall, W.R. Joseph, B. van Brunt, G. Wake, and D. J. N. Wall.
A mathematical model for analysis of the cell cycle in cell lines derived from human tumors. J.
Math. Biol., 47(4):295–312, 2003.

[5] F. Bekkal Brikci, J. Clairambault, and B. Perthame. Analysis of a molecular structured population
model with possible polynomial growth for the cell division cycle. Math. Comput. Modelling, 47(7-
8):699–713, 2008.

[6] F. Bekkal Brikci, J. Clairambault, B. Ribba, and B. Perthame. An age-and-cyclin-structured cell
population model for healthy and tumoral tissues. J. Math. Biol., 57(1):91–110, 2008.

[7] T. Biben, J.-C. Geminard, and F. Melo. Dynamics of Bio-Polymeric Brushes Growing from a
Cellular Membrane: Tentative Modelling of the Actin Turnover within an Adhesion Unit; the
Podosome. J. Biol. Phys., 31:87–120, 2005.

[8] H. Brezis. Analyse fonctionnelle. Collection Mathématiques Appliquées pour la Mâıtrise. [Col-
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[23] P. Laurençot and C. Walker. Well-posedness for a model of prion proliferation dynamics. J. Evol.
Equ., 7(2):241–264, 2007.
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