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Abstract

In this paper we consider a bistable reaction-diffusion equation in
unbounded domains and we investigate the existence of propagation
phenomena, possibly partial, in some direction or, on the contrary,
of blocking phenomena. We start by proving the well-posedness of
the problem. Then we prove that when the domain has a decreasing
cross section with respect to the direction of propagation there is com-
plete propagation. Further, we prove that the wave can be blocked
as it comes to an abrupt geometry change. Finally we discuss various
general geometrical properties that ensure either partial or complete
invasion by 1. In particular, we show that in a domain that is “star-
shaped” with respect to an axis, there is complete invasion by 1.
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1 Introduction

1.1 The problem

In this paper we consider the following parabolic problem
{

∂tu(t, x)−∆u(t, x) = f(u(t, x)), for t ∈ R, x ∈ Ω,

∂νu(t, x) = 0, for t ∈ R, x ∈ ∂Ω,
(1.1)

where Ω is an unbounded domain such that

Ω =
{
(x1, x

′), x1 ∈ R, x′ ∈ ω(x1) ⊂ R
N−1
}
. (1.2)

Throughout the paper, we assume ω not to depend on x1 for x1 < 0 and
f is a bistable nonlinearity. We call such domains “cylinder-like”. We give
more precisions on the general assumptions in the next section but one can
see in Figure 1 various examples of the type of domains Ω we have in mind
in dimension 2.
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Figure 1: Examples of “cylinder-like” domains Ω. Propagation is considered
in the direction of increasing x1.

The aim of this paper is to describe invasions coming from −∞. That is,
waves propagating from x1 = −∞ in the direction of increasing x1. These
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waves have implications for the initial value problem for initial data with,
say, compact support. We can also envision domains with two different axes,
with the direction of propagation changing as t → −∞ and as t → +∞.
Think for instance of “bent cylinders”. But for simplicity, in this paper we
only present the results in the framework of a single axis. The main results
in this paper are the following.

• We first study the existence of transition fronts in this setting, i.e the
existence and uniqueness of an entire solution u of the parabolic prob-
lem (1.1), such that

u(t, x)− ϕ(x1 − ct) → 0 as t→ −∞ uniformly in Ω, (1.3)

where (ϕ, c) is the unique bistable travelling front solution of:
{

ϕ′′ + cϕ′ + f(ϕ) = 0 in R,

ϕ(−∞) = 1, ϕ(+∞) = 0, ϕ(0) = θ.
(1.4)

• We establish the blocking of the solution if there exists a ∈ R such that
the measure of Ω ∩ {a < x1 < a+ 1} is small,

• We prove that there is axial partial propagation when Ω contains a
straight cylinder in the x1-direction, whose cross section is a ball of
sufficiently large radius.

• We give conditions on the geometry of Ω under which there is complete
invasion that is, u(t, x) → 1 as t→ ∞ at every point x:

· In the case of general domains with decreasing cross section,

· Under the condition of partial convexity and domains with in-
creasing cross section,

· For domains “star-shaped” with respect to an axis.

Let us specify some definitions on propagation and blocking properties. Let
u∞(x) := lim

t→+∞
u(t, x) for all x ∈ Ω (see Theorem 1.4 in the next section).

Definition 1.1 (Blocking and partial propagation). - Let u be the solution
of problem (1.1) satisfying (1.3). We say that u is blocked when

u∞(x1, x
′) → 0 as x1 → +∞, (x1, x

′) ∈ Ω.

Otherwise we say that there is partial propagation in Ω.
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Definition 1.2 (Axial partial propagation). - Let u be the solution of prob-
lem (1.1) satisfying (1.3), we say that there is axial partial propagation if

inf
R×B′

R

u∞ > 0,

for some R > 0 and where B′
R is the ball of radius R centred at 0 in R

N−1.

Definition 1.3 (Complete invasion). - Let u be the solution of problem (1.1)
satisfying (1.3), we say that there is complete invasion if u∞ ≡ 1 in Ω.

This problem is of interest in different domains of application. In pop-
ulation dynamics, to study the evolution of a population going through an
isthmus or for fish populations going through a straight for example. In med-
ical sciences to model the evolution of a depolarisation wave in the brain or to
study ventricular fibrillations. These motivations from biology and medicine
are detailed in section 2, where we also discuss the interpretations of our
results in these contexts.

1.2 Previous mathematical results

In this paper, we are interested in the existence and properties of invasion
fronts in the direction x1 (see [5] for definition) for a bistable reaction-
diffusion equation in unbounded domains. This problem was partly studied
in [14] in special cases. There the authors proved that in two or three di-
mensions, if Ω is the succession of two rectangles (or parallelepipeds) with
different widths r and R, then one can find conditions on r and R such that
the solution is blocked when it goes from the small rectangle to the large
rectangle. The authors used a specific symmetrization method that does not
work for other domains. In [7], the authors proved the existence of gener-
alised transition fronts in exterior domains, which pass an obstacle. They
analysed the interactions between travelling wave solutions and different kind
of obstacles. In particular, they gave geometrical conditions on the shapes
of the obstacles under which there is complete invasion by the most stable
state. They also constructed an obstacle that blocks the bistable travelling
wave in some area of the domain. In this case, there is only partial invasion.

In this paper, we investigate the question of propagation/blocking prop-
erties for rather general “cylinder-like” geometries. Roughly speaking, by
this we mean to say that there is an axis, say the x1–axis, in the direction
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of which the domain is unbounded (both as x1 → −∞ and x1 → +∞).
Furthermore, for simplicity, we assume that the domain is a genuine cylinder
in the part {x1 < 0}. We first construct a generalised transition front using
the techniques of [7]. Then the main purpose of this paper is to analyse the
geometrical conditions, under which, the wave is blocked or propagates and,
in the latter case, whether the invasion is partial or complete.

Related questions have been studied previously in the literature. In [21]
Grindrod and Lewis approximate the normal speed of the interface of a front
using the Eikonal approximation and numerical simulations to point out that
the presence of a symmetric narrowing and widening will decrease the av-
erage speed and that an abrupt widening could lead this speed to 0. More
recently in [30, 28], Lou, Matano and Nakamura study the effect of undu-
lating boundary on the normal speed of the interface of a front analysing a
curvature-driven motion of plane curves in dimension 2. They give necessary
and sufficient conditions on the undulations of the domain for the existence
of generalised travelling waves in this context.

1.3 Notations and assumptions

Here are some notations that we will use throughout this paper. First R− =
(−∞, 0) and R

+ = (0,+∞). The space dimension is N ≥ 2 and we write
the space variable as x = (x1, x

′) ∈ R
N with x1 ∈ R and x′ ∈ R

N−1.
We will use balls both in R

N as in R
N−1. Thus to distinguish the two

cases, we use the notation

BR(x0) :=
{
x ∈ R

N , |x− x0| < R
}

for the ball of radius R and centred at x0 in R
N whereas

B′
R(x0) :=

{
x′ ∈ R

N−1, |x′ − x0| < R
}

denotes the ball of radius R and centred at x0 in R
N−1. If x0 = 0, we will

simply write BR and B′
R. The outward unit normal at x ∈ ∂Ω will be denoted

ν(x) = (ν1(x), ν
′(x)) ∈ R× R

N−1.

Now let us state precisely the conditions on the bistable nonlinearity f . First
we assume that f ∈ C1,1([0, 1]) and there exists θ ∈ (0, 1) such that

f(0) = f(θ) = f(1) = 0, f ′(0) < 0, f ′(1) < 0, (1.5a)
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f(s) < 0 for all s ∈ (0, θ), f(s) > 0 for all s ∈ (θ, 1). (1.5b)

Moreover we assume that 1 is “more stable” than 0 in the sense that:
∫ 1

0

f(s)ds > 0. (1.6)

We let β ∈ (θ, 1) denotes the real number:

β = inf

{

x ∈ [0, 1],

∫ x

0

f(s)ds > 0

}

. (1.7)

As mentioned before, (ϕ, c) will always denote the one-dimension travelling
front with ϕ(0) = θ, i.e. (ϕ, c) is solution of (1.4).

Concerning the domain Ω ⊂ R
N , we have in mind to consider cylinders

around the x1-axis with varying cross section but the various results are valid
for much more general domains and our only general assumptions are that

Ω is a uniformly C2,α domain of RN and (1.8)

Ω ∩
{
x ∈ R

N , x1 < 0
}
= R

− × ω where ω is an open subset of RN−1. (1.9)

Condition (1.9) means that the portion of Ω lying in a half space (here
{x1 < 0}) is a straight cylinder. Thus, the change in the geometry of the
domain takes place in the half space R

+ × R
N−1.

1.4 Main results

We first prove the well-posedness of the problem with the following theorem.

Theorem 1.4. Let Ω ⊂ R
N and f satisfy conditions (1.8)-(1.9) and (1.5)-

(1.6), let (ϕ, c) be the unique solution of (1.4), with c > 0. Then there exists
a unique entire solution of

{

∂tu(t, x)−∆u(t, x) = f(u(t, x)), for t ∈ R, x ∈ Ω,

∂νu(t, x) = 0, for t ∈ R, x ∈ ∂Ω,

such that

u(t, x)− ϕ(x1 − ct) → 0 as t→ −∞ uniformly in Ω.
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Moreover, u satisfies ut(t, x) > 0, 0 < u(t, x) < 1 for all (t, x) ∈ R × Ω and
lim

t→+∞
u(t, .) = u∞ in C2

loc(Ω) where u∞ is stationary solution, that is, verifies

{

∆u∞ + f(u∞) = 0 x ∈ Ω,

∂νu∞ = 0 x ∈ ∂Ω.
(1.10)

This theorem is essentially due to [7], who considered an exterior domain.
But their proof readily extends to our case. We sketch it in section 3.

Remark 1.5. This result also applies to bent and right-ended cylinders as
those illustrated in section 3.4

Most of this paper is devoted to analyse the large time behaviour of u(t, x),
that is understanding when it is blocked, when there is partial propagation or
axial partial propagation or when there is complete invasion. We start with
the case of domains with decreasing cross section for which we can prove that
there is complete invasion.

Theorem 1.6 (Complete propagation into decreasing domains). Assume
that for all x ∈ ∂Ω, ν1(x) ≥ 0, where ν1(x) is the first component of the
outward unit normal at x. Under the same assumptions on Ω, f and (ϕ, c)
as in Theorem 1.4, the solution u of (1.1) satisfying (1.3) propagates to 1 in
Ω in the sense of Definition 1.3. That is

u(t, ·) → 1 as t→ +∞ in Ω.

Moreover, if we assume that

Ω ∩
{
x ∈ R

N , x1 > l
}
= (l,+∞)× ωr,

for some l > 0, ωr ⊂ R
N−1, then c is the asymptotic speed of propagation, i.e

∀ ĉ > c, lim
t→+∞

sup
x1>ĉt

u(t, x) = 0,

∀ ĉ < c, lim
t→+∞

inf
x1<ĉt

u(t, x) = 1.

This theorem means that there exists a generalised transition front rep-
resenting an invasion of 0 by 1 for problem (1.1).

Remark 1.7. If we assume that Ω is a cylinder-like domain with axis on the x1
axis (i.e w(·) defined in (1.2) is open, connected, smooth and bounded), the
condition on ν1(x) is fulfilled as soon as the cross section is non-increasing
with respect to x1, but it applies to more general domains (see the upper
middle figure of Figure 1 for an example in dimension 2).
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Next we study the existence of blocking phenomena and prove the follow-
ing

Theorem 1.8 (Blocking by a narrow passage). Under the same assumptions
on Ω, f and (ϕ, c) as in Theorem 1.4 and let a, b be fixed with −∞ < a <
b < +∞. There exists ε > 0 small enough depending on

Ω ∩ {x ∈ R
N , b < x1 < b+ 1} (1.11)

such that if
|Ω ∩ {x ∈ R

N , x1 ∈ (a, b)}| < ε, (1.12)

then the unique solution u of (1.1) satisfying (1.3) is blocked in the right part
of the domain in the sense of Definition 1.1. That is

u(t, ·) → u∞ in Ω as t→ +∞ with u∞(x) → 0 as x1 → +∞.

A particular case of this theorem is the example of abruptly opening
cylinders in the direction of propagation x1. More precisely, for a fixed right
hand half of the domain Ω+ := Ω∩{x1 > 0}, there exists ε > 0 small enough
such that if Ω∩{x1 < 0} ⊂ R×Bε, the advancing wave is blocked. From the
proof, essentially, we will see that it is blocked at the abrupt passage from
a narrow cylinder into a wide domain. On the other hand, Theorem 1.13
establishes that for a large left cylinder, a generalised travelling front can
never be blocked. Thus rescaling the space variable to fix a given measure
to the left cylinder and enlarge the right side of the domain does not neces-
sarily work. Figure 2 displays examples of 2D domains where this blocking
phenomenon arises.

Remark 1.9. Notice that rescaling f into λf for some λ positive, then ε

becomes
ε√
λ
, which means that if we increase the amplitude of f then,

the threshold ε decreases and blocking will take place in thinner channels.
Furthermore, if we add a diffusion coefficient D > 0 in front of the second
order term (scaled to 1 in this paper) then ε becomes

√
Dε, which means

that if D increases then the solution is blocked for larger diameters.
The blocking phenomenon as well as these scalings can be interpreted in

the following manner. As the species moves through a narrow passage, it
all of a sudden emerges into a widen open space. As it emerges, diffusion
disperses the species, possibly to lower values of density where the reaction
becomes adverse. Therefore, too narrow a passage does not allow for the
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Figure 2: Examples of domains in which the wave is blocked at the passage
into the wide region, for small enough ε > 0.

species to reconstitute a strong enough basis to invade the right hand half of
the domain and the invasion wave is stuck at this passage. Clearly, a large
diffusion accentuates this problem, while a stronger f , by allowing large
densities to transit through the channel has the opposite effect.

Now considering domains that are not narrow, we show that this does not
happen if the cross section is large enough. We prove that when Ω contains
a straight cylinder in the x1-direction of radius large enough, there always is
propagation.

Theorem 1.10 (Axial partial propagation). Under the same assumptions as
in Theorem 1.4, there exists R0 > 0 such that if R×B′

R ⊂ Ω for an R > R0,
the unique solution u of (1.1) satisfying (1.3), propagates along the x1-axis
in the sense of Definition 1.2. That is

u(t, ·) → u∞ in Ω as t→ +∞ with inf
R×B′

R

u∞ > 0.

We give more details about how this constant is determined in section 6.

Remark 1.11. Notice that in this theorem the invasion may be partial. Indeed
depending on the shape of Ω, there could be subdomains where the solution
u∞ is close to 0 (see [7, 10] and Figure 9 in section 6 of this paper for examples
of domains where it happens).

In the following theorems, we focus on the geometry Ω such that the
invasion is complete, i.e. u∞ ≡ 1. The next theorems are proved using a
sliding method, which is inspired from [9]. Actually, to prove the next one
in section 7 we introduce a new variant of this method by sliding cylinders.
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Theorem 1.12 (Complete propagation in “axially star-shaped” domains).
We assume that the conditions of Theorem 1.10 are fulfilled. Moreover we
assume that at each point on the boundary x = (x1, x

′) ∈ ∂Ω, the outward unit
normal ν makes a non-negative angle with the direction x′. More precisely,
writing ν = (ν1, ν

′) (with ν ′ ∈ R
N−1), we assume:

ν ′ · x′ ≥ 0 for all points x = (x1, x
′) ∈ ∂Ω. (1.13)

Then, the invasion is complete, namely, u∞ ≡ 1 in Ω.

We call a domain that satisfies the property (1.13) a star-shaped domain
with respect to the x1–axis. One can look at Figure 1 (upper left, lower left
and middle) for examples of such domains in dimension 2. More examples
and counterexamples of such domains are given at the end of section 7.

The previous Theorem covers a large range of geometries for Ω, however
the following Theorem completes this result for another type of geometry. It
relies on a different proof.

Theorem 1.13 (Complete propagation into increasing domains). Under the
same assumptions as in Theorem 1.4, there exists R1 > 0 such that if

R× B′
R ⊂ Ω, for R > R1,

Ωr
L := {(x1, x′) ∈ Ω, x1 > L} is convex,

{x ∈ Ω, x1 < L+R} ⊂ R× BC ,

∀ x = (x1, x
′) ∈ ∂Ω x1 < L+R ⇒ ν1(x) ≤ 0

for some L,C > 0, then the invasion is complete in the sense of Definition
1.3, namely u∞ ≡ 1 in Ω. Here ν1(x) is the first component of the outward
unit normal at x.

In the proof of this theorem we use a solution of the stationary elliptic
equation in a ball with Dirichlet conditions. We then slide this ball in (R×
B′

R) ∪ Ωr
L to get a lower estimate on the solution u∞ in this domain and

then conclude with the maximum principle and Hopf Lemma. This proof
could be adapted to somewhat more general domains as soon as it satisfies a
sliding ball assumption, i.e every point in the domain could be touch, from
within the domain, by a ball of radius R − δ for some δ > 0 such that for
x ∈ ∂Ω ∩ BR, ν(x) · x ≥ 0.

We thus point out two different types of behaviour of the solution in the
case of widening cylinders. If the diameter of the cylinder before the change
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in geometry is small and the change is abrupt, we prove that there is blocking,
whereas if the cylinder is wide enough before the change of geometry there
is propagation even if the domain abruptly increases. One question that
remains open is the existence of a sharp threshold, when considering, say
a monotone 1-parameter family of domains. The question is thus to know
whether the solution is blocked below a critical threshold and propagates
above it.

In this paper we consider mainly generalised transition waves. But of
course our results and methods bear important consequences for associated
Cauchy problems.

Corollary 1.14 (The associated Cauchy problem). Let u be the solution of
the following Cauchy problem







∂tu(t, x)−∆u(t, x) = f(u(t, x)), for t ∈ (0,+∞), x ∈ Ω,

∂νu(t, x) = 0, for t ∈ (0,+∞, ) x ∈ ∂Ω,

u(0, x) = u0(x), for x ∈ Ω.

Then

· Under the same assumptions as in Theorem 1.8 on Ω, f and (ϕ, c), the
propagation of the solution is blocked for any u0, of which the support is
contained in the left part of the domain , i.e supp{u0} ⊂ {x ∈ Ω, x1 <
a},

· Under the same assumptions as in either Theorem 1.6, Theorem 1.10,
Theorem 1.12 or Theorem 1.13 on Ω, f and (ϕ, c), the propagation
results would still hold if the domain {x ∈ Ω, u0(x) > θ + δ} is large
enough, for some δ > 0.

This article is organised as follows. In section 2 we detail the motivations
from biology and medicine behind this problem. We indicate the interpreta-
tions of our findings in these contexts. We prove the existence of transition
fronts (Theorem 1.4) in section 3. We devote section 4 to the proof of The-
orem 1.6 on the propagation of fronts in decreasing domains. Section 5 is
devoted to the proof of Theorem 1.8, that is the blocking of the front if Ω
contains a narrow passage. Then we derive a sufficient condition under which
there is (possibly partial) propagation in section 6. There, we prove Theo-
rem 1.10. Next we turn to further complete propagation results. We prove
Theorem 1.12 in section 7 and Theorem 1.13 in section 8.
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2 Motivations from medicine and biology and

interpretations of the results

Equation (1.1) is classical in physics, for the representation of phase transi-
tions, and in biology. A particularly important motivation for studying the
effect of geometry on propagation of waves in equation (1.1) comes from the
modelling of Cortical Spreading Depressions (CSDs) in the brain. These are
transient and large depolarisations of the membrane of neurons that propa-
gate slowly (with a speed of the order of 3mm/min) in the brain. CSDs are
due to abnormal ionic exchanges between the intra- and extra-cellular space
of the neuronal body that slowly diffuse in the brain. There are two stable
states, the normal polarised rest state and the totally depolarised state, with
a threshold on the ionic disturbances for passage from one stable state to the
other. After a depolarisation lasting 3 or 4 minutes, several mechanisms take
place that repolarise the neurons.

Mathematical studies of CSDs focus generally on the depolarisation phase.
Having in view this phase, CSDs are modelled by a bistable reaction-diffusion
equation like (1.1), where 0 ≤ u ≤ 1 represents the degree of depolarisation.
In this context, u ≡ 0 stands for the normal polarised state and u ≡ 1 repre-
sents the completely depolarised state. Thus, a depolarisation is represented
by an invasion of the state u ≡ 1. The complete depolarisation mechanism
only takes place in the grey matter - the part of the brain that contains the
neuronal bodies - while simple ionic disturbances diffuse everywhere and are
absorbed in the white matter - the part of the brain where no neuron body
and only axons are to be found. In this context, the domain Ω in equation
(1.1) can be thought of as representing a portion of grey matter of the brain.
The Neumann boundary conditions here is a classical simplification resulting
from considering that the grey matter is isolated.

The question of existence of and mechanisms to break CSDs in human
brain is of great importance for the understanding of strokes or migraines
with aura among other pathologies. CSDs were first observed by Leão in 1944
[27]. When neurons are depolarised, they cannot propagate nerve impulses
and this generates several symptoms. For example, CSDs are suspected of
being responsible for the aura during migraines with aura [24, 25, 22]. The
aura is a set of hallucinations, mainly visual and sensory, that appears during
some migraine attacks. In ischemic strokes in rodents, it has been proved
that each CSD increases the neurological damage by approximately 30% [33]
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and therapies aiming at blocking the appearance of CSDs have shown very
promising results in rodents [16, 35]. Unfortunately they turned out to be
inefficient in humans.

Moreover there are obvious difficulties in observing CSDs in the human
brain. These difficulties are related to the complex geometry of the human
cortex. With EEG, each electrode records brain electrical activity from a cor-
tical area of several square centimeters whereas the depolarized area during
CSDs is much smaller (around few square milimeters). Alternative medical
imaging methods record accompagnying symptoms of CSDs (cerebral blood
flow increase or decrease) but not the depolarization itself. CSDs can be
recorded only in acutely injured human brain undergoing neurosurgery, using
cortical electrode strips similar to the technology applied in epilepsy surgery.
But in such a pathological situation, the brain reacts quite differently from
a healthy brain.

For many years, it was believed that CSDs were an artifact produced in
animal experiments and without significance for human neurological con-
ditions. Their occurence in human cortex was thus a matter of debate
[1, 19, 31, 32, 40, 39, 3]. However in the recent years, a medical consensus
considering that CSDs occur in human brain has gained ground (see [26] and
references therein). Consequently the question of how to block these CSDs
became important. For migraines with aura, CSDs have been observed to
become extinct when propagating into a sulcus [11], that is in the bottom
of a convolution. Generally the grey matter is thicker in a sulcus than in
the rest of the cortex. For a CSD during a stroke, understanding how far
the CSD will propagate in a specific patient could help in anticipating the
dammage caused by the stroke. It could also help in the selection of patients
for future clinical trial.

Mathematical modelling may help in understanding these phenomena
since experiments on rodents cannot be conclusive for humans due to the
differences of the brain morphologies. The grey matter of the human brain
composes a thin layer at the periphery of the brain with its thickness subject
to abrupt and large variations. The rest of the human brain is composed
of white matter. On the opposite, the rodent brain is almost round and
entirely composed of grey matter (see Figure 3). The variations of the grey
matter thickness in the human brain could explain the extinction of CSDs.
Indeed, as we establish it here, very abrupt variations of the domain may
block propagation

Chapuisat and Grenier [14] first stated the hypothesis that the morphol-
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Figure 3: Morphology of the brain, cross sections. Left, human brain: grey
matter is only a thin layer at the periphery. Right, rodent brain: it is almost
entirely composed of grey matter.
These images are from the University of Wisconsin and Michigan State
Comparative Mammalian Brain Collections, and from the National
Museum of Health and Medicine, available at the following website
http://www.brainmuseum.org/sections/index.html. Preparation of all these
images and specimens have been funded by the National Science Foundation, as
well as by the National Institutes of Health.

ogy of the human brain may prevent the propagation of CSDs over large
distances, unifying several observations by biologists. Several effects may be
combined. First, variations of the grey matter thickness may prevent prop-
agation of CSDs. This point is studied numerically in [17] and proved in a
special case in [14]. Furthermore, the absorbing effect of the white matter
may stop the propagation of CSDs in areas of the brain where the grey mat-
ter is too thin. This phenomenon is studied in [13] and more recently in [4].
Finally the convolution of the human brain may also enhance the absorption
effect of the white matter and thus the blocking of the CSDs. This point is
studied numerically in [36]. Here we prove in a general setting that abrupt
transitions from thin to large regions will block waves.

These results can be interpreted in a biological framework. If we assume
that the mechanisms triggering CSDs are the same in humans and in rodents,
CSDs could be initiated in the human brain but only in areas where the grey
matter is large enough and these CSDs will not propagate over large distances
since they will be blocked by a sudden enlargement of the grey matter, or
if the grey matter becomes too thin as compared to the white matter, or if
they go through a sharp convolution of the brain. On the opposite, in rodent
brains that are like balls of grey matter, CSDs could be triggered anywhere.
This may explain why it has been difficult to observe CSDs in human brains
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during a stroke.
In the case of migraines with aura, the symptoms of aura correspond to a

dysfunction of certain neurons. When translating the symptoms described by
patients on a map of the cerebral areas, it is observed that the dysfunction
of neurons propagate at a speed of 3mm/min which makes biologists and
physicians think that the aura is due to CSDs. It has been shown that the
aura always stops at the bottom of a very deep sulkus. This phenomenon
has been studied numerically in [20] and it strengthens the hypothesis of
the role of the morphology of the human brain in the propagation of CSDs.
However a complete theoretical study of the influence of the geometry of the
grey matter on the propagation of CSDs has never been carried out up to
now.

Another motivation for the study of the effect of geomery on propaga-
tion in equation (1.1) comes from the study of ventricular fibrillations where
blocking phenomena in domains with varying thickness is also of great im-
portance. Ventricular fibrillation is a state of electrical anarchy in part of the
heart that leads to rapid chaotic contractions of the heart. It is fatal unless
a normal rhythm can be restored by defibrillation. One of the medical hy-
potheses is that ventricular fibrillations are triggered by the generation of a
circular excitation wave that are thus trapped in a region of the heart. These
waves are not present in a healthy heart and an important medical problem
is to understand how these waves can be triggered. Ashman and Hull [2] sug-
gested that a myocardial infarct could create a circular area of cardiac tissue
where excitation waves can propagate only in one way. Once an excitation
wave would enter this area, it would be trapped and the propagation of the
wave would trigger ventricular fibrillations.

Hence an important question is to understand how excitation waves can
propagate only in one direction in cardiac fibres. Cranefield [15] asserted that
asymmetry of conduction in a normal cardiac fibre occurs due to variations
of the diameter of the fibre. This asymmetry is strengthened by depression
of excitability.

Here too, mathematical models of excitation waves in the cardiac tissue
may shed light on these phenomena. Cardiac cells as brain cells are excitable
and the propagation of the depolarisation initialising the excitation wave
can be modelled by a bistable reaction-diffusion equation as in (1.1). One of
the important problems is thus to understand if the geometry of a fibre (or
rather a fibre bundle) may trigger an asymmetry in the propagation of the
travelling front and if geometrical properties of the domain may even block
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propagation of travelling waves in one direction but not in the other. This
is precisely what we establish here. Indeed, our findings show that in the
presence of an abrupt transition, waves can be blocked in one direction (the
direction in which the domain is widening) whereas they propagate in the
opposite one (the direction in which it is narrowing).

Related earlier works include numerical studies [23, 34] that supported
this hypothesis. Grindrod and Lewis [21] studied the propagation of the
excitation in a Purkinje fibre bundle using an eikonal equation obtained as
an asymptotic limit of a model of propagation. They used biological values
for all parameters and computed the approximated speed of the front. In the
context of this asymptotic limit, they proved that both an abrupt increase
in the diameter of the bundles as well as an heterogeneous depression of
cardiac tissues may prevent propagation of fronts in one direction preserving
the propagation in the other direction.

Lastly equation (1.1) is also relevant to describe spatially structured pop-
ulation dynamics. Bistable equations, of the type we study here, model
populations that are subject to an Allee effect. One can think of the inva-
sion by a population of fishes, through a straight into wide ocean. Invasions
of species (plants, trees, animals) subject to Allee effect, going through an
isthmus and then into a large area also lead to the kind of geometric effects
we study here.

In [38], the authors studied numerically the evolution of a population in
such a complex domain as it faces climate change. In this framework, the non-
linearity in equation (1.1) is space dependent: f = f(x, u) with, say f(x, u) =
−γu when |u| ≥ A (where γ and A are positive constants). Furthermore,
to model the effect of climate change one considers f = f(x − ct, u) where
c is the exogeneously given climate change velocity. The domain involves
a transition region with an opening angle α so that when α is small, the
transition is gradual whereas when α is close to π/2 the transition is abrupt.
It is shown numerically in [38] that there exists a critical angle α0 ∈ (0, π/2)
such that when α > α0 there is extinction of the population, whereas if
α < α0, the species survives. This property is analogous to what we prove
here. Using our methods here we can derive the results when α is either cloe
to 0 or to π/2. Nevertheless, the complete description of [38] with a specific
critical angle is still an open problem.
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3 Existence and uniqueness of the entire so-

lution

The proof of Theorem 1.4 follows directly from the work of the first author
with François Hamel and Hiroshi Matano on waves passing an obstacle [7].
We will give here the main points needed to adaptat the arguments but for
a detailed proof we refer to [7, section 2.3-2.4-3]. The idea is to construct
sub- and supersolutions of problem (1.1) for negative time t < T < 0 for
some T < 0 and to use these sub- and supersolutions to construct the entire
solution. For the uniqueness result one uses the monotonicity in time and a
comparison principle.

3.1 Construction of the entire solution

The construction of the entire solution follows exactly the same steps as in
[7, section 2.3]. In our setting, the super- and subsolutions are defined by

w+(t, x) =

{

2ϕ(−ct− ξ(t)), if x1 > 0,

ϕ(x1 − ct− ξ(t)) + ϕ(−x1 − ct− ξ(t)), if x1 ≤ 0,
(3.1)

and

w−(t, x) =

{

0, if x1 > 0,

ϕ(x1 − ct+ ξ(t))− ϕ(−x1 − ct+ ξ(t)), if x1 ≤ 0,
(3.2)

where the function ξ is such that

ξ̇(t) =Meλ(ct+ξ(t)), ξ(−∞) = 0,

with λ =
1

2

(

c+
√

c2 − 4f ′(0)
)

andM a positive constant to be determined.

Thus,

ξ(t) =
1

λ
ln
( 1

1−Mc−1eλct

)

for all t ≤ 1

λc
ln
( c

M

)

.

If we assume that ct + ξ(t) ≤ 0 which is true as soon as t ≤ 1
λc
ln
(

c
c+M

)

, it

can be proved that there exist T < 0 and M > 0 large enough such that w+

is a supersolution and w− is a subsolution of problem (1.1) for all t < T and
x ∈ Ω.
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Now the idea is to construct a sequence of solutions un of the Cauchy
problem defined for −n ≤ t < +∞, such that un converges toward an entire
solution as n → +∞. Following [7, section 2.4], we define un to be the
solution of (1.1) for all t ≥ −n with the initial condition

un(−n, x) = w−(−n, x).

Since w− ≤ w+ and using the comparison principle one proves that w− ≤
un ≤ w+ and

un(t, x) ≥ un−1(t, x) for all t ∈ [−n+ 1,+∞), x ∈ Ω.

Using the monotonicity of the sequence and parabolic estimates as n→ +∞,
we see that un converges to an entire solution u of (1.1) for all t ∈ R, x ∈ Ω,
and

w−(t, x) ≤ u(t, x) ≤ w+(t, x) for all t ∈ (−∞, T ], x ∈ Ω.

Since ξ(−∞) = 0, we have thus proved that there exists an entire solution
to (1.1) such that

|u(t, x)− ϕ(x1 − ct)| → 0 as t→ −∞ uniformly in x ∈ Ω.

3.2 Time monotonicity

As in [7], we will make use of the property that ut > 0 for all t ∈ R and
x ∈ Ω. This can be proved using the maximum principle and the fact that
w−

t > 0. Hence

(un)t(t, x) > 0 for all t ∈ (−n,+∞), x ∈ Ω.

Letting n → +∞ and using the strong maximum principle, one concludes
that

ut(t, x) > 0 for all t ∈ R, x ∈ Ω.

Since 0 < u < 1, using monotonicity and usual parabolic estimates, we obtain
that u(t, .) → u∞ in C2

loc(Ω) and u∞ is a solution of (1.10).
In the following, we will need more informations on ut so for 0 < η ≤ 1

2
,

we introduce
Ωη(t) = {x ∈ Ω : η ≤ u(t, x) ≤ 1− η}.
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Lemma 3.1. For all η ∈ (0, 1
2
], there exists δ > 0 such that

ut(t, x) ≥ δ for all t ∈ (−∞, Tη] and x ∈ Ωη(t). (3.3)

Proof of Lemma 3.1. The proof of the lemma is the same as in [7] section
3 except that the domain is changed. We will therefore give only the main
ideas.

First using (1.3), there exist Tη ∈ R and Mη > 0 such that,

Ωη(t) ⊂ {x ∈ Ω, |x1 − ct| < Mη} ⊂ R
− × ω for all −∞ < t ≤ Tη. (3.4)

Now argue by contradiction and assume that there exist tk ∈ (−∞, Tη] and
xk ∈ Ωη(t) such that ut(tk, xk) → 0 as k → +∞. There are two possibilities:

• If (tk)k is bounded, then xk is also bounded and up to extraction of a
subsequence, we can assume that tk → t∗ and xk → x∗ so ut(t∗, x∗) = 0.
But ut > 0 on Ω so x∗ ∈ ∂Ω and using the parabolic Hopf lemma,
∂νut = (∂νu)t < 0 and we obtain a contradiction with the boundary
condition.

• If (tk)k is unbounded, then xk is also unbounded which means here that
x1,k tends to −∞. Defining uk(t, x) = u(t+ tk, x1 + x1,k, x

′) and using
parabolic estimates, we get that uk → u∗ as k → +∞ in C1,2

loc (R×R×ω).
Then, we conclude as in the previous case.

3.3 General comparison principle and uniqueness of

the solution

We now want to prove that the entire solution satisfying condition (1.3) is
unique. In a sense, this result is an extension of the parabolic comparison
principle to the case when the initial condition is given at t = −∞, which
we now state in the following more general form.

Lemma 3.2 (General comparison principle). Assume u and v are super- and
subsolutions of (1.1) with limiting condition (1.3), that is:






∂tu−∆u ≥ f(u) in R× Ω,

∂νu ≥ 0 on R× ∂Ω,

lim
t→−∞

inf
x∈Ω

u(t, x)− ϕ(x− ct) ≥ 0.

and







∂tv −∆v ≤ f(v) in R× Ω,

∂νv ≤ 0 on R× ∂Ω,

lim
t→−∞

sup
x∈Ω

v(t, x)− ϕ(x− ct) ≤ 0

(3.5)
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Then v ≤ u for all t ∈ R and x ∈ Ω.

This comparison principle indeed contains the uniqueness of the entire
solution satisfying (1.3).

Proof of Lemma 3.2. In the following proof, we will note Lw := wt −∆w −
f(w).

Choose η > 0 small enough so that

f ′(s) ≤ −γ for s ∈ [−2η, 2η] ∪ [1− 2η, 1 + 2η] (3.6)

for some γ > 0. For any ε ∈ (0, η) we can find tε ∈ R such that

v(t, x)− u(t, x) ≤ ε for −∞ < t ≤ tε and x ∈ Ω.

We let T ∗ = min(Tη − σε, tε). For any t0 ∈ (−∞, T ∗], we define

z(t, x) = u(t+ t0 + σε(1− e−γt), x) + εe−γt

where the constant σ > 0 will be specified later. Then

v(t0, x) ≤ z(0, x) for x ∈ Ω. (3.7)

Let us prove that z is a supersolution in the time range t ∈ [0, T ∗ − t0] if σ
is sufficiently large (independently of ε).

Lz ≥ σγεe−γtut − γεe−γt + f(u)− f(u+ εe−γt)

= εe−γt(σγut − γ − f ′(u+ θεe−γt)),

for some θ = θ(t, x) with 0 < θ < 1.
If x ∈ Ωη[t + t0 + σε(1 − e−γt)], then using the preceding lemma 3.1, we

see that
Lz ≥ εe−γt(σγδ − γ − max

0≤s≤1
f ′(s)).

Therefore, Lz > 0 if σ is chosen sufficiently large (independently of ε > 0).
If x 6∈ Ωη[t+ t0 + σε(1− e−γt)], we have u(t+ t0 + σε(1− e−γt), x)+ θεe−γt ∈
[0, 2η] ∪ [1− η, 1 + η]. Consequently, f ′(u+ θεe−γt) ≤ γ and

Lz ≥ εe−γt(−γ + γ) = 0.

Applying the classical comparison principle for t ∈ [0, T ∗− t0] and x ∈ Ω, we
get

v(t0 + t, x) ≤ z(t, x) for t ∈ [0, T ∗ − t0], x ∈ Ω.
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Rewriting t0 + t as t for simplicity of notation, we see that

v(t, x) ≤ u(t+ σε(1− e−γ(t−t0)), x) + εe−γ(t−t0) for t ∈ [t0, T
∗], x ∈ Ω

where t0 is chosen arbitrarily in (−∞, T ∗]. Letting t0 → −∞, we derive

v(t, x) ≤ u(t+ σε, x)

for all t ∈ (−∞, T ∗], x ∈ Ω and we can once again apply a classical compar-
ison principle and conclude that this inequality holds for all t ∈ R. Finally,
letting ε→ 0, we have proved v ≤ u.

3.4 More general domains

The proofs we have sketched here actually work for more general domains.
For instance we can consider bent cylindrical type domains in which we have
existence and uniqueness of an entire solution of problem (1.1) satisfying
(1.3). By slightly modifying the sub- and supersolutions w− and w+ for
x1 < 0, we can extend these results to U-shaped cylindrical domains. Of
course in these type of domains, condition (1.3) is satisfied for only one of
the end of the cylinder near x1 → −∞. We also have the same existence
and uniqueness proof for domains that only have one infinite “end” near
x1 → −∞ and the remaining part is bounded. These different types of
domains are illustrated in Figure 4.

x1

x
0

x1

x
0

x1

x
0

Figure 4: Examples of 2D domains for which existence and uniqueness of an
entire solution of Problem (1.1), satisfying (1.3), hold. Left: domain with
one end ; center: bent cylindrical type domain ; right: U-shaped cylindrical
domain.

22



4 Propagation in domains with decreasing cross

section

In this section we consider propagation in the direction of a narrowing do-
main. We formulate this condition by requiring the first component of the
outward normal to be non-negative, see figure 5 for examples in 2D. Here we
prove Theorem 1.6.

x1

x
0

x1

x0 x0

x1

Figure 5: Examples of 2D domains concerned by theorem 1.6.

We start by proving that the unique solution u of (1.1) such that (1.3) is
satisfied cannot be blocked and propagates to 1 at large times. The proof is
based on the following lemma.

Lemma 4.1. Under the same assumption as in Theorem 1.6, in particular
that the domain Ω satisfies ν1(x) ≥ 0 for all x ∈ ∂Ω, let (ϕ, c) be the travelling
wave solution defined by (1.4) and u be the unique solution of (1.1) such that
(1.3) is satisfied. Then for all t ∈ R and x ∈ Ω

ϕ(x1 − ct) ≤ u(t, x).

Proof of Lemma (4.1). Define v(t, x) = ϕ(x1 − ct) for all (t, x) ∈ R × Ω, v
satisfies the following problem:







∂tv −∆v = f(v) in R× Ω,

∂νv ≤ 0 on R× ∂Ω,

v(t, x)− ϕ(x1 − ct) → 0 as t→ −∞ uniformly in x ∈ Ω.

(4.1)

Indeed, for all t ∈ R, x ∈ ∂Ω,

∂νv(t, x) = ϕ′(x1 − ct)ν1(x).
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As assumed in Theorem 1.6, ν1(x) ≥ 0 for all x ∈ ∂Ω and since ϕ is de-
creasing, we see that ∂νv ≤ 0 in R × ∂Ω. Applying the general comparison
principle of Lemma 3.2, we get v ≤ u.

Next, we make precise the behaviour of the solution u at large time, i.e
when t → +∞. Since u is bounded between 0 and 1 and ϕ(x1 − ct) → 1
when t → +∞ uniformly locally for x ∈ Ω, we have u(t, x) → 1 uniformly
locally for x ∈ Ω.

To complete the proof of Theorem 1.6, we now furthermore assume that
Ω ∩ {x ∈ R

N , x1 > l} = (l,+∞)× ωr for a given l > 0, ωr ⊂ R
N−1. We will

prove that the 1D speed c is the asymptotic spreading speed i.e.

for all ĉ > c lim
t→+∞

sup
x1>ĉt

u(t, x) = 0, (4.2)

for all ĉ < c lim
t→+∞

inf
x1<ĉt

u(t, x) = 1. (4.3)

The lower bound for the speed of propagation in (4.3) immediately results
from u(t, x) ≥ ϕ(x1 − ct) for all (t, x) ∈ R× Ω.

We now turn to the proof of (4.2), which gives an upper bound for the
speed of propagation. Let us fix ĉ > c. For all η ∈ (0, θ

2
), introduce fη (see

Figure 6) a smooth function in [η, 1+η] such that f(η) = f(θ) = f(1 + η) = 0,
f < 0 on (η, θ), f > 0 on (θ, 1 + η) and

{

fη ≡ f in [2η, 1− η],

fη > f in [η, 2η) ∪ (1, 1 + η].
(4.4)

Consider the 1-D travelling front solution ϕη of speed cη associated with fη,
that is (ϕη, cη) satisfies the equation

{

ϕ′′
η(z) + cηϕ

′
η(z) + fη(ϕη) = 0 for all z ∈ R,

ϕη(−∞) = 1 + η, ϕη(+∞) = η.
(4.5)

It is well know that cη → c as η → 0. We denote η0 > 0 the threshold such
that cη < ĉ for all η ∈ (0, η0). Let η ∈ (0, η0) be fixed. Since |u(t, x)−ϕ(x1−
ct)| → 0 as t → −∞ and lim+∞ ϕ = 0, there exist T < 0 and L > 0 such
that for all t < T and x1 > L, u(t, x) ≤ η.
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1 + η

η

f

fη

Figure 6: Example of function fη that satisfies (4.4).

Let us consider the following problem






vt(t, x)−∆v(t, x) = f(v(t, x)), for t ∈ [T,+∞[, x ∈ [l,+∞[×ωr,

∂νv(t, x) = 0, for t ∈ [T,+∞[, x ∈ [l,+∞[×∂ωr,

v(t, l, x′) = u(t, l, x′), for t ∈ [T,+∞[, x′ ∈ ωr

v(T, x) = u(T, x), for x ∈ [l,+∞[×ωr.

(4.6)

It is constructed in such a way that u is a solution of it and v = ϕη(x1−cηt−ξ)
is a supersolution if ξ ∈ R is chosen large enough so that ϕη(l − ξ) ≥ 1.
According to the comparison principle, v ≥ u. Thus

lim
t→+∞

sup
x1>ĉt

u(t, x) ≤ lim
t→+∞

sup
x1>ĉt

v(t, x) = η

since ĉ > cη. As η can be chosen arbitrarily small in (0, η0), we infer from
this that

lim
t→+∞

sup
x1>ĉt

u(t, x) = 0

and (4.2) is proved.

Remark 4.2. The same kind of result can be obtained for smooth pertur-
bations of straight cylinders. Precisely, using techniques from [10], one can
easily prove that if Ωε is a family of domains that converges in the C2,α

topology to a straight cylinder as ε → 0, then uε the solution of (1.1) with
condition (1.3) converges to 1 everywhere. Moreover if ν1(x) ≤ 0 for all
x ∈ ∂Ω and Ωε ∩ {x1 > l} = (l,+∞)× ωε,r, the solution uε propagates with
the 1-D speed c.
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5 Blocking by a narrow passage

In this section we prove Theorem 1.8.
There are earlier results on the existence of non constant stable steady

states for bistable reaction-diffusion equations with Neumann boundary con-
ditions when there is a narrow passage in a number of cases. Matano [29]
first showed the existence of non-constant stable solutions in the case of a
bounded domain having the shape of an hourglass. The first author of the
present paper together with Hamel and Matano [7] established an analogous
result for an exterior domain having a narrow passage to a confined region.
The paper [7] exhibits a non constant stable steady state in an exterior do-
main with narrow passage where the area in which the solution is close to 0
is bounded whereas the area where the solution is close to 1 is unbounded.

Our proof is inspired from [7]. Here, we construct a non constant stable
steady state for domains where the two areas are unbounded (the one where
the solution is close to 0 and the one where the solution is close to 1). Stability
is obtained since the solution is constructed by minimization of an energy.

Actually, we derive a more precise result here. We will show that once
the measure of Ω∩ {b < x1 < b+1} is fixed, there exists ε > 0 small enough
such that if |Ω ∩ {a < x1 < b}| < ε then there exists a supersolution w of
the elliptic problem on Ω ∩ {x1 > a} such that w = 1 on Ω ∩ {x1 = a} and
w goes to 0 in Ω, as x1 → +∞.

Thus, we consider the reduced problem in Ω′ = {x ∈ Ω, x1 > a}, (see
Figure 7).







∆w + f(w) = 0 in Ω′,

∂νw = 0 on ∂Ω′\{x1 = a},
w ≡ 1 on {x1 = a},

(5.1)

Such a w blocks the propagation of the solution u of (1.1) satisfying (1.3). In-
deed, by the comparison principle, u(t, x) ≤ w(x) in Ω′, whence u∞(x1, x

′) →
0 as x1 → +∞.

To find a solution of (5.1) we proceed in two steps. We first restrict our
analysis to a bounded domain Ω′

R = Ω′ ∩ {x1 < R}, R ≥ b + 1 (see figure
7) and prove in section 5.1 that there exists a function 0 < wR < 1 in Ω′

R
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Figure 7: Illustrations of the various domains used in the proof of Theorem 1.8 for
two different Ω satisfying assumptions (1.12) and (1.11) in Theorem 1.8. Ω is the initial
domain, Ω′ = {x ∈ Ω, x1 > a}, Ω′

R
= {x ∈ Ω, a < x1 < R}, ΩT = {x ∈ Ω, a < x1 < b}

and ΩR = {x ∈ Ω, b < x1 < R}

solution of:






∆w + f(w) = 0 in Ω′
R,

∂νw = 0 on Γ = ∂Ω′
R\
(
{x1 = a} ∪ {x1 = R}

)
,

w ≡ 1 on {x1 = a},
w ≡ 0 on {x1 = R}.

(5.2)

Then we prove in section 5.2 that wR → w∞ as R → +∞ with w∞ → 0
as x1 → +∞ and conclude, using the general comparison principle, that

27



the solution u of (1.1)-(1.3) is blocked by w∞ in the right hand part of the
domain.

5.1 Reduced problem

For D ⊂ R
N , we introduce the energy functional defined for all w ∈ H1(D),

by

JD(w) =

∫

D

1

2
|∇w|2 + F (w)dx, (5.3)

where F (t) =
∫ 1

t
f(s)ds. Note that using (1.6) and extending f linearly

outside [0, 1], F (t) > 0 for all t ∈ R and that F has the shape illustrated in
Figure 8.

0 1
s

F (s)

κ(s− 1)2

Figure 8: The function F (s) =
∫
1

s
f(t)dt, where f is a bistable function for s ∈ [0, 1] and

is extended linearly outside [0, 1].

Let ΓL = {x ∈ ∂Ω′
R, x1 = a} and ΓR = {x ∈ ∂Ω′

R, x1 = R}, we define

H1
1,0 =

{

w ∈ H1(Ω′
R), w ≡ 1 on ΓL and w ≡ 0 on ΓR

}

.

Finding a local minimizer of JΩ′

R
in an open subset of H1

1,0 yields a stable
solution of (5.2).

We start by proving that the constant function w0 ≡ 0 on ΩR = {x ∈
Ω, b < x1 < R} is a local minimum of JΩR

in H1(ΩR).
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Proposition 5.1. There exist δ > 0 and α > 0 such that for all R ≥ b+ 1,
for all w ∈ H1(ΩR) with ‖w‖H1(ΩR) ≤ δ one has

JΩR
(w) ≥ JΩR

(w0) + α‖w‖2H1(ΩR). (5.4)

Proof of Proposition 5.1. We first observe that,

JΩR
(w) =

∫

ΩR

1

2
|∇w|2 + F (0) + F ′(0)w +

F ′′(0)

2
w2 + η(w)w2, (5.5)

where η : R → R is a continuous function such that η(s) → 0 as s→ 0. This
can also be written as

JΩR
(w) = JΩR

(w0) +

∫

ΩR

1

2
|∇w|2 − f ′(0)

2
w2 + η(w)w2. (5.6)

To exploit (5.6), we require the following lemma:

Lemma 5.2. If η : R → R is the function defined in (5.5), we have,
∣
∣
∣
∣

∫

ΩR

η(z)z2
∣
∣
∣
∣
≤ µ(z)‖z‖2H1(ΩR), (5.7)

where µ(z) → 0 as ‖z‖H1(ΩR) → 0

Proof of Lemma 5.2. By extending f linearly at infinity, we may assume that
F is quadratic at infinity, which implies that η is a bounded function from
R to R, i.e there exists C ∈ R such that |η(s)| ≤ C for all s ∈ R. Let us
fix p > 0 sufficiently small so that H1(ΩR) ⊂ Lp+2(ΩR) independently of
R ≥ b + 1. Since η is bounded and η(s) → 0 as s → 0, for all γ > 0 there
exists ξ > 0 such that

|η(t)| ≤ γ + ξtp. (5.8)

Hence, ∣
∣
∣
∣

∫

ΩR

η(z)z2
∣
∣
∣
∣
≤ γ‖z‖2H1(ΩR) + ξ‖z‖p+2

Lp+2(ΩR). (5.9)

By using Sobolev embedding we infer that
∣
∣
∣
∣

∫

ΩR

η(z)z2
∣
∣
∣
∣
≤ (γ + ξ‖z‖p

H1(ΩR))‖z‖2H1(ΩR). (5.10)

Since γ can be chosen as small as we want, this inequality yields Lemma 5.2.
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As f ′(0) < 0, we can fix α = 1
2
min(1

2
,−f ′(0)

2
) > 0. Thus,

∫

ΩR

1

2
|∇w|2 −

f ′(0)

2
w2 ≥ 2α‖w‖2H1(ΩR)

and from the previous lemma, there exists δ > 0 small enough such that for
all ‖w‖2H1(ΩR) ≤ δ, one has η(w) < α. Substituting in (5.6) yields

JΩR
(w) ≥ JΩR

(w0) + α‖w‖2H1(ΩR). (5.11)

and proposition 5.1 is proved.

Now going back to the domain Ω′
R, we extend the function w0 by

w0(x) = w0(x1) :=

{
|x1−b|
b−a

for x1 ∈ [a, b), x ∈ Ω,

0 for x1 ∈ [b, R], x ∈ Ω.
(5.12)

The function w0 is inH
1
1,0. The next step is to prove the following proposition:

Proposition 5.3. There exists δ > 0, such that for all w ∈ H1
1,0 with ‖w −

w0‖H1(Ω′

R
) = δ one has

JΩ′

R
(w) > JΩ′

R
(w0). (5.13)

Proof of Proposition 5.3. In the following, all constants will be denoted gener-
ically by C. For all w ∈ H1

1,0,

JΩ′

R
(w)− JΩ′

R
(w0) = JΩT

(w)− JΩT
(w0)

︸ ︷︷ ︸

(1)

+ JΩR
(w)− JΩR

(w0)
︸ ︷︷ ︸

(2)

.

If ‖w−w0‖H1(Ω′

R
) = δ, one has that ‖w−w0‖H1(ΩR) = ‖w‖H1(ΩR) ≤ δ and one

can use Proposition 5.1 to prove that the second term (2) above is bounded
from below, i.e

JΩR
(w)− JΩR

(w0) ≥ α‖w − w0‖
2
H1(ΩR).

For term (1), as f(0) = 0, f ′(0) < 0 and F (1) = 0, there exists κ > 0 such
that

F (s) ≥ κ(s− 1)2,
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for all s ∈ R (see Figure 8). This implies that

JD(w) ≥ ν‖w − 1‖2H1(D), (5.14)

for allD compact domain in Ω′
R, w ∈ H1(D), where ν = min{κ, 1

2
}. Moreover

JΩT
(w0) =

∫

ΩT

1

2
|∇w0|

2 + F (w0) ≤ C|ΩT | and |ΩT | ≤ ε. (5.15)

From (5.14) and (5.15), we obtain

JΩT
(w)− JΩT

(w0) ≥ ν‖w − 1‖2H1(ΩT ) − Cε.

Then we also use

ν‖w − 1‖2H1(ΩT ) ≥
ν

2
‖w − w0‖

2
H1(ΩT ) − ν‖w0 − 1‖2H1(ΩT )

≥
ν

2
‖w − w0‖

2
H1(ΩT ) − Cε.

Therefore there exists γ > 0 such that

JΩ′

R
(w)− JΩ′

R
(w0) ≥ γ‖w − w0‖

2
H1(Ω′

R
) − Cε.

Taking ε > 0 small enough, we get

JΩ′

R
(w)− JΩ′

R
(w0) > 0.

This completes the proof of Proposition 5.3

From Proposition 5.3, we get the existence of a local minimizers wR of the
energy functional JΩ′

R
that belongs to H1

0,1 such that ‖wR − w0‖ < δ. This
yields a stable solution of (5.2). For δ > 0 small enough, we have 0 < wR < 1
using the maximum principle.

Remark 5.4. Note that in this proof we could actually choose any fonction
g(x′) on Ω∩ {x1 = a} and make the same construction and prove that there
exists a solution of







∆w + f(w) = 0, in Ω′
R,

∂νw = 0 on Γ = ∂Ω′
R\
(
{x1 = a} ∪ {x1 = R}

)
,

w ≡ g(x′) on {x1 = a},

w ≡ 0 on {x1 = R}.

for ε small enough.

The next step will be to study the behaviour as R → +∞. Let us recall
that δ is fixed for all R ≥ b+ 1.
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5.2 Construction of a particular supersolution

In this section we construct a particular supersolution of (1.1). We start
with the following Proposition:

Proposition 5.5. Let wR be the minimizer of the energy functional JΩ′

R

defined in the previous section. When R → +∞, up to a subsequence, wR

converges to a solution w∞ of






∆w∞ + f(w∞) = 0 in Ω′,

∂νw∞ = 0 on Γ = ∂Ω′\{x1 = a},
w∞ ≡ 1 on {x1 = a},

(5.16)

such that w∞ → 0 as x1 → +∞.

Proof of Proposition 5.5: As 0 < wR < 1 and using Schauder estimates,
there exists Rn → +∞ as n→ +∞ such that wRn

→ w∞ in C2
loc as n→ +∞

and w∞ is a solution of (5.16). It remains to prove that the limit w∞ satisfies
w∞ → 0 as x1 → +∞. Using Fatou’s Lemma:

‖w0 − w∞‖2H1(Ω′) ≤ lim inf
n→+∞

‖(w0 − wRn
)1{−1<x1<Rn}‖2H1(Ω′) ≤ δ2

Then arguing by contradiction, we assume that there exist η > 0 and a
sequence (xn = (xn,1, x

′
n))n∈N such that xn ∈ Ω for all n ∈ N, xn,1 → +∞

as n → +∞ and w∞(xn) > η, for all n ∈ N. As w∞ ∈ C2
loc, it implies that

|∇w∞| ≤ C on every compact set K. For all x ∈ B(xn,
η

2C
) ∩ Ω,

|w∞(x)− w∞(xn)| ≤ max
x∈B(xn,

η
2C

)∩Ω
‖∇w∞‖|x− xn|

So w∞(x) ≥ η

2
, for all x ∈ B(xn,

η

2C
) ∩ Ω, for all n ∈ N. This yields

‖w∞ − w0‖L2(K) ≥
η

2
|B η

2C
∩ Ω| × ( number of xn ∈ K).

As Ω is assumed to be uniformly C1, ‖w∞−w0‖L2(K) ≥ δ for K large enough,
which is impossible.

We now extend w∞ by 1 outside Ω′, i.e

w̃∞(x) =

{

w∞(x) if x ∈ Ω′,

1 if x ∈ Ω\Ω′.
(5.17)
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Then w̃∞ is a supersolution of the parabolic problem
{

vt −∆v = f(v) in Ω,

∂νv = 0 on ∂Ω,
(5.18)

Moreover lim
t→−∞

inf
x∈Ω

w̃∞−ϕ(x1−ct) ≥ 0. Indeed for x1 ≤ a, w̃∞−ϕ(x1−ct) =

1 − ϕ(x1 − ct) ≥ 0 for all t ∈ R and for x1 ≥ a, lim
t→−∞

ϕ(x1 − ct) = 0

uniformly in x1 ≥ a. Using the generalised maximum principle 3.2, we
obtain u(t, x) ≤ w̃∞(x) for all t ∈ R and x ∈ Ω. As u is increasing in t and
bounded between 0 and w̃∞(x), u(t, x) → u∞(x) as t → +∞ for all x ∈ Ω
and passing to the limit in time, u∞(x) ≤ w̃∞(x) for all x ∈ Ω. We have thus
proved Theorem 1.8.

6 Partial propagation in domains containing

a sufficiently large cylinder

In this section we investigate the propagation properties of u when Ω contains
an infinite cylinder in the x1-direction with large enough radius. We will
prove Theorem 1.10. We assume here that R × B′

R ⊂ Ω where R > R0 for
some R0 which we now define.

We consider the following semi-linear elliptic equation with Dirichlet con-
dition in the ball BR of radius R in R

N with N ≥ 2:
{

−∆z = f(z) in BR,

z = 0 on ∂BR.
(6.1)

For large R, positive solutions can be found by minimization of the energy
functional:

J(z) :=

∫

BR

|∇z(x)|2
2

−
(
∫ z(x)

0

f(s)ds

)

dx

in H1
0 (BR). It is known [8] that there exists a threshold R0 > 0 such that

for R < R0, there is no positive solution of (6.1) while for all R ≥ R0, there
exists at least one positive solution of (6.1). Moreover, for all R ≥ R0, there
exists a maximum positive solution which we denote by z = zR in the sequel.
Incidentally, from a result of Rabinowitz [37], it can be inferred that for all
R > R0, Problem (6.1) has at least two distinct solutions.
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The maximum solution satisfies 0 < zR < 1 in BR and is radially sym-
metric and decreasing with respect to |x| [18]. We extend zR by 0 outside
BR and denote zR(x) = wR(|x|) where wR is defined on R

+. In particular,
we know that sup zR = zR(0) = wR(0) > θ.

Using the function wR we will now derive the following estimate from
below on u∞ for all R ≥ R0:

Lemma 6.1. For all x = (x1, x
′) ∈ Ω, we have

u∞(x) ≥ wR(|x
′|). (6.2)

Proof. This is obtained by a simple sliding argument. We know that for fixed
R, we have maxwR < 1. Therefore, for large enough a > 0, we have u∞(x1−
a, x′) > maxwR ≥ wR(|x|) for all x = (x1, x

′) ∈ BR, hence everywhere in Ω.
Let ua(x1, x

′) := u∞(x1 − a, x′). Both functions ua and zR are solutions of
the same elliptic equation in BR and zR = 0 while ua > 0 on the boundary of
BR. We also know that ua > zR for large enough a. We now start decreasing
a. From the strong maximum principle we infer that the function zR has to
stay below ua for all a ∈ R. Consequently,

u∞(x1, x
′) ≥ max

a∈R
zR(x1 + a, x′) = wR(|x

′|) for all x1 ∈ R, x′ ∈ R
N−1

which proves the claim.

Next, we prove that u∞ is bounded from below by a positive number up
to the boundary of R× B′

R. This is stated in the following lemma.

Lemma 6.2. There exists δ > 0 such that

u∞(x1, x
′) ≥ wR(|x

′|) + δ for x ∈ R× B′
R. (6.3)

Proof. Assume by contradiction that for all n ∈ N
∗ there exists xn = (x1,n, x

′
n) ∈

R× B′
R such that

u∞(x1,n, x
′
n) ≤ wR(|x

′
n|) +

1

n
.

Consider vn(x) = u∞(x1,n + x1, x
′)− wR(|x

′|) a function defined on R×B′
R.

Then, up to extraction, we can assume that x′n → x′0, vn → v in C2
loc(R×B′

R)
and v verifies

v ≥ 0, v(0, x′0) = 0, v 6≡ 0,

−∆v = c(x)v with c bounded,

v > 0 in ∂B′
R.
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The last positivity property is obtained from u∞ > 0 in Ω and by using that
u∞ satisfies the Neuman boundary condition, and passing to the limit in it,
if need be. This contradicts the strong maximum principle.

As a conclusion, inf
R×B′

R

u∞ ≥ δ and the proof of Theorem 1.10 is thereby

complete.

Remark 6.3. Note that, Lemma 6.2 actually proves a somewhat stronger
result than the one stated in Theorem 1.10

In order to conclude that the state u ≡ 1 invades the whole domain, one
has to require further assumptions on the geometry of Ω . Indeed in domains
as illustrated in Figure 9 there is propagation in the sense given above but the
propagation could be blocked when entering some parts of the domain. One
can find in [7] or [10] arguments leading to partial propagation in exterior
domains and examples of domains where the propagation is actually only
partial.

R0

x1

Figure 9: Example of domain in dimension 2 where propagation could be blocked in the
small area on the top of Ω.

We now turn to this question of finding conditions under which the inva-
sion by 1 is complete. Since u(t, ·) → u∞ locally uniformly in Ω as t → ∞,
the limit u∞ is a solution of the following stationary problem







−∆u∞ = f(u∞) in Ω,

∂νu∞ = 0 on ∂Ω,

u∞(x) → 1 as x1 → −∞,

(6.4)
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We are thus led to finding geometric assumptions on Ω that imply that
u∞ ≡ 1.

It is interesting to note that this is related to a classical result of Matano
[29] and Casten and Holland [12] regarding the following non-linear elliptic
Neumann boundary value problems in bounded domains D:

{

−∆u = f(u) in D,

∂νu = 0 on ∂D.
(6.5)

These authors have shown that if D is a convex and bounded smooth domain,
then the only stable solutions are constants. It is a natural question to ask
whether there are extensions of this result to unbounded domains. What
further conditions imposed on the solution and which geometrical conditions
on the unbounded domain D garantee that the only stable solutions are
constants? Our results on complete propagation are partial answers to this
question for the solution u∞. More general formulations are an interesting
open problem.

We have shown in Theorem 1.8 that there exists a stable non constant
solution of the previous stationary problem for domain containing a transition
area of small enough measure. We have also shown in Theorem 1.6 that
u∞ ≡ 1 for propagation in the direction of a decreasing domain. In the next
sections we derive two different types of geometrical conditions that garantee
the complete invasion by 1.

7 Complete propagation for domains that are

“star-shaped” with respect to an axis

The object of this section is to prove the result of complete invasion of Theo-
rem 1.12, that is u∞ ≡ 1 in Ω. We consider a domain Ω such that Ω ⊃ R×B′

R,
with R > R0, R0 > 0 defined in section 6. Moreover we assume that at each
point on the boundary x = (x1, x

′) ∈ ∂Ω, the outward unit normal ν makes
a non-negative angle with the direction x′. To prove the result, we introduce
here a new method which rests on sliding cylinders.

As in section 6, for all R > R0, we denote z = zR the maximal positive
solution of {

−∆z = f(z) in BR,

z = 0 on ∂BR.
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It satisfies 0 < zR < 1 in BR and is radially symmetric and decreasing with
respect to |x|. We extend zR by 0 outside BR. We denote zR(x) = wR(|x|)
where wR is defined on R

+. In particular, we know that sup zR = zR(0) =
wR(0) > θ.

By shifting the axis of the cylinder in orthogonal directions and rotating
the cylinder, we will now construct from wR a new axisymmetric function
that is a subsolution. Let h ≥ 0 a given real and e ∈ S

N−2 a given unit vector
defining a direction in R

N−1. We define, for all x′ ∈ R
N−1:

ψh,e(x
′) := wR(|x

′ − he|)

so that ψh,e(x
′) > 0 on B′

R(he) := B′
R + he, and

ϕh(x
′) := max

e∈SN−2
ψh,e(x

′). (7.1)

Note that, since wR(|x
′|) is axisymmetric and decreasing, ϕh(x

′) = wR(|x
′−

h x′

|x′|
|) for x′ 6= 0. Hence ϕh is also axisymmetric but not decreasing away from

the origin anymore. Moreover ϕh(x
′) > 0 if and only if h−R < |x′| < h+R.

Finally since ϕh is a supremum of a family of subsolutions, it is a generalised
subsolution, as defined in [6]. But we will only use classical subsolutions.
We consider it to be defined on all of RN , so that it is independent of the
variable x1.

By Lemma 6.2, we know that u∞(x) > wR(|x
′|) ≡ ϕ0(x

′) for all x ∈ Ω.
We claim that u∞(x) ≥ ϕh(x

′) for all x ∈ Ω and all h ≥ 0. Hence u∞(x) ≥
ϕ|x′|(x

′) = wR(0) > θ and we will prove later on that this implies u∞ ≡ 1.
So let us assume by contradiction that there exist h0 > 0 and x0 ∈ Ω

such that u∞(x0) < ϕh(x
′
0). We define

h⋆ = sup{h ≥ 0 , ∀h′ ∈ [0, h] ∀x ∈ Ω u∞(x) ≥ ϕh′(x′)} (7.2)

Clearly, h⋆ ≥ 0 is well defined and finite. By continuity, we know that
u∞(x) ≥ ϕh⋆(y) for all x ∈ Ω.

By definition of h⋆, there exists a sequence hn ց h⋆ and a sequence of
point xn ∈ Ω such that u∞(xn) < ϕhn

(x′n) where xn = (x1,n, x
′
n). Without

loss of generality, we can assume that the sequence is bounded. Indeed, if
the sequence (xn)n is not bounded, then we can shift the origin by (xn)n so
that now x1,n = 0 but the domain and the function change with n. We can
pass to the limit on these by a standard compactness argument.
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Therefore, we can assume that the sequence (xn)n converges to some point
p = (0, p′) ∈ Ω. In the limit, we get u∞(p) ≤ ϕh⋆(p′) and since u∞ ≥ ϕh⋆

everywhere, we get u∞(p′) = ϕh⋆(p′). First, we know from Lemma 6.2, that
there exists δ > 0 such that u∞(x1, 0) ≥ maxϕ+δ for all x1 ∈ R, so that it is
impossible that p′ = 0. It is also impossible that p ∈ Ω. Indeed, there exists
some e ∈ S

N−2 such that u∞(p′) = ϕh⋆(p′) = ψh⋆,e(p
′) > 0 and u∞ ≥ ψh⋆,e

everywhere. In view of the strong maximum principle (recall that u∞−ψh⋆,e

satisfies some linear elliptic equation, since u∞ and ψh⋆,e satisfy the same
semi-linear equation), we infer that u∞ ≡ ψh⋆,e. But this is impossible as
ψh⋆,e vanishes somewhere.

It remains to consider the case that p ∈ ∂Ω. Since u∞ > 0, we know that
h⋆ − R < |p′| < h⋆ + R. Let us show that, necessarily, h⋆ ≤ |p′| < h⋆ + R.
Indeed, suppose to the contrary that h⋆ − R < |p′| < h⋆. Recall that p′ 6= 0.
In the region h⋆ − R < r < h⋆, the function ϕh is decreasing with h. Thus,
for small enough h⋆ − h > 0 we see that ϕh(p

′) > ϕh⋆(p′) = u∞(p). But
this is in contradiction with the definition of h⋆ that requires u∞ ≥ ϕh for
such an h. We have reached a contradiction and, therefore, we know that
h⋆ ≤ |p′| < h⋆ +R.

We have now reached a situation where u∞ ≥ ϕh⋆ everywhere, u∞(p) =
ϕh⋆(p′) = wR(|p

′ − h⋆ p′

|p′|
|) = wR(||p

′| − h⋆|).
We compute the outward normal derivative using the fact that wR is

decreasing to get

∂νϕh⋆(p′) = −|w′
R(|p

′ − h⋆
p′

|p′|
|)|

p′

|p′|
· ν ≤ 0.

The term p′

|p′|
comes from the derivative of |p′ − h⋆ p′

|p′|
| with respect to p′ and

the information that h⋆ ≤ |p′| < h⋆+R. The last inequality follows from our
assumption

ν ·
p′

|p′|
≥ 0 on ∂Ω

The proof is thereby complete.
Now we want to prove that u∞ ≡ 1 in Ω. Assuming that u∞ 6≡ 1, there

exists a sequence (xn)n in Ω such that u∞(xn) → inf
x∈Ω

u∞(x) ∈ [wR(0), 1) as

n → +∞. We recall that wR(0) > θ. Letting un(x) := u∞(xn + x) and
Dn = {x ∈ R

N , x + xn ∈ Ω}, we know that un → u and Dn → D as
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n→ +∞ such that {

−∆u = f(u) in D,

∂νu = 0 on ∂D.

If 0 ∈ ∂D, it contradicts Hopf’s Lemma and if 0 ∈ D, then ∆u(0) ≤ 0, but
f(u(0)) > 0 which is impossible.

Remarks 7.1. • The assumption (1.13) is a star-shaped type property. It
essentially says that any section in planes orthogonal to the x1– axis is
star shaped with respect to the trace of the axis in this plane. Hence
the name “star shaped with respect to an axis”

• We can also treat the case when “Ω ends to the right”. Namely Ω is a
straight cylinder as x1 → −∞, and say is bounded to the right.

R0

x1

R0

x1

Figure 10: Examples of domains that satisfy the sliding cylinder assumption in dimension
2.

R0

x1

R0

x1

Figure 11: Examples of domains that do not satisfy the sliding cylinder assumption in
dimension 2.

This proposition proves the complete propagation of 1 in a large variety
of domains Ω but examples of domains that are not covered by this theorem
are presented in figure 11. Some domains, as the figure on the left of Figure
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11, that do not satisfy starshape assumption with respect to an axis never-
theless satisfy the conditions of Theorem 1.13 and thus satisfy the complete
propagation property as we will now prove in the next section.

8 Complete propagation in the direction of

an increasing domain

In this section we prove Theorem 1.13. Thus we assume that Ω satisfies the
following assumptions:

R× B′
R ⊂ Ω (8.1a)

where R > R1 and R1 is defined below. We further assume that there exists
L > 0 such that ,

Ωr
L := {(x1, x

′) ∈ Ω, x1 > L} is convex, (8.1b)

and that there exists C > 0 such that

{x ∈ Ω, x1 < L+R} ⊂ (−∞, L+R)× BC , (8.1c)

and
ν1(x) ≤ 0 for all x ∈ ∂Ω with x1 < L+R. (8.1d)

We will first prove that u∞ is close to 1 in

Ωr
L+R := Ω ∩

{
(x1, x

′) ∈ R× R
N−1, x1 > L+R

}

using a sliding method. Then we will extend this estimate to all of Ω using
a backward travelling front as subsolution and finally we will conclude that
u∞ ≡ 1.

As in section 6, we denote z = zR the maximal positive solution of
{

−∆z = f(z) in BR,

z = 0 on ∂BR,
(8.2)

We recall that it satisfies 0 < zR < 1 in BR, and is radially symmetric and
decreasing with respect to |x|. We extend zR by 0 outside BR and denote
zR(x) = wR(|x|) where wR is defined on R

+. In particular, we know that
sup zR = zR(0) = wR(0) > θ. We further recall from Lemma 6.1 that for all
x = (x1, x

′) ∈ Ω, we have u∞(x) ≥ wR(|x
′|).
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Figure 12: Domains Ω that satisfy (8.1)

By a result of [8] we know that this maximal solution wR converges to 1
locally uniformly as R → +∞. Thus, there exist R1 > R0, where R0 > 0 is
defined in section 6, and δ > 0 such that wR(0) − 2δ > β for all R > R1,
with β > θ defined by (1.7) in the Introduction. Let η > 0 be such that
wR(|x|) > wR(0) − δ for all x ∈ Bη. We will prove that u∞ > wR(0) − δ in
Ωr

L+R using the following definition.

Definition 8.1 (Sliding ball assumption). We say that x ∈ Ω verifies the
sliding ball assumption if there exists a ∈ Bη(x), x

0 ∈ R and

γ : [0, 1] → Ω continuous, such that γ(0) = (x0, 0, ..., 0), γ(1) = a,

and ∀ t ∈ [0, 1) ∀ b ∈ BR(γ(t)) ∩ ∂Ω (b− γ(t)) · ν ≥ 0 (H2)

where ν is the outward unit normal at b ∈ ∂Ω.

Assumption (H2) means that there exists a continuous path γ from a a
point near x to (x0, 0, ..., 0) a point of the x1-axis, such that for all xt on this
path BR(xt) ∩ Ω is star shaped with respect to the center xt.
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Lemma 8.2. For all x ∈ Ω that satisfies the sliding ball assumption, we have

u∞(x) ≥ wR(0)− δ.

Proof. The proof is the same as the one of Lemma 6.1 with the novelty here
that we slide the maximal solution wR along the path between the x1-axis
and a and compare it to the solution u∞.

So we consider x ∈ Ω that satisfies the sliding ball assumption and an
associated path γ from (x0, 0) on the x1-axis to a ∈ Bη(x) satisfying the
properties in the definition. Let wx̄

R be the maximal solution of the Dirichlet
boundary value problem (8.2) in BR(x̄). We know from Lemma 6.1 that

w
(x0,0)
R ≤ u∞, so we can define

t⋆ = sup{t ∈ [0, 1], ∀t̃ ∈ [0, t] w
γ(t)
R ≤ u∞}.

We will prove by contradiction that t⋆ = 1. Otherwise we define v = u∞ −
w

γ(t⋆)
R and once again we have

−∆v = c(x)v in Ω with c bounded, v ≥ 0, v 6≡ 0,

there exists x̂ ∈ BR(γ(t⋆)) such that v(x̂) = 0.

By the strong maximum principle, it is impossible that x̂ ∈ BR(γ(t⋆))∩Ω so
x̂ ∈ BR(γ(t

⋆)) ∩ ∂Ω and from Hopf’s Lemma, we have ∂νv(x̂) < 0. But

∂νv(x̂) = −∂ν
(
wR(|x̂− γ(t⋆)|)

)
= |w′

R(|x̂− γ(t⋆)|)|
x̂− γ(t⋆)

|x̂− γ(t⋆)|
· ν

since wR is decreasing. But this contradicts the definition of the sliding ball
assumption.

We thus get that u∞ ≥ wa
R and since x ∈ Bη(a), we have u∞(x) ≥

wR(0)− δ by definition of η and δ.

We claim that if x = (x1, x
′) ∈ Ω verifies x1 ≥ L+R, then

u∞(x) ≥ wR(0)− δ.

Indeed let us choose x ∈ Ω with x1 ≥ L+R. Thanks to the previous lemma,
it is sufficient to prove that x satisfies the sliding ball assumption. Since Ωr

L

is convex, as assumed in (8.1), we define a = x, x0 = x1 and γ(t) = (x1, tx
′) ∈

Ωr
L for all t ∈ [0, 1]. Assume by contradiction that there exist t ∈ [0, 1) and

b ∈ BR(γ(t)) ∩ ∂Ω such that (b− γ(t)) · ν < 0. Then b and γ(t) ∈ Ωr
L which

is convex so for any ε ∈ [0, 1], (1 − ε)b + εγ(t) = b − ε(b − γ(t)) ∈ Ωr
L but

this contradicts the definition of the outward unit normal, for ε small.
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Remark 8.3. Note that u∞ > wR(0)− δ > θ in Ωr
L+R implies that u∞(x) → 1

as x1 → +∞.

Now we will prove that u∞(x) ≥ wR(0) − 2δ > θ for all x ∈ Ω and thus
u∞ ≡ 1 in Ω following the same proof than in the previous section. This
ends the proof of Theorem 1.13.

Let us define fδ ∈ C1,1([0, wR(0)− 2δ]) as follows:

fδ(s) =

{

f(s) ∀s ∈ [0, β],

0 for s = wR(0)− 2δ,
(8.3)

with 0 < fδ ≤ f in (θ, wR(0)− 2δ). And consider (ϕδ, cδ) the travelling wave
solution between 0 and wR(0) − 2δ, invading 0 from the right, i.e (ϕδ, cδ) is
solution of

{

−ϕ′′
δ − cδϕ

′
δ = fδ(ϕδ) in R,

ϕδ(−∞) = 0, ϕδ(+∞) = wR(0)− 2δ, cδ < 0.
(8.4)

We have u∞(x) → 1 as x1 → −∞ so we can fix −M < 0 such that u∞(x) ≥
wR(0) − δ on Ωl

−M := {x ∈ Ω, x1 < −M}. Now since u∞ ≥ wR(0) − δ >
wR(0) − 2δ ≥ ϕδ also on {x ∈ Ω, x1 > L + R}, we have u∞ ≥ ε on Ω for ε
sufficiently small and thus we can translate ϕδ on the right such that,

∀x ∈ Ω, u∞(x) ≥ ϕδ(x1).

We can now apply a parabolic comparison principle to u∞ and v(t, x) =
ϕδ(x1 − ct) on R+ × {x ∈ Ω, −M < x1 < L + R}. Indeed f is locally
Lipschitz and






∂tu∞ −∆u∞ = f(u∞) on R
∗
+ × {(x1, x′) ∈ Ω, −M < x1 < L+R} ,

∂tvδ −∆vδ ≤ f(vδ) on R
∗
+ × {(x1, x′) ∈ Ω, −M < x1 < L+R} ,

∂νu∞(t, x) = 0 ≥ ∂νv(t, x) for t > 0 and x ∈ ∂Ω with −M < x1 < L+R,

u∞(t, x) ≥ v(t, x), for t ≥ 0 and x ∈ Ω with x1 = L+R or x1 = −M,

u∞(0, x) ≥ v(0, x), for x ∈ Ω with −M < x1 < L+R.

This yields u∞(x) ≥ ϕ(x1 − cδt) for all t ≥ 0 and x ∈ Ω with −M ≤ x1 ≤
L+R and passing to the limit for t→ ∞, we obtain u∞(x) ≥ wR(0)− 2δ on
{x ∈ Ω, −M ≤ x1 ≤ L+R} and thus on all Ω.

Finally we conclude that u∞ ≡ 1 as in the previous section.

Remark 8.4. This proof can be adapted for more general domains than the
ones considered in Theorem 1.13. The clue is to prove that the sliding ball
assumption can be verified for any point of the domain far to the right.

43



Acknowledgments

The research leading to these results has received funding from the Euro-
pean Research Council under the European Union’s Seventh Framework
Programme (FP/2007-2013) / ERC Grant Agreement n. 321186 - ReaDi
- “Reaction-Diffusion Equations, Propagation and Modelling” held by Henri
Berestycki. This work was also partially supported by the French National
Research Agency (ANR), within the project NONLOCAL ANR-14-CE25-
0013. Henri Berestycki was also partly supported by an NSF FRG grant
DMS-1065979. Part of this work was carried out while he was visiting the
Department of Mathematics at the University of Chicago. Juliette Bouhours
was supported by a PhD fellowship ”Bourse hors DIM” of the ”Région Ile
de France”.

References

[1] P.G. Aitken, J. Jing, J. Young, A. Friedman, and G.G. Somjen. Spread-
ing depression in human hippocampal tissue in vitro. In Third IBRO
Congr. Montreal Abstr., volume 329. 1991.

[2] R. Ashman and E. Hull. Essentials of electrocardiography. New York:
Macmillan. 1945.

[3] T. Back, J. G. Hirsch, K. Szabo, and A. Gass. Failure to demonstrate
peri-infarct depolarizations by repetitive mr diffusion imaging in acute
human stroke. Stroke, 31(12):2901–2906, 2000.

[4] H. Berestycki and G. Chapuisat. Traveling fronts guided by the environ-
ment for reaction-diffusion equations. Netw. Heterog. Media, 8(1):79–
114, 2013.

[5] H. Berestycki and F. Hamel. Generalized travelling waves for reaction-
diffusion equations. In Perspectives in nonlinear partial differential equa-
tions, volume 446 of Contemp. Math., pages 101–123. Amer. Math. Soc.,
Providence, RI, 2007.

[6] H. Berestycki and F. Hamel. Reaction-Diffusion Equations and Propa-
gation Phenomena. Springer, Verlag, 2014, to appear.

44



[7] H. Berestycki, F. Hamel, and H. Matano. Bistable traveling waves
around an obstacle. Comm. Pure Appl. Math., 62(6):729–788, 2009.

[8] H. Berestycki and P.-L. Lions. Une méthode locale pour l’existence de
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