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SUMMARY

New rotorcraft configurations are emerging, suchtres optimal speed helicopter and
slowed-rotor compound helicopter which, due to afale rotor speed and redundant
lifting components, have non-unique trim solutiggaces. The combination of controls
and rotor speed that produce the best steady-fightition is sought among all the
possible solutions. This work develops the conaafpoptimal rotorcraft trim and
explores its application to advanced rotorcraft figumations with non-unique,
constrained trim solutions. The optimal trim work based on the nonlinear
programming method of the generalized reduced gnad(GRG) and is integrated into a
multi-body, comprehensive aeroelastic rotorcraftleco In addition to the concept of
optimal trim, two further developments are presérbat allow the extension of optimal
trim to rotorcraft with rotors that operate ovewale range of rotor speeds. The first is
the concept of variable rotor speed trim with sgleeapplication to rotors operating in
steady autorotation. The technique developed méreats rotor speed as a trim variable
and uses a Newton-Raphson iterative method to dhigerotor speed to zero average
torque simultaneously with other dependent trimialdes. The second additional
contribution of this thesis is a novel way to rdpidpproximate elastic rotor blade
stresses and strains in the aeroelastic trim aisallgs structural constraints. For rotors
that operate over large angular velocity rangemrreesonance and increased flapping
conditions are encountered that can drive the maxiraross-sectional stress and strain
to levels beyond endurance limits; such conditiomsst be avoided. The method
developed herein captures the maximum cross-settsbress/strain based on the trained
response of an artificial neural network (ANN) sgate as a function of 1-D beam
forces and moments. The stresses/strains are ¢edhpimultaneously with the optimal
trim and are used as constraints in the optimai solution. Finally, an optimal trim
analysis is applied to a high-speed compound ggraplconfiguration, which has two
distinct rotor speed control methods, with the psgof maximizing the vehicle cruise

efficiency while maintaining rotor blade strain vl endurance limit values.

Xiii



CHAPTER 1
INTRODUCTION

The notion of trim is used in the aeronauticaldiéb denote aircraft control settings,
attitude and payload distribution required to abtaisteady flight condition. In the case
of a fixed-wing aircraft, the steady flight conditi can be characterized by constant lift
and control surface (linear and angular velocitgiesvalues relative to the aircraft body
frame. The trim condition of a rotorcraft is maremplex because its flight involves
lifting/controlling surfaces that rotate with respéo each other, the aircraft body frame
and with respect to the air mass through whichvétecle moves [1]. For a rotorcraft, no
equilibrium condition exists such that the ratesadifthe aircraft states are constant.
However, the controls and attitude can be adjustedause the rotor to achieve a
particular periodic orbit where the average foraed moments achieve a desired steady
flight condition. On this orbit each state valgeunchanging at any given azimuth and
the rotorcraft is characterized by periodic solusiof all the states, though the controls

(or control parameters) are constant in time.

The mathematical basis for trim is well understa@od the practical implementation of
various trim methodologies has been successfuilized in modern comprehensive
rotorcraft codes for the trim solution of nonlineaotorcraft models. The primary
application of these trim methods has been thdesimgin rotor (SMR) helicopter, often
with a high level of model fidelity including elastblades and unsteady aerodynamic
effects. The SMR configuration, however, traditiby operates at a fixed rotor speed
value and (assuming the yaw degree of freedonxésifas is the normal convention) has
a unique trim solution. A new generation of rotaft vehicle configurations and
technologies is emerging which allows more flexiblays to fly the vehicle including
variable main rotor speed and/or compound lift d@hdist devices. Reference [2]
describes a helicopter with a rigid rotor systeat tdlows the rotor speed to operate over
a large range to minimize power for maximum endceaman important performance goal

for unmanned aerial vehicles (UAVs). Referenced][Bropose variants of the Slowed



Rotor Compound (SRC) configuration which share étween the rotor and wing at
various portions through the flight envelope. Theoncepts use the principle of
autorotation to power the rotor and allow flexilotdor speed operation. Reference [5]
speaks of a variable speed lifting rotor whichabldigh speed operation that, unlike the
SRC, is loaded throughout the operating enveloféis concept, referred to as the
Reverse Velocity Rotor (RVR) proposes higher harnmaontrol (HHC) to allow the
main rotor to provide 100% of the lift up to speedsch higher than the conventional
pure helicopter.

Advanced Rotorcraft Configurations

= \Variable Rotor-speed
=  Multiple lift, thrust and controls
= Multiple rotor control schemes

Fixed Rotor-speed

Power Hyper-

surface + Higher Harmonic

Control
GBA Heliplane

Constrained Power
Hyper-surface

e . i)
- Ve
A -
EOF

Sikorsky RVR Helicopter

Figure 1. Multi-dimensional, Constrained Trim Solution Spaces

A defining characteristic of these advanced rotdftatonfigurations is that they have a
number of possible steady flight solutions for a&egi airspeed/altitude condition; the
dimensionality of the trim solutions space incresaseThe question that faces the
performance analyst is what combination of conteoisl rotor speed produce the best
trim condition? The best condition may be drivgnsbme performance measure such as
minimum power or maximum lift-to-drag ratio and mlgve constraints such as rotor

blade stress/strain, rotor induced vibration or mmaxn Ct/c (a measure of the average



rotor lift coefficient). Performance codes may \pde optimal lift and thrust sharing
ratios based on simplified power formulations, kadk the ability to capture control
moments, vibration, structural and aeroelastic taimgs, which are dominant factors in
rotorcraft flight operations, particularly if rot@peed varies over a wide range. To
capture these details, a force-based approaclousred that incorporates rotor equations
of motion and a trimmed solution. The general pcare when using the force-based
approach is to perform a number of trim analysisesa sweeping additional trim
variable(s) to produce carpet plots that give algical indication of the trim solution
space. This approach becomes less tractable asutheer of additional trim variables
grows beyond one or two, especially when compled lor vibration constraints are
involved. Therefore, a choice has to be made alwbigh control variables to ignore and
which ones to sweep, affecting the available trotutson space, and limiting the final
solution to one potentially suboptimal. A trim retl is desired that can remove the
ambiguity of such trim sweep trades, and provideyarous way to systematically find
the best possible trim solution achievable for¢befiguration. This thesis develops the
concept of optimal (or optimum) rotorcraft trim ¢lmgh the application of nonlinear
programming methods (NLP) and explores its appbtcatto advanced rotorcraft
configurations with complex, constrained trim smotspaces. The term optimal trim is
synonymous with optimum trim, that is to say thesruslefined objective function

minimum or maximum has been obtained.

f(x1.x2] "

SEEEE L YR

Figure 2: Convex, Constrained Trim Solution Space to Optimize

The thesis also develops methods for capturing specific types of constraints that

become important in the context of variable rojoeexd capability, namely autorotation



constraints and rotor structural constraints. dé&eelopment of the optimal trim method
and these two constraints removes the ambiguityntfed, constrained trim solution
space sweeps, and provides a rigorous method tensgscally find the best possible

trim solution achievable for a given configuration.

1.1 Rotorcraft Trim

A trim solution is a periodic solution for the s#tgoverning differential equations with
some unknown (control) parameters set such thatem get of constraints are satisfied.
The constraints typically require the residual é&r@and moments to vanish for some
steady flight condition. The trim solution is angortant aspect of rotorcraft analysis for
many reasons. The trim condition is required towate the net forces and moments on
the rotor required for vehicle performance. Theuaate calculation of trim is also
crucial for the determination of loads. Furtheremothe trim state affects the
determination of flight mechanics and handling dies since conventional stability
derivatives are related in a strong, nonlinear wayhe flight condition. Lastly, the
aeroelastic stability of rotorcraft is strongly lugnced by the trim settings. In fact, the
dynamic and aeroelastic stability, and the handtjoglities and control system design
are commonly analyzed by perturbing the system tath@uperiodic orbit corresponding
to the trim condition. In other words, the anadys based on the set of perturbation
equations which strongly depend on the periodiatgmi that is perturbed. Therefore an

inaccurate trim computation potentially undermittessvalidity of all these approaches.

1.1.1 Multidisciplinary Nature of Trim

The nature of rotorcraft flight yields a complexypltal interaction between the elastic
blades, the surrounding air mass and pilot commlts. The analysis of such a system
requires input from multiple disciplines, requiringmprehensive rotorcraft analysis tools
to be highly multidisciplinary. For example, ag thlade moves over one revolution, it
encounters transonic flow, reverse flow, stall amdteady effects including dynamic

stall. Large azimuthal variations in lift resutbi changes in dynamic pressure and



angle of attack. The trailing and shed vorticessileg the blade result in a non-uniform
wake. In addition to aerodynamic consideratior@orr blade structural dynamic
behavior contributes to the system response. otw blade is slender and undergoes
significant elastic deformation, requiring beam athes that accurately model large
deflections. Strong structural nonlinearities sashCoriolis forces and radial shortening
make the problem highly nonlinear. Finally, thecatastic system results in a set of
average forces that must be modified by the phobugh available controls to yield a
desired average flight condition. The complexrattion of these elements is illustrated
in Figure 3. To reach a trimmed condition, som&irde value of the aircraft attitude and
(average) forces and moments are required to ntekaitcraft fly in a steady (periodic)
way; thus, rotorcraft trim implies a periodic dynansolution to a system of nonlinear
differential equations with unknown control paraerst Therefore, the problem of
finding a rotor trim solution involves both the calation of the periodic solution to the
system of nonlinear equations and a method to thedcontrol settings that achieve a

desired flight condition.
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Due to the highly multidisciplinary nature of thetarcraft analysis problem, formal

multidisciplinary design optimization (MDO) technigs have been used for various
aspects of rotorcraft design, including the optatian of: composite rotor blades, flight

mechanics and handling qualities, aeromechaniahllgy etc. A comprehensive survey

of recent developments in rotorcraft design optatian is presented in [6 ]. Regarding
the use of MDO techniques to rotorcraft, referefick states that the predictions of

optimization studies are suspect because of ther)poedictive capability of aeroelastic

analyses. On the other hand, the author alsogourtthat in experiments conducted to
verify optimization results, a reduction in the ided objective function (such as

vibration) has always been found. Therefore, altjino aeroelastic analyses may not
accurately predict the absolute values of quastgigch as airloads and vibration, they do
capture the essential physics of the problem; foexethe relative changes in the design
between the baseline and the optimum design mamdre reliable than the absolute

values themselves. The scope of this thesis coadiie methodology to achieve an
optimal trim solution and does not concern absohteuracy of the aerodynamic or

structural math models, though accuracy ultimatellyaffect the trim solution.

1.1.2 Governing Equations

A convenient form of the trim formulation is a sétequations that represent the various

model degrees of freedom as states. The genenaltherefore becomes

% = f(x,X,,4) bu=1,2,...K 11
n=12,...N
| =1,2,...L

0=F,(x;,X,,4) 0=1,.2,..0 L

where x, are the statesX, are the controls, antlare the internal forces associated with

the multi-body formulations. The internal force® dagrange multipliers which arise
from constraints in the multi-body formulation, aBduation 1.2 represents the internal

force balance that must be satisfied at each tbema.s The Lagrange multipliers can be
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algebraically eliminated from the formulation anck anot included in the remaining
formulations. The number of states depends orfitledity of the model and typically
includes displacements, rotations, velocities, &rgwelocities and control states.
Additional states can be added for more complexressgmtations of engines,
aerodynamics and structural dynamics in the contextmodern comprehensive
formulations when they are governed by differergi@lations. Engine states can include
temperatures, pressures and other thermodynampeies. For aerodynamic models,
both local two-dimensional aerodynamic represemmnati and global rotor inflow
problems have been cast in efficient and conciate stpace forms. Finally, flexible
components such as rotor blades can be spatialtyadized to obtain governing ordinary
differential-algebraic equations where degreesreédom associated with the nodes of

the spatial grids or modal amplitudes and theietaerivatives are states.

Equations 1.1 and 1.2 are a completely generalrigéien of rotorcraft equations that
can accommodate first-order forms, second-ordengoimplicit forms, explicit forms,
displacement versions, and multi body versions.es€hequations have a solution that

depends on the initial conditiomg0) and on the control parametexXs,. The X, are any

unknown parameters that appear in the equations daa be treated as invariant
throughout the period. For example, primary cyolihigher harmonic (HH) cyclic may
be included as controls in the physical systeme dttual control angular displacement
values going into the swash plate or individualdelachange with time. The time
invariant control parameters would be the fundawmideat n-per-rev (for HH control)
coefficients of the control Fourier expansion. Foe trim problem, these parameter
values are chosen so as to satisfy the trim cantgtraThese trim control parameters can
include, in addition to direct pilot controls, urdwn linear and angular velocities, body

positions or other constant parameters that aréunctions of time.

1.1.3 Periodicity Conditions

In a trimmed condition the response of all theestatill be harmonic. That is to say after

one completion of the system period, the statasegalill equal their initial conditions



X (T)=x(0) 13

where T is the period. For various conditions of interesime states have average
velocities that are not zero, and therefore arestrattly periodic. For example, in climb
the hub will have a velocity such that the positsdate will grow with time with respect
to the inertial frame. Therefore, the periodic @itions can be formulated in the more

generalized following way:
X(T)=x0)+z(X,) 14

wherez are the differences between the ‘quasi-periodetes at the beginning and end

of one period. The are written as possible functions of the contrglsbecause the

guasi-periodic velocities and angular velocities ba sometimes be unknown parameters.

If the state does not change with time, tdn zero.

1.1.4 Trim Conditions and Constraints

One of the basic concepts of trim is that the wontrol parameters must be constant, i.e.

The quantities to be trimmed, that is to say thangjties driven to a particular value (the
trim target value), may include forces, moments digpplacements and can always be
written in terms of the states. Thus, a quantiat is to be trimmed can be expressed as

ﬁm(xj ,X.), whereh represents the instantaneous valiig,the average over the period.
However, in some cases the trimmed quantity maydeca value at one point during the
period, expressed d],;n(xj,xn). An example may include the blade flap anglerat a

azimuthal location. Therefore a general formulafior the trim conditions is

17 ;
hm :?J-o hm(xj’xn)dt+hm(xi’xn) o



whereh,, is the desired value. In this way the trimmeddyeflight condition can be

defined by specifying desired values for the owgmitthe system.

A time variant system that is periodic can be tir@msed from the time domain to the
frequency domain using the Fourier Transform, wharmerical iterative or nonlinear
programming methods can be utilized on the systébhe primary frequency of the
system is the period, which is generally known. erBfore, the frequency domain
information of interest in the trim problem is ntte frequency content, rather the
average value of the trim targets” (Barmonic), which is precisely the quantity that is
generated from 1.6. One of the oldest rotorcraft techniques, discussed in Chapter 2,
is the Harmonic Balance method, and is essentaftyuncated version of the Fourier
series expansion of the system. Similar to otfersformations such as the Laplace and
Z transforms, the representation of the criticaintinformation through the Fourier
Transform is simplified.

1.2 Optimal Trim

There exist certain conditions for a system to riamable, a primary condition being
that the number of control$l, be at least as great as the number of constrain{s].
Given that a trim solution exists (it is physicaligalizable), the trim constraints will
always be able to be satisfied when the numbepofrols is equal to or greater than the
number of constraints. If the number of contralequal to the number of constraints,

M, =N, , and a trim solution exists, the trim constraimtgplicitly define the trim
controls, and the solution is generally (thoughmetessarily) unique. When the number
of controls is greater than the number of constsaiy, > M, , then the system has an

infinite number of solutions and the possibility toinming an additional quantity to a

maximum or minimum value becomes possible, i.eo@mal trim solution.

Reference [1] gives a formulation for the optimamt problem and qualitatively
discusses the implications of such. The formutatitilizes the calculus of variations,

where a functional is minimized akin to time vatiaptimal control problems. The field
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of nonlinear mathematical programming (NLP) or pyptiation has been a rich area of
development for methods and techniques that seeknitomize or maximize real
functions for nonlinear (and linear) constrainedteyns. Typically NLP techniques are
applied to time invariant systems. However, beedhs trimmed system is by definition
periodic, the transformation of the states fromtihee domain to the frequency domain
allows the system to be treated as quasi time i@vear Also, by definition the trim
control parameters are not functions of time agedtan equation 1.5. Therefore, the
methods of mathematical programming can be utilmedhe optimal trim problem. The
application of these methods to the rotorcraft tpnoblem has heretofore not been
developed to any appreciable extent and holds @rfor complex non-unique trim

solution problems typified by advanced rotorcrafbfigurations.

1.2.1 Optimal Trim Formulation

The general problem of nonlinear constrained op@ton is presented mathematically
as follows:

Minimizee  F(X) X =[12...N]" 17
Subjectto:  g,(X)< 0 p=12..P 18
hm(X):O m=12...M 19
X, X, <X, N=12..N 110

The trim control parameter¥ are the quantities that are varied to reach thenmim

objective function in 1.7. Next, equation 1.8lit& inequality constraints, followed by
equality constraints in equation 1.9. Finally, #ide constraints, or the limits of the
control parameters are listed in equation 1.10e &m problem is characterized by a
number of equality constraints as stated in 1.6;nhmber of trim constraints equals the
number of trim control parameters. This poses sdmaé of a challenge because many
optimization techniques experience difficulty hanglequality constraints. Therefore a

consideration in choosing an optimization technidoe trim problem is to utilize a
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method that is able to handle a number of equaliystraints, as well as inequality

constraints.

1.2.2 Nonlinear Programming Methods

The area of nonlinear programming (NLP), also comimoeferred to as optimization,

involves automated computer algorithms that systieally probe a mathematical model
to find the best solution as defined by the ugdl NLP methods generally fall under one
of two categories, functional comparison or geoimetAs the name suggests, functional
comparison methods explore a broad swath of thetisol space based on functional
values and have the capability to find global optins. Functional comparison methods
typically require a large number of function called are therefore best suited to
computationally inexpensive problems. Geometricthoés seek to find a local

minimum based on the first or second derivativeh& objective with respect to the

variables. Geometric methods are based on thexwig iterative scheme:
X = Xk + sk, k=012.. 1.11

wherek is the iteration numbeX , is the design variable vector at tHeiteration (k=0 is
the initial design)s® is a search direction vector, adds the step size which varies
among the many different methods. Geometric methaede better suited to
computationally more expensive problems such asdtercraft trim problem. While
geometric methods are limited to local minimumsis thmitation is not seen as
significant for rotorcraft problems with performandriven solution spaces. Therefore,

emphasis is placed on geometric NLP methods foopitienal trim problem.

1.2.3 Optimal Trim Constraints

The design and operation of rotorcraft are charaeté by a number of constraints,
including power, weight, aeroelastic stability, nitbon and loads (not to be confused
with trim equality constraints defined in sectiod.2). Dynamic loads and subsequently

stress/strain values are of supreme importanceubecthey determine the safe life of
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dynamic components, particularly the rotor bladeicstire. Rotor blade stress/strain
constraints can become important in optimal trimalgsis, particularly with respect to
configurations where the rotor speed operates avirge range. Both the Optimal
Speed Helicopter and Slowed Rotor Compound, shawhigure 1 respectively, have
stiff-inplane and stiff flapwise rotor systems, winiexperience higher loads than the soft-
inplane articulated or bearingless type [8]. Imsoreactionless modes, the rotor blade
stresses and strains can become critical withoytiragication in the fixed system. The
blade stress/strain values must not exceed allevahlues and the stress/strain values
themselves become constraints. However, the datation of rotor blade stress/strain
values during the trim process is non-trivial dwe the fact that the rotor blade
representation in dynamic/aeroelastic models iscaly a 1-D beam that does not
contain stress/strain granularity. This thesisenés a novel way to compute the actual
blade stresses and strains in the trim analysisuéihzes the capability to constrain the

trim solution such that it does not violate spedfstress/strain limits.

A second constraint to be investigated in this ithés the condition of autorotation.
Autorotation is a condition where the power readite turn a rotor for lift is extracted
from the freestream; not directly from the enginkhis operational state provides some
advantages to advanced rotorcraft configurationsrevttarge rotor speed variations are
conducted in the flight operations; i.e. the comjties of multiple speed transmissions
can be completely avoided. However, the numegoahputation of the specific rotor
speed at which the correct power extraction from fteestream occurs presents a
challenge for conventional trim methods. This th@sesents and applies a novel method
to capture the varying rotor speed in the trim aptdmal trim analysis by treating the
rotor speed as a trim control parameter and canstgathe shaft torque to vanish in the

final solution.

1.2.4 Optimal Rotorcraft Trim Considerations

The ultimate goal of an optimal trim solution is ¢gmide the designer and controls

engineer to the best way to fly a vehicle. Thetadnof modern flight vehicles is
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supplemented to various degrees by flight contomhguters. The insights gained from
the trim solution can be applied to the developnadritontrol laws for automatic flight
control systems and in some cases may drive a aostiution. In practice, the
implementation of a vehicle control system thati@ats the optimal trim condition may
not be practical. For example, information thahvsilable for each state in a modeling
environment may not be available in flight, therefonformation that determines an
exact optimal trim solution may not be availablddowever, valuable insight can
nevertheless be gained by understanding what sldesand what factors contribute the
most to achieve that state. Also when trim sofutgpaces are mapped out through
parametric sweeps, one or more variables can beniaptd to show the trends for a

reduced, optimal solution space.

1.3 Objectives and Scope of Work

An objective of this thesis is to apply a NLP meththat is suited for the
multidisciplinary rotorcraft trim problem to optize performance when the number of
trim control parameters exceeds the trim conssayglding non-unique trim solutions.
The goal is to have the optimizer handle all thast@ints directly, including trim
constraints. To this end, a brief review of NLPthogls will be conducted with emphasis
on the characteristics that best allow applicatethe trim class of problem. The object
is not to develop or modify any NLP method furtkigan its current capabilities, rather to
utilize its capabilities in application to the apal trim problem. As part of this objective,
a selected NLP method is integrated into a val@lateorcraft comprehensive program,
RCAS [9]. Typically, a stand alone optimizatiordeas interfaced with an analysis code
to probe the solution space of the analysis cober the problem of trim, an external
optimizer becomes inefficient because much of tiiermation internal to the analysis
that can be used to improve the optimization efficy can not easily be passed to the
optimizer [29]. Therefore a contribution of thi®kk is the selection and implementation
of an NLP optimization method into an integratedItidisciplinary rotorcraft analysis

native environment for routine optimal trim anad/si
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A second objective of this work is to contributethe sparse literature in computational
methods for variable rotor speed in autorotatidingtht. Analytical techniques that allow
for determination of rotor speed in autorotatioquiee further development. EXxisting
rotor trim methods require a priori knowledge oforospeed and do not allow the rotor
speed to vary with flight conditions. Thereforepther contribution of this work is the
development and validation of a novel method tHimwa for determination of rotor

speed in steady-state autorotation.

A third objective of this thesis is to capture mobdade stresses and strains for accurate,
computationally inexpensive feedback in optimahtanalysis. Rotorcraft dynamics is a
multidisciplinary field, consisting of the usualr@iituents associated with aeroelasticity,
i.e. structures, dynamics, and aerodynamics. TWNmardicist is usually after stability,
blade and rotor loads, and vibration (forced respdnbut not stress/strain in the blades.
The latter are usually the responsibility of theistures group and require a different set
of tools to obtain, i.e. FEA. For certain dynancmnditions, specifically where rotor
speed operates over a wide range, it becomes iamidd include rotor blade stress/strain
values in the dynamic trim analysis. This thesisspnts a novel method of capturing
rotor cross-sectional stress and strain via aficati neural network surrogate to provide
accurate, computationally inexpensive structuradlanformation that can be used for

trim constraint determination.

A final objective of this thesis is to apply thetiopal trim method with variable rotor
speed autorotation and rotor blade stress/stramstiints to a real multidisciplinary
rotorcraft trim problem that has non-unique trimusons. This application of optimal

trim will demonstrate its usefulness and demonstiiae novel analytical capabilities.

1.4 Research Questions and Hypotheses

In light of the scope of work presented, the folilogvresearch questions and hypotheses
are posed:
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1.4.1 Primary Resear ch Question and Hypothesis

Question: What is the best way to fly an advdnogorcraft configuration to maximize
performance when it has constrained, non-unique solutions (one that

has more trim control parameters than flight cansts) in steady flight?

Hypothesis:An optimal trim solution can be systematically rfduthrough the use of

nonlinear mathematical programming methods.

1.4.2 Supporting Question and Hypothesis No. 1

Question: How can variable rotor speed be modepdcifically for variable speed
autorotation, in the context of comprehensive tmethods that require rotor

speed to be specified a priori?

HypothesisThe rotor speed treated as a trim control parametgirallow variable rotor

speed trim solutions.

1.4.3 Supporting Question and Hypothesis No. 2

Question: How can rotor blade stresses and stkamrecovered in a timely and accurate

manner such that they provide trim solution strraitaonstraints?
Hypothesis: a) A good approximation of the stress and stmaiar a cross-section can be
realized by through a surrogate model as a funcbbthe 1-D beam loads

(three forces and three moments) for the crossesect

b) Surrogate stress and strain can be computed svghificantly less time

and in a convenient form to be used during the @eiic trim optimization.
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CHAPTER 2
LITERATURE REVIEW

This chapter contains a review of literature relgtio the major contribution areas of this
thesis. First, a review of general trim methodgrissented. Then a review of research
relating to the optimization of trim solutions rluded. In the trim optimization review,
the general types of NLP methods are covered, sp#tific emphasis on the generalized
reduced gradient (GRG) method. Next a review tefrditure relating to variable rotor
speed autorotation is presented. Finally, a suofeyethods for rotor blade stress/strain

recovery is presented.

2.1 Rotorcraft Trim Methods

As stated in section 1.1.2 through 1.1.4, the mnobof finding a trim solution involves
computing solutions for 1) the differential equaso(including implicit equations), 2)
(quasi) periodicity conditions and 3) trim congtitai Therefore any trim technique must
address each aspect of these categories. Theosoltethod for the differential
equations is typically some version of the methédveighted residuals that uses trial
functions as approximations and forms a residuak éunctional. Two methods to solve

the differential equations are marching throughetand temporal finite elements.

Solution methods must satisfy the periodicity ctinds and include three basic types.
The first type is simply time marching or applyirigite elements in time on the

equations of motion until the transients decay.e $hcond type is enforced periodicity
by assembly, where the solution and periodicitysaiged in parallel. Harmonic balance
is an example of an enforced periodicity solutieahhique. The third type of solution
technique is based on (Floquet) transition matrethuds, where there is iteration on
initial conditions and the solution and equatioms solved sequentially or in parallel.

Periodic shooting is an example of a transitionrmahethod [10].
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The methods used to adjust the control settingeed@h a trim solution can also be
classified into three basic types: 1) closed-foarté-balance equations that can be used
as constraint equations to be solved in paralléh wiher equations, 2) Newton-Raphson
iteration, 3) closed loop control law driving thentrol variables to a state that reduces
the trim error signal. The solution methods fa¥ thm control require a Jacobian of the
trim constraint error due to perturbations in thentcontrols. The following sections

summarize trim techniques and their developmettierliterature.

2.1.1 Direct Numerical I ntegration

A method commonly used to compute the periodic tsmufor computer simulation
models is the direct numerical integration of tiqeaions of motion [11,12]. From some
initial control parameter value set, the equatians integrated through time until all
transients have decayed. Once the periodic solusi achieved, a Newton-Raphson or
secant method is used to iterate on the contralts) @eration requiring the decay of all
transients. Through this iterative process theveoged trim solution is reached. For
stable systems with a large number of states ajypgoach can be quite efficient because
there is not iteration of the states or assemlbggases. However, if the system exhibits
one or more degrees of freedom with marginal dagjpime time required to assure all
transients have decayed becomes somewhat unkn®ystems exhibiting any instability
will grow, and the system will never converge, @eting a trim solution. In addition,
the method requires artificial springs to connéwt vehicle to ground for a free flight

trim convergence to prevent steady drifting.

2.1.2 Harmonic Balance

The harmonic balance trim method is perhaps onhefbldest techniques available to
obtain the forced response of nonlinear differéreguations with periodic coefficients.
The basic notion of the harmonic balance methothad periodic functions may be
represented by a Fourier series. The periodictimmds then defined explicitly by the
Fourier coefficients. Johnson discusses two atera methods by which harmonic

balance is employed [13]. One method, referredasothe substitutional method,
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represents each degree of freedom explicity as Muth order Fourier series
representation. The Fourier expansions and subséqgequired derivatives are then
substituted into the equations of motion. The ficehts of each sine and cosine
harmonic are collected and equated to their cooredipg sine and cosine periodic
aerodynamic forcing harmonic. The result is acdeé¥l + 1 algebraic equations for the
harmonics for each of the blades generalized coates. The second method is similar
to the first with the exception that the operatmes applied numerically to the differential
equations of motion to obtain the harmonics. Th@hnique is therefore referred to as
the operational method. The substitutional andatfm:al methods result in the same set
of algebraic equations and both methods are neadgssaproximations since the Fourier
series representing each of the generalized casdinis truncated. The series is
truncated depending on the level of harmonic ftgelequired. For example, an
articulated rotor with rigid blades would only réguthe first harmonics. A hingeless
rotor with elastic blades would require a largepansion to capture motion above the
primary period. A primary advantage of the harnedmlance trim method compared to
time domain methods is its insensitivity to systestabilities; the method will reach a

trim solution even if eigenvalues with positive lreeamponents exist in the system.

Wheatley is one of the first researchers to emgiagmonic balance trim to rotorcraft
analysis, specifically to find the trim solution gogyroplane rotor in autorotation [47].
Gessow and Myers utilize the method to presentased form solution for rigid
articulated helicopter blade motion [14]. Thiseaypf solution is convenient for simple
flap articulated blade models. However, for mosenplex models that have numerous,
nonlinear coupled degrees of freedom, the reprasentof each degree of freedom by as
few as two Fourier coefficients creates an algebiBi cumbersome challenge in
managing the harmonic terms. Therefore Petersmégtethe method by developing a
matrix formulation to enable improved efficiencytire analysis of larger systems having
many coupled degrees of freedom [15]. When harmbalance is used to find the states,
the controls can be found in parallel by additidraogmented equations. The unknown
trim settings are treated as additional harmortied tan easily be added to the set of

algebraic unknowns formed by the unknown harmonitse complete set of unknowns
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may then be solved in a variety of iterative tegues. Eipe extended the method to
include the trim variables in the system of equetiand developed an iterative technique
to trim to a desired condition [16]. The iteratitnethod was particularly useful for the
calculation of coupled rotor/body vibrations. Hoxeg the basic limitation of the method
still presents itself as extensive bookkeeping ireguas models grows to include more

degrees of freedom and harmonics.

2.1.3 Periodic Shooting

Periodic shooting is a method used to determinestietion to differential equations

with periodic coefficients. Periodic shooting ssed on linear system theory for periodic
systems. |Initially a sensitivity matrix is compdtéor all the states by perturbing each
state, one at a time, and time marching throughpemied. A vector of the sensitivity of

each perturbed state with respect to the otheestaimputed; all vectors adding to the
complete sensitivity matrix. The sensitivity matrs then used to directly compute the
forced solution. When applied to nonlinear systethe method requires iteration on
state initial conditions until the correct initiednditions are found that result in a periodic
solution. One of the primary benefits of the pditoshooting method is its insensitivity

to unstable degrees of freedom. For this reasim, &nalysis requiring aeroelastic

stability computation near or past stability boumeka is often performed utilizing the

periodic shooting method. Because the sensitmigyjrix is inverted each trim iteration,

the method cannot handle zero eigenvectors indigatity minus transition matrix.

Peters and lzandpanah introduce periodic shootgg aotorcraft trim method by
including the trim variables in the sensitivity mxatin addition to the states [17]. The
implementation of trimming with periodic shootingagninclude the controls to be varied
in parallel with the states or serially. Achar @donkar investigated serial and parallel
periodic shooting with optimally damped Newton dgons to determine sensitivity to
initial conditions [18]. The sequential method Ipasven in both theory and practice to
diverge in free flight and is therefore somewhatited. The parallel method was
actually found to be more computationally efficietitough more sensitive to the initial
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conditions. On the down side, periodic shootingy deecome prohibitively time
consuming for systems having over approximately diafes in the model. In addition,
some models contain hidden states that presentstiees in nonlinear regimes, and
become problematic for the method. For exampée-Wwake inflow models are not finite
state and are incompatible with periodic shootiRgters and Peters developed a discrete
control method that extends the capability of pdidoshooting to systems with large
number of states, including hidden states [19].is T& accomplished by a discrete-time
observer that gives an estimate of the statesydinal hidden states during each period.
A controller is applied to the original nonlineamsilation in that errors in each blade
passage are fed back to give discrete control d@saagd effectively drive the system to

trim.

2.1.4 Autopilot

Autopilot trim augments the system of equationshvaitcontrol law that closes the loop
between the trim control parameter values and ltgktfcondition. The controller flies
the system towards the desired trim condition astfuations are integrated through time.
In this formulation, trim is cast in the form off@edback control system. The advantage
to the autopilot trim scheme is that the complerityhe controller itself depends only on
the number of controls to trim; autopilot is veffi@ent for systems with a large number
of degrees of freedom. Therefore, high fidelitydals that incorporate a large number
finite-element elastic beams and sophisticateddysi@mics become too large for some
other trim methods and are best suited for autat ilm. Since autopilot trim is based
on directly integrating the equations of motiontime, the method is susceptible to
system instabilities, similar to direct numericategration. Therefore any system that
has insufficient damping is ill-suited for autopilsim. In addition, the control laws
exhibit their own dynamic behavior, independenthaf rotorcraft system and can lead to
instability. Because the controller changes theadyics of the system, it cannot be used

for flight mechanics analysis.
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The control law is typically a set of dynamic eqoas coupled with those of the system.
The equations are formulated with gains set byuler to determine the rate at which the
error is eliminated. The actual feedback signal toabe filtered through equation 1.6 to
remove the periodic nature of the system. In a&ddithigher order filters typically have
to be added to suppress high-frequency oscillatiortee error signal; only the average
error signal is to be driven to zero based on titeeeperiod. The correct setting of the
gain and filter values often require a trial ancbetuning phase. This phase can be time
consuming and is optimal for the specific advaraterand rotorcraft configuration for
which the tuning occurs. Moving away from the dtind often provides sub-optimal

trim performance in terms of the trim time.

The autopilot trim method was developed and intceduby Peters, Kim and Chen [20].
Peters, Bayly and Li extended that work to develdyybrid autopilot method [21] which
combined the advantages of the periodic shootinthode the auto-pilot method and the
discrete auto-pilot method. The hybrid method pobvo overcome the inefficiency of
the periodic shooting method for vary large systemd the instability of the auto-pilot

system when the system is neutrally stable (sudreadlight) or unstable.

2.1.5 Neural Net Function Approximation

Recent research in trim methods has utilized adwanno adaptive neural networks
(ANN) to model the plant dynamics. Neural netwogte Gaussian processes which,
through the process of ‘training’ can be conditibrie closely approximate nonlinear
dynamic behavior. The main application of neurtiworks is approximating equations
of motion for the process to be controlled whenfthreetional forms are poorly known or
the functional form is prohibitively computationallemanding. This is particularly the
case for flight mechanics/control applications, wehansteady aerodynamic and elastic
rotor effects affect flight qualities. Enns and d&iveloped a ANN based method to
achieve trimmed flight of an Apache helicopter mo@2]. The method consisted of
training a neural network to capture the four conimputs and two body angles (holding
yaw constant) as a function of multiple input pagtens such as airspeed, weight, etc.
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The relatively simple method was effective in caipty beginning trim states for flight
mechanic maneuvers. Riviello developed a trim wethased on nonlinear model
predictive control, augmented by adaptive neur&meints [23]. The predictive
controller predicts the behavior of the plant (rptbased on a reduced model and
determines the control actions necessary to regute plant by solving an optimal
control problem. For the rotor trim applicatiohetreduced plant was a simple rotor with
blade element quasi-steady aerodynamics and uniiioilow. The simple model was
however augmented by an adaptive neural netwonkeilato capture the differences in
key parameters between the simple and a more campisteady, aeroelastic model
subject to the same conditions. The method shgseaiise on an isolated, wind-tunnel

type of rotor with no requirement to tune constamtgains, as required in autopilot trim.

2.2 Trim Optimization

2.2.1 Previous Applications

Peters and Barwey’s treatise on the theory of co#dir trim [1] touches on all aspects of
trim including optimal trim. They recognize thathen the number of trim control
parameters exceeds the number of trim constraansystem has an infinite number of
solutions, opening the possibility of maximizingromimizing some additional quantity.
The authors develop a formulation for trim optintiaa based on the calculus of
variations, where a functional is minimized, resgitin a method akin to optimal control.
The method is applied to a simple helicopter madehinimize the hover power in two
separate cases. The first uses yaw angle as emizgiton variable, and the second uses
rotor speed. In both cases a minimum was obtam#dimprovements over the baseline

condition.

Other researchers have applied modern nonlineggrgamoming techniques to optimize
some aspect of the rotorcraft flight through thientsolution. Jacob and Lehmann
coupled an NLP optimization code with a dynamioranodel to investigate vibration
reduction through higher harmonic control of adigilade rotor, an elastic blade rotor,

and an active twist rotor configuration [24]. Theymputed the vibration response based

22



on a frequency domain formulation, which enablesl ¢bntrol problem to be treated as
time invariant. Parameters controlled to redud®ation included 3/rev, 4/rev and 5/rev
cyclic and time dependent twist of the rotor bladeSther researchers have utilized
various open and closed loop control techniquesmiaimize vibration based on
frequency domain (periodic trim) solutions [25, 26Active control of vibration has
received much attention in the literature, a dethileview of the extensive work in this
area is beyond the scope of this work. Howevarpmprehensive review is given by
Friedmann and Millot [27].

Ormiston [28] investigates the induced power obrsin forward flight with several trim
variables to minimize the non-uniform induced powelative to the ideal (uniform
inflow) induced power. He points out that the trmondition including collective pitch,
shaft angle and (active) blade twist define theidasptimization problem for
conventional one per rev cyclic control. An exiengo the basic optimization is Higher
Harmonic Control (HHC) which has the potential igngicantly reduce induced power
beyond that obtained with basic controls, partidulat high advance ratios. An induced
power minimization study was investigated of adwaratios from 0 through 1.4 using a
simple optimization algorithm coupled with RCASryiag amplitude, phase and higher
harmonics of 1P, 2P, 3P and 4P. His results weegdasting in two regards with respect
to optimal trim. First the simple optimization alghm quite robustly reduced the
induced power from the baseline condition. Secdahd,trim solution bifurcated with
two separate rotor loading modes, indicating midtifsim modes for a given flight
condition. Cheng and Celi also investigate imptbregor performance through optimum
higher harmonic inputs [29]. They also used foriN&P methods to minimize rotor
power with 2 per rev variation. Their study iseirgsting because they tried to couple the
rotor model directly to the optimizer, bypassing timternal trim routine. In their
formulation, they had 29 equality constraints, éfresented the aircraft trim conditions,
4 for the inflow equations, and 14 for the mainorogquations. The optimizer was a
commercial code and the technique applied was thhod of feasible directions. The
numerical formulation proved to be extremely poad a&onvergence was slow, often

terminating due to lack of progress without reagha minimum. The large scale
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optimization was abandoned and the problem refatadl as an unconstrained
minimization of just the higher harmonic controlsThus the trim procedure was
decoupled from the optimization, and was executadelvery set of design variable
values generated by the optimizer.

2.2.2 Nonlinear Programming Methods

Most engineering problems, including the rotorcrgdtimal trim problem, are nonlinear.
Nonlinear programming has developed into a matetd 6f research with many types of
solution methods. Nonlinear methods can genefalycategorized as Newton, quasi-
Newton, conjugate gradient and functional comparis@thods [30]. With the exception
of functional comparison methods which are logiedllmethods are geometric, meaning
they use first or second derivative information tbe variable space. There are
essentially six types of methods to solve nonline@rstrained optimization problems.
Two of these methods are successive, linear andrgti@programming. The other four
convert the constrained problem into an unconstdhirproblem and apply an
unconstrained search procedure. These four typespenalty or barrier functions
methods, the augmented Lagrangian functions, fleeagirections, and generalized
reduced gradients (GRG). The classification of yndhP methods is given in Figure 4.
The feasible direction method, penalty function metand functional comparison class
of methods are not inherently suited for the numgrequality constraints found in trim
problems. The successive linear programming metbaa be used for nonlinear

problems but has certain restrictions that limiisefulness depending on the problem.

For small to medium sized nonlinear constrainedlgms, studies have concluded that
the generalized reduced gradient (GRG) and se@leqiadratic programming (SQP)
methods are the most robust and efficient [31, 32f.these two methods, SQP typically
yields a lower number of total function calls toiee at a minimum solution due to its
guasi-Newton superlinear convergence charactesist®QP methods are an active area
of research and the method’s success often depemdbe type of SQP algorithm
employed and problem specifics. The GRG methodtiadenefit of interim solution
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feasibility, meaning that all constraints are niebtighout the search process; SQP only
produces a feasible solution at completion. Fnale GRG method has a structure that
is similar to the many trim algorithm structuresttiise Newton’s method for constraint
satisfaction. Therefore, this thesis will use tB&G optimization technique for

application to optimal rotorcraft trim.

Nonlinear Programming

Methods

Functional Comparison Geometric

Unconstrained Conversion Successive Programming

[ I I ]

1 1 1 T
Feasible Penalty Augmented ||Generalized Reduce uccessive Quadratic|| Successive Linear
Directions Function Lagrangian Gradient (GRG) Programming (SQP) Programming

Not well conditioned for Most robust and efficient Limited application to

numerous equality constraints nonlinear problems

Figure4: NLP Method Classification

2.2.2.1 Reduced Gradient Method

The concept of the reduced gradient is most ofteibated to Wolfe [33,34] as a means
for solving the nonlinear programming problem sabje linear constraints. In his work
Wolfe first presented the concept of dividing thesign variables into two classes:
dependent variables, and independent variables.thédsiames imply, the independent
variables become the decision variables and depéndmriables are slaves to the
decision variables, used only to satisfy the camsts. The number of dependent
variables, therefore, must equal the number of tcaimés. The reduced gradient is the
rate of change of the objective function with regpe the decision variables with the
dependent variables adjusted to maintain feasibideometrically, the reduced gradient
can be described as a projection of the origiNatlimensional gradient onto th®
dimensional feasible region described by the inddpet variables. Hence, the reduced

gradient can be used in the same manner as thgradient to search for a minimum
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objective in the reduced space. Therefore, anrddga of the GRG method is the

reduction of the problem dimension due to variaieination.

2.2.2.2 Generalized M ethod

Adabie and Carpentier [35] extended the reducedigmé method to accommodate
nonlinear constraints. The word “generalized nsluded to underscore the presence of
nonlinear constraints. When the constraints areali, the state variable adjustment is
given by the linear projection onto the dependeariable feasible space. However,
when the constraints are nonlinear, the dependariables must be adjusted by a
nonlinear technique during each line search stepestore feasibility. Adabie and
Carpentier employed the Newton-Raphson (N-R) mettmdeadjust the dependent
variables to satisfy the constraints. One of teéinthg characteristics of the GRG
method is that at any point in the search algorjttiva solution is always feasible, that is

to say all the constraints are satisfied.

Large-scale nonlinear programming problems oftemehaany linear constraints with
sparse structures. Gabriele [36] applied the GR&hod to large scale structural
optimization problems and used sparse solvers éendipendent variable solution to
significantly increase the method efficiency. hinsttype of application, the GRG method
is extremely efficient. Because one or more systémonlinear equations have to be
solved in the GRG method, its computation costigh lif the matrix is not sparse and

without special structures for large-scale problems

2.2.2.3 Hybrid Method

Parkinson and Wilson [37] developed a hybrid mettinad incorporates elements of both
the GRG method and Sequential Quadratic Programi$@P). The hybrid method
uses a quadratic programming (QP) sub-problemeaasof the reduced gradient, to
determine the search direction and initial stepe.sizAt each step along the search
direction the constraints are satisfied throughNRB method. The advantages of using
the QP search direction are 1) an initial step siae computed in addition to the search
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direction and 2) variable metric, or quasi-Newtortihods could be used to more
efficiently determine the search direction baseg@vious searches. GRG optimization
algorithms re-classify variables as dependent dependent before each line search to
avoid singularities in the constraint Jacobian dadgeneracy of the constraint variables.
When the set of independent and dependent variahkesge from iteration to iteration,

any update information associated with independariables is lost. Because the SQP
direction involves no partitioning, it is free frothis problem. The hybrid method

compared favorably to the SQP method in efficielyey,had the significant advantage of

solution feasibility at every point in the searcbgess.

2.3 Variable Rotor speed Autorotation

2.3.1 Background

Autorotation can be defined as a self-sustainedtioot of the rotor without the
application of any shaft torque, i.e. the net sharftjue, Q = 0. Under these conditions
the power to drive the rotor comes from the relaawu stream, which is directed upward
through the rotor [38]. Autorotation is commonlged in the context of helicopter
emergency engine-out procedures where rotor posvexcéhanged for aircraft potential
energy, i.e. altitude [14]. However, autorotatiwas originally used in the context of a
sustained mode of flight for the first practicajifig rotorcraft, the autogiro [39]. The
autogiro or gyroplane tilts the rotor aft and powsemdirectly supplied by the aircraft’s
propulsion system to overcome the rotor drag. feigb shows the upward airflow
through a rotor in autorotation compared to the mward airflow of powered helicopter

rotor.

In the fully established autorotative state, theoraspeed will self adjust until a zero
torque equilibrium is obtained; the rotor naturafigeks to find its own equilibrium
angular velocity to any changing flight conditionsThe change in rotor speed is
documented for different flight conditions. Schabws the rotor angular velocity trends
for two light gyroplanes that have a fixed collgetisetting [40]. The variation of rotor

angular velocity over the speed range for steadgl [Bight is approximately 18%. In

27



steady level turns where load factor increasesyv&istates angular velocity can increase
up to 120% that of level flight (fixed collectivg)1]. Finally, when used in combination
with a fixed wing (producing positive lift), an awbtating rotor tends to unload with the
resulting angular velocity decreasing; if offloaded much the rotor speed can decay to
dangerously low values (for a rotor that reliescentrifugal force for equilibrium force
balance) [42].

Lift Resultant

A force
> . on rotor
Flow is upward
—> through the rotor
_,_.—“"'—/
Thrust from Net drag
propeller from rotor
_— & airframe
 J
Weight
a) Autogiro
Propulsion
from rotor
-
“L'ft
i
Rotor
thrust
Net drag
from rotor
& airframe
Flow is downward
through the rotor
Y
Weight

b) Helicopter

Figure5: Rotor Airflow Direction and Net For ces[38]

Rotor angular velocity has a significant influerae the net forces and moments of the
rotor and also the coupled body flight mechaniddcCormick found by numerical
analysis of a gyroplane rotor that power requiredlad be reduced by as much as 30% by
carefully setting the collective to minimize rotgpeed, compared to the same rotor with
constant speed [43]. Ward conducted flight maneut@ investigate loads of a rotor in
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both helicopter flight and autorotation [44]. Heserved a significant difference when
rotor rpm was not constrained, stating there wasdiaplete lack of buildup in blade
chordwise cyclic bending-moment amplitude during tmaneuver, even though an
aircraft angular velocity of 0.4 rad/sec was oladifi Finally, Houston found that
accurate flight mechanics analysis for rotorcraftautorotation requires the addition of
the variable rotor speed to capture the complgktlmechanics of a coupled rotor speed
and body dynamic system [45]. Houston states, “@biity of linearized models to
capture the essential behavior of the aircraftutom@tation may be compromised [with
constant rotor speed assumed] because large changetor speed will give rise to

significant changes in blade element in flow arayid therefore, angle of attack” [46].

A significant body of research, both analytical angerimental, was conducted in the
area of autorotation before and during WW 1l [48, 49, 50]. From that work an
understanding of steady-state autorotation was loped for the basic aerodynamic
phenomenon as well as operational consideratioR®cent rotorcraft developments
(within the last 30 years) in the basic fields efadynamics, structural dynamics, trim
and dynamic analysis have been developed for apicedpalmost exclusively to powered
rotor configurations. In certain circles, howeviirere has been growing interest in the
further understanding of autorotational flight forique applications. These applications
include: improved simulation models for emergenigtraining [51], safer recreational
aircraft [52], low flight speed capable unmannedahesehicles (UAVS) [53], low cost
VISTOL aircraft [54], and high speed military veleis [3].

2.3.2 Variable Rotor Speed Trim Methods

A few papers have addressed the issue of varialide speed in trim solution techniques.
Barwey and Peters considered the case of varyitoy speed to minimize power of a
hovering 6 DOF helicopter [1]. Their approach wasel in that it used rotor speed as
one of the unknown trim control parameters in aiqukc shooting approach. They

showed a parametric sweep of the rotor speed vgysugr for hover trim with an
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obvious minimum between two rpm extremes. Usingatimum trim method based on

the calculus of variations, they trimmed to thempin rotor speed.

McCormick also investigated the effects of rotoeegh on the performance of an isolated
gyroplane rotor [55]. He analyzed the effect thariable collective had on the
autorotative rotor speed. The technique used iy thee rpm is described as an “interval
halving technique” where rotor speed was adjustedfive the shaft torque to aero. This
appears to be a somewhat adhoc method, but wadiedféor the simple trim model to
find the rotor speed producing zero torque. McQokntoncluded in his study that a
gyroplane rotor can operate over a wide rangerofrad rotor speeds. “An appreciable
reduction in required power of an autogyro can bleieved by varying the collective
pitch with airspeed” to yield a minimum rotor spemhdition.

Finally, Morillo and Peters presented a methodritm &an explicit set of coupled rotor
equations for an unknown period with unsteady refmeed [56]. This approach uses a
harmonic balance method where space was treatine asdependent variable instead of
time. The purpose was to overcome problems in ttaditional harmonic balance
technique when the rotor speed is unsteady, unknowitoth. The research did not
investigate the performance effects of rotor spéetithe technique could be applicable
for autorotative trim, where the rotor speed regghifor zero shaft torque is unknown.

2.4 Rotor Blade Stress and Strain

Modern rotor blades are complex three-dimensiomahposite structures that often
utilize anisotropic lay-up schemes to tailor theada structural and aeroelastic
characteristics. Three-dimensional finite elemtathniques are capable of accurate
analysis of these designs, yet are impracticabims$ of computational cost for routine
rotorcraft structural analysis due to the completating, aerodynamically loaded

environment. However, rotor blades have one dimeanthat is much larger than the
other two and can be approximated as a 1-D beamplifying the mathematical

formulation compared to 3-D finite element techmisju Accurate beam approximations
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must ensure that the reduced 1-D strain energgusv/alent to that of the original 3-D
structure, including elastic couplings among thabgl deformations. Within the last 15
years, a large body of research has been devekopecrkate elastic beam models that
accurately capture the nonhomogenious, anisotrapically curved and twisted beams
that rotor blades are [57,58]. Hodges and his ck&rs have developed a framework
that utilizes the variational-asymptotic method (MA to decouple 3-D nonlinear
elasticity problems into 2-D linear cross-sectioanblysis and 1-D nonlinear beams as
illustrated in Figure 6 [59]. The method calcutatthe 3-D warping functions
asymptotically and finds the constitutive modeltloe 1-D nonlinear beam analysis. The
process is referred to as dimensional reductionhaiscbeen computer encoded into a tool

called Variational-Asymptotic Beam Section AnalyQiABS).

3-D Anisotropic 2-D Linear 1-D Nonlinear
Nonlinear Elasticity Cross-Section Beam Analysis

Figure 6: Rotor Blade Dimensional Reduction M ethod

An additional benefit of the VAM is information fno the 1-D beam analysis can be fed
back to the structural model from which 3-D fieldisplacement, stress and strain) can
be recovered using the 3-D warping functions, sepiré 7. VABS is capable of

capturing the trapeze and Vlasov effects, whichugeful for specific beam applications.
VABS is also able to calculate the 1-D sectiondfre&ss matrix with transverse shear
refinement for any initially twisted and curvedhomogeneous, anisotropic beam with
arbitrary geometry and material properties. The ttas been extensively correlated
against higher order finite element and experimastults for coupled mode, composite
beams. Correlation results show excellent pradictapabilities in terms of coupled
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displacements, modal frequency calculation and vereal stress/strain distributions
[60,61,62].

3-D Nonlinear
Anisotropic Theory

Warping Function 2-D linear Cross- CrOSS-Sect!onaI Mass
Theory Sectional Theory and Stiffness
3-D Loads 1-DMForces and
Recovery Theory oments

Cross-sectional 3-D
Stress & Strain

Figure7: Elementsand Input/Output of VABS

2.5 Chapter Summary

Literature concerning rotorcraft trim methods, ol trim and nonlinear optimization
techniques is summarized with concentration orgreeralized reduced gradient method.
In addition, literature relative to autorotationdamariable rotor speed trim has been
reviewed and summarized in this chapter. Finallyeview of rotor blade stress/strain
recovery utilizing VAM and specifically the tool VBS has been presented. This review
lays the foundation for the following chapters tolth on relative to the objectives of this
thesis.
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CHAPTER 3
GENERALIZED REDUCED GRADIENT OPTIMAL TRIM

In this chapter a theoretical discussion of theegalized reduced gradient (GRG) method
is given. The mathematical formulation of the GR®thod, the search direction and
optimality conditions are presented as part ofdiseussion. Next, the implementation of
the GRG method into an optimal trim algorithm iegented and discussed. The flow of
the algorithm and practical application consideradi are provided. Finally, the

implemented optimal trim method is validated with @ptimization problem where the

trim solution topography is known. The results tbé method are discussed and

evaluated in order to assess the accuracy of ttieoche

3.1 Mathematical Formulation

This section presents a concise description of &RG method as it has been
implemented in previous research. Only those bstsigs required for the reader to gain
an appreciation and understanding of the geneearyhare presented. The intent is to
lay the foundation needed to discuss the methodapmiication to the optimal trim

problem. Additional considerations beyond the ®&RG method are discussed when

applicable to the rotorcraft trim problem.

3.1.1 Reduced Gradient Deter mination

Recall the equality constrained nonlinear progranghmroblem given by

Minimize: F(X) X =[12...N]" 3.1
Subject to: h.(X)=0 m=12,...M 3.2
an SXnSXnu n=1)21"-N 33
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The basic concept of the GRG method is to conwereguality constrained problem into

an unconstrained problem and then utilize an uricangd search procedure. The

method requires the division of the variables itwo classes: dependent variabies,

and independent variabl¥s .

k)| O o
X, 09X, | OX,
Ry <] O of
X, 0%,y | Xy

34
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As the names imply, the independent variables bectme decision variables and
dependent variables are slaves to the decisiorahMad, used only to satisfy the

constraints. In the computation of the reducedligrd, the Jacobian of the constraints is

also partitioned with respect to the dependentiadependent variables:
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The differential of the objective function can betten as a function of the partitioned

gradients
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df =07 (X, )dX, +07 f(X,)dX, 3.8

where dX, and dX, are vectors of differential displacements in irefegent and

dependent variables respectively. Likewise thderbhtial of the constraints can be
written as function of the partitioned Jacobiansl @ifferential displacement vectors,
which by definition of this method is zero.

dh =J, dX, +J, dX, =0 3.9

Solving for the dependent variable differential mgp@ in terms of the independent

variables gives,
dX, =-J; I, dX, 3.10
which when substituted into Equation 3.5 and rewmyireg gives the reduced gradient,
O7 £(X,) =07 £(X,) =0 (Xp) It Iy, 311

The reduced gradient is the rate of change of Hjective function with respect to the
independent variables with the dependent variabidisisted to maintain feasibility.

Hence, the reduced gradient can be used in the semeer as the full gradient to search
for a minimum objective in the reduced space. Gatdoally, the reduced gradient can
be described as a projection of the origidalimensional gradient onto tisdimensional

feasible region described by the independent vimsab Changing the values of the
independent variables will force a change in th@ededent variables to maintain
feasibility, at least over small changes where dbmestraints are linear. For nonlinear
functions, changes in independent variable valmgmd finite values will cause the
linear approximation of the constraints to becomealid. Therefore, the dependent
variables must be adjusted by a nonlinear techniréng each line search step to

restore feasibility. The method most commonly eet is the Newton-Raphson (N-R)
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method to readjust the dependent variables to fgatiee constraints. The finite

adjustment of the dependent variables is given by
DX, ==J T 312

where r is the residual error vector of the constraints E;tdis the inverse of the

dependent Jacobian, already computed in Equatian 3Because the N-R method
requires a square Jacobian for inversion, the nummbdependent variables, ND, must

equal the number of equality constraints, M.

The implementation of the GRG method generally mteof a number of line search
steps in the (feasible) reduced gradient directieach step followed by a N-R
readjustment of the dependent variables to mairfeasibility. The GRG method is
sometimes referred to as the ‘saw-tooth’ or ‘hettising’ method due to the

readjustment of the dependent variables to satiEfyonstraints, see Figure 8.

step to improve objective

_—

— = path of algorithm

adjustment of dependent
variables to get back on
constraint

binding constraint

Figure 8: GRG Nonlinear Constraint Satisfaction

3.1.2 Inequality Constraints

The constrained nonlinear programming problem gibgrEquations 1.7 through 1.10
contains inequality constraints in addition to dgyaconstraints. The GRG method is
inherently set up to handle equality constrainterdfore inequality constraints are

converted to equality constraints by the followtrensformation.
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hM+j(X):gj(>z)_Sj =0 3.13

O<s; sw 3.14

The variabless are nonnegative slack variables added to the naiigset of design
variables. Hencd\ now represents the total number of independenaas plus the
slack variables used in 3.14. The paraméet) represents the total number of
constraints, equality and inequality. The constsaconsidered in 3.2 and 3.13 include
only functional constraints; variable bounds areitamed in 3.3 and are handled
separately.

GRG optimization methods in the literature use sheck variable method to handle
inequality constraints almost exclusively [34,33,3@he conversion of an inequality to
an equality constraint results in an additionaletefent variable. In some optimal trim
applications, the addition of certain variables tte dependent type creates N-R
convergence problems. This is the case for rqieed in some situations (one of which
is encountered in the example problem of Chapter @) this situation, inequality

constraints must be handled in a manner that de¢sreguire rotor speed to be
partitioned as a dependent variable. This cancbenaplished by treating the inequality

constraint as a penalty parameter to the objeessve
O(X,r,) = F(X)+r,P(X) 3.15

where F(X )is the original functiony, is a multiple scalar an®(X i§ an imposed

penalty. The form oP(X Varies depending on its type, but for the extefienalty

function method is

P(X) ={max0, g, (X)1} 3.16
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The formulation for the inequality constraint alwhe constraint to be satisfied and
rotor speed to remain partitioned as an independarable. Both slack variable and

exterior penalty function methods are applied ia thesis.

3.1.3 Search Direction

Once the (reduced) gradient has been determinésiuged to define a search direction
using any method that relies on gradients, sudtesepest descent, conjugate gradient or
guasi-Newton methods. The search direction in tgk is based, in part, on the
conjugate gradient method of Fletcher and Reevéd.[6The general optimization

iterative algorithm steps along the search directiccording to

XK = XK+ 4SSk, k=012... 3.17

where S is the search direction anil the step length. In the GRG method, each step
along the search direction is followed by a N-Rwagence of the dependent variables.
If the step size is too large, the system may moiverge due to nonlinearity in the
solution space; the convergence characteristitseoN-R method in any nonlinear space
are dependent on the initial values of the varghbled system nonlinearity. If the system
does not converge, the step size must be progedgsaduced [64]. Reference [37] uses
the term ‘radius of convergence’ to define the d&th beyond which the system will
not converge. The radius of convergence has aorianmt implication in the application
of optimal trim, namely that the step size can lwtarbitrarily large in the line search
portion of the algorithm. If the minimum point asrelatively large distance away from
the current point along the line search directtbie, minimum point must be approached

in steps of finite length, such that each stepamarverge from the previous point.

The radius of convergence depends on the nonliyesrthe local trim space topography
and typically varies with the values of the indegemt variables and is not known a priori.
In addition the radii of convergence of the indegnt variables are not equal in many

optimal trim applications, depending on the setimfependent variables. In practice,
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some radii of convergence are different by an oafemagnitude. Figure 9 illustrates
this problem by showing the radii of convergencd aomponent step-size magnitudes
for two independent variables. The step-size éXh direction is large, but its radius of

convergenceo, is small. On the other hand, the step-size indhelirection is small,
but the radius of convergengs,_ is large. If the composite search directi®is scaled

to the smallest radius of convergeneg, , the progress in directionXwould be much

smaller than could be, and may drive up the nundbdunction calls during the line

search.

Figure9: Trim Variable Radii of Convergence

A solution to this problem is to limit the step-sizomponent of each variable to the
radius of convergence. If the composite step m d¢karch direction maintains each
component within its respective radius of convepgerit is unmodified. However, if the
composite step in the search direction exceeds rcydar component radius of
convergence, that component is reduced to the gadfuconvergence. This search
direction is indicated a§ i Figure 9. This method requires a priori knaige of
radii of convergence for each independent variabl@ch must be determined through
user experience with the trim problem. This radfisonvergence modified, conjugate
gradient step direction method is used in the agitinim algorithm developed herein.
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3.1.4 Optimality Conditions
The minimum of an unconstrained nonlinear probleroucs when the elements of the

gradient vanish at the optimum polt: .
Of (X*) =0 3.18

The minimum of a constrained nonlinear problem egercomplex to determine and
requires the fulfillment of the Kuhn-Tucker condits, namely that the Lagrangian

vanishes,

— m — I —
OTF(X*%) + 24,079, (X% + Y. A,07h, (X*) =0 3.19
k=1

j=1

wherem is for all equality constraints anis only the active inequality constraints. The
reduced gradient is a projection of the independemtable gradient on the feasible
region defined by the dependent variables. Ifrddiced gradient is within some small
region close to zero it can be shown that poird ionstrained relative minimum that

approximates the Kuhn-Tucker conditions [65].

- ~ p ~ M .
O7 £(X,*) =07 (Xp*) + D A,07g,(Xp%) + D A, 07h (Xp*) =0 320
p=1 m=1

3.2 Optimal Trim Algorithm I mplementation

3.2.1 Implementation Considerations

There are some practical considerations that maistdalt with when implementing the
GRG method into a code. The issues include tladivelscale of the variables, the radius
of convergence, numerical noise and efficiencyamputing the sensitivity matrix. A

short discussion of each will provide insight irtee limitations that are present when

applied to the trim problem and the approaches ursts thesis.
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A desirable optimization problem formulation is dnewhich the order of the magnitude
of the variables are the same. Reference [30Judsss the importance of correctly
posing an optimization problem in terms of the tre&a scale, suggesting that the
magnitude of the components of the Hessian matagahals be the same. In practice it
is difficult to formulate all problems with variagdd of the same magnitude or scale
components relative to their Hessian diagonal \&aluk is suggested that a simpler yet
effective approach is to normalize each designabéei by itself. Therefore the scaling

array becomes

1 o0 0
X,
1 .
— 0 — :
D = |X2| . | . 321
o o . L
_ Xul]

The type of problems encountered in trim optimaatoften have variables of different
scale in terms of order of magnitude of the vagaldnd also in terms of the span of the
variable upper and lower limits. Therefore, thelgem has to be scaled for efficient
optimization. The implementation in this thesisatcomplished in the following way.
First, the user specifies the step size for eaclable, both dependent and independent,
that is used in the finite difference gradient comagion. The user therefore determines
the relative scale in setting up the step sizeceQhe gradient is computed, it is scaled by
the relative span of the independent variable upperlower limit ranges that have the

largest span.

Another consideration affecting the accuracy arftiehcy of the optimum location is
numerical noise. Numerical noise comes from sevdifferent sources including
computer rounding error and convergence criteribioise from convergence criterion is
the most significant in trim optimization problem$\Numerical trim simulations have

multiple levels of convergence including: numeridéferential equation solutions from
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one time step to the next, the periodic solutiotegination, the trim constraint
determination and the optimum solution determimatidhe criterion used to determine
the trim constraints is of particular concern. Tt¢mvergence accuracy of the trim
constraints by adjustment of the dependent trinmalabes must be less than the step size
used in the finite difference determination of teeluced gradient. If the convergence
criterion is too liberal, the magnitude or even #ign of the reduced gradient can have

components that are spurious, causing problentgitirte search procedure.

The N-R method requires the computation of the diisg) Jacobian matrix at each
iteration, Equation 3.12. For the typical forwandbackward finite difference method to
compute the Jacobian element derivatives, N funatalls are required. This approach
quickly becomes computationally expensive or eveahipitive, especially in the
application of optimal trim were a N-R iterationpsrformed at each line search step to
satisfy the trim constraints. Approaches have am®rised to decrease the number of
function calls. The first and most straightforwasdto use the same Jacobian for a
number of iterations. Eventually though, the Jaamolwill go ‘stale’ as the nonlinear trim
space topology changes, rendering the magnitudeven the sign of some of the
components inaccurate. A more advanced type ofoaph is to update the Jacobian
based on subsequent iterations, which is calledséoant method. One of the more
commonly used secant methods is Broyden’'s meth6§l [Bn this thesis, the former
method is used, where the user specifies the nuofoiéerations performed before the
Jacobian is recomputed. Additionally, the user gaecify a maximum step size, under
which the Jacobian is not recomputed. Near anmmyuti condition where the step sizes
are small and frequent, a single computation ofJdmobian is quite effective in reducing

the function calls, yet allowing the N-R iteratiaimsconverge.

3.2.2 Algorithm Description

The optimal trim algorithm uses several componerftssthe RCAS comprehensive
rotorcraft code trim algorithm, shown in Figure 10ith additional components to
compute the reduced gradient, search direction @aribrm the line searches. The
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algorithm components that implement the GRG optitmad method are shown in Figure

11. The optimal trim algorithm begins with a nofrtran solution convergence. To set
up the trim problem, the user defines the depenttientvariablesX, to be controlled
and their starting values along with the trim cosmsts. The native trim process uses a

N-R type iteration which involves computing the dlaien jXD , then driving the

residuals to zero. The process is actually a psé&lewton method because the Jacobian
is not computed each iteration, rather the numbeitesations between each finite
difference Jacobian computation is specified. &he result of the trim procedure is the
beginning point for the optimal trim algorithm; theptimization starts with all trim
equality constraints satisfied.

The optimal trim algorithm also requires the indsgent trim variables)?, and their
starting values be specified before the first tiienation. Once the first trim solution is

reached with the independent variable initial val)Zleo, the optimization loop begins.
In the first step the reduced gradiént f (X, is xomputed. The gradient is used to

determine the search directi@fand can be used in any conventional gradient based
unconstrained search technique. The actual sedirelction is determined by the
conjugate gradient method and a scale factor. sthée factor is used to equalize any
relative scale difference that may exist betweatependent trim variables and their
ranges defined by the upper and lower limits. $&arch direction when scaled by the
initial step size is checked to assure the indepeindariable values do not exceed the
radius of convergence limits. If one or more adgé limits are violated, the appropriate

search direction component(s) are reduced to bal égthe radius of convergence limit.

Once the search direction is computed, the linecheprocess begins. The line search
consists of a number of steps that establish thenrmaim point on the line. After each

step, the N-R adjustment of the dependent variablexecuted to drive the solution to
follow the constraints. The step size is limitgdtbe radius of convergence, therefore if
the minimum point is a significant distance frore tieginning of the line search, it will
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take a number of steps to reach. The line searogrgsses until the minimum is
established or until the N-R fails to converge.thié N-R fails to converge, the step size
is reduced and the N-R re-tries to converge. dfNaR iteration fails to converge more
than a user specified number of times, the linecketrminates. During each step of the
line search, the values of the independent vasahle tested to make sure they are

within the prescribed limits.

The sequence of reduced gradient computation aedskarch is repeated until either the
gradient approaches zero, or the line search &epbgcomes too small, indicating the
optimum has been reached. The coding of the algoriis relatively complicated
compared to many non-constrained optimization teghes, but it is nonetheless fairly
robust and relatively efficient due to its apparalility to track the binding constraints to

until an optimum is reached.

3.3 Method Validation

The GRG optimal trim algorithm is validated to shitgvcapability to seek and find the
constrained optimum objective. The method is \&éd by being exercised on a sample
trim problem, where the solution topography as recfion of the independent variables
has been mapped out; all of the trim constraines satisfied by adjustment of the
dependent variables. The optimum solution is knewpriori from the trim map. Once
the algorithm shows its ability to effectively fitkde known minimum from several initial
staring conditions, confidence is gained that n éiad the optimum trim in solutions
spaces where the topography is not known a pribne purpose of this effort is to show
the optimal trim capability, not to accurately mapt the trim space based on high
fidelity physics.

The algorithm is validated against two trim casss;h progressing in complexity. The
first case consists of a hover condition with gg@nndependent variable, the rotor speed.
The problem of minimizing rotor power is solved lwiand without an inequality

constraint on the average blade maximum lift cogffit. The second case consists of
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forward flight with two independent variables, nogpeed and forward velocity, where
again the optimum (minimum) power condition is duoiigThe second case also is run
with and without an inequality constraint on thexmaum average lift coefficient. A
summary of the cases and the number and type streamts are provided in Table 1.

Table 1: Optimal Trim Validation Test Case Summary

CASE INDEPENDENT EQUALITY INEQUALITY
DESCRIPTION VARIABLES CONSTRAINTS CONSTRAINTS

Hover 1 6 0

Hover 1 6 1
Forward Flight 2 6 0
Forward Flight 2 6 1

Table 2: Sample Helicopter Properties

HELICOPTER PARAMETER VALUE
Blades 5
Lock no. 5.14
Solidity .0925
Diameter MR 38.0 ft
DL 12.65
Hinge Offset 0.22r/R
Twist 8.29 deg
Diameter TR 4.5 ft
L TR 22 ft

Each case utilizes a helicopter model that is tradnm 6 degrees of freedom. While the
model is relatively simple, it has 5 individualianiated blades (in pitch and lead-lag)
with non-uniform inflow over the rotor disk. Theoatel also consists of a tail rotor for
which the collective pitch is controlled to varetilawing moment. The properties of the
helicopter are given in Table 2. The model is tmased in a multi-body framework,

allowing flexibility in the fidelity of the dynamiccomponents. The mathematical

representation is in the typical state space reptaton as presented in Equation 1.1.
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Each blade has 2 degrees of freedom, the fuseksyé degrees of freedom, the tail rotor
is a simple thrust fan representation with 1 DOFtfoust, finally the inflow model for

the main rotor has 9 degrees of freedom for a tftab degrees of freedom.

3.3.1 Validation Case: Hover

The first validation case is simple hover with thdependent variable being the rotor
speed. Figure 12 shows the 1 dimensional topograplthe rotor power with rotor
speed, which qualitatively matches the behavioReaference [1]. The nature of the
hover power is clearly evident. On the high endhefrotor speed variable, the power is
dominated by profile drag and increases proportitmséhe square of dynamic pressure.
On the low end of the rotor speed, the dynamicsumesis low and in order to maintain
the vertical force constraint, the collective piishncreased. Therefore, the local angle
of attack increases and subsequently the profdg diso increases sharply, more so than
the profile drag with rotor speed. The minimumueabf the rotor speed is 27.5 rad/s, as
values below that point failed to converge to nteetconstraints, due to stall.
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Figure 12: Hover Power vs. Rotor speed
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Problem Statement:

Minimize: Power 3.22
Subject to: FRX(XD) =0 323
Fry(Xp) =0
FRZ(XD)ZO
MRX(XD):O
|\/lRy(>ZD) :O
MRz(XD):O
28< X,, <40 324
)_(D =[6,.65.6,..0.¢,0]; X| =[Q] 3.25

Table 3: Hover X°=[40]

Iteration Power X Xip Xop0 Xap Xap Xsp Xep delta Function
0 1,527.00 40.20 9.29 -0.52 0.63 23.61 -0.08 0.07
1 1,457.50 30.00 15.04 -1.17 0.80 27.49 -0.11 0.06 69.52 72
2 1,453.90 31.00 14.23 -1.04 0.82 26.89 -0.10 0.06 3.54 170
3 1,453.50 31.29 14.01 -1.01 0.82 26.73 -0.10 0.06 0.00 268

For practical purposes, a rotor is not operateth@tminimum power condition due to
potential blade stall; there is usually some camstron the blade loading. The quantity
of trust coefficient over solidity(dy/c) is a measure of the average lift coefficient and
reference [67] gives an empirical relationship fof/c versus forward speed non-

dimensionalized by advancing tip speall (

C, /0 < 015+ 012u - 01547 3.26
This constraint is applied to the hover solutiortved different zero velocity values to
show the effectiveness of the optimal trim methoithwnequality constraints. The

location of these constraints relative to the rapeed and power curve for the sample

rotor is shown in Figure 12. As outlined in eqaati3.13and 3.14, the GRG method
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treats inequality constraints by adding a slackalde to the independent variable set.

The resulting constraint formulation is:

9, = [& +012u - 0.15/JZJ —%T -5 =0 3.27

0

0<s < 3.28

wherep is zero at hover. The constraint therefore becoameequality constraint which
is included with the dependent variable matrix.e Tependent trim variable correlating
to the equality constraint is rotor speed, whicltdmees %p. The slack variable;s
becomes an independent variable and is set toizigialy. At each line search step in
the optimization, all dependent variables are ddfisuch that each equality constraint is
satisfied. Table 4 and Table 5 show the optimal ttonvergence results for twor/c
constraint conditions. Note that when the constriai at an effective rotor speed below
the minimum, the solution finds the optimum and #iack variable % becomesa
nonzero positive value. The trim optimization terates as the reduced gradient
vanishes. For the condition that the constrairdtian effective rotor speed above the
minimum value, the final solution terminates at twnstraint, with the slack variable
equal to zero. The trim terminates as the objectalue change between two successive
iterations is below the convergence tolerance. ®p8mization results are shown

graphically in Figure 13.

Table 4: Hover X°=[28]

Iteration | Objective X Xip Xop Xap Xap Xsp Xop X7 delta Function
0 1,482.10 0.00 16.07 -1.37 0.75 28.28 -0.11 0.06 28.87
1 1,453.80 0.03 14.11 -1.02 0.82 26.80 -0.10 0.06 31.15 28.32 138

Table5: Hover X°=[34]

Iteration | Objective X Xip Xop Xsp Xap Xsp Xeb X7 delta Function
0 1,467.60 0.00 11.70 -0.74 0.76 25.16 -0.09 0.07 34.90 59
1 1,467.60 0.00 11.70 -0.74 0.76 25.16 -0.09 0.07 34.90 0 72
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Figure 13: Optimal Trim Convergence: 1 Independent Control Variable

3.3.2 Validation Case: Forward Flight

The second validation case is an extension ofiteewith the addition of forward speed
as an independent variable. Again, the objectivéhe optimization is to minimize
power. The so called ‘power bucket’ has the knaWwaracteristics of the power reducing
from hover to some minimum and then rising againttes parasite, divergence and
retreating blade stall power increase. Figure Haws the topography of the power as
functions of air speed and rotor speed. Thereakar minimum power location in the
approximate location of 130 ft/s and 36 rad/s. oAt®te the lower right portion of the
map has a region where the dependent variable®idoonverge. In forward flight the
thrust capability diminishes as the dynamic pressawer the retreating side decreases.
The phenomenon of (advancing tip) divergence atrdatng blade stall drag combine to
reduce the thrust capability as a function of ttheaace ratio. Therefore, in practice the

Ct/o limit of 3.26 must not be exceeded; this limitepicted on the power map.
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The forward flight optimal trim case is run withoahd with theCy/c constraint to
demonstrate its capability. With no constraint@io, the lower limit of the rotor speed
is set such that the non converging stall regioexiduded from the trim solution space,
with a lower limit of 35 rad/s. The optimal trinngblem is set up and listed in Equations
3.10 and 3.11, with the addition of airspeed agdependent control variable subject to
the limits listed in Equation 3.29. Tables 6 - &cle show the progressive trim
optimization results from various arbitrary initiadependent variable values within their
specified ranges. Figure 15 graphically showsctihevergence of the optimum power for
each line search iteration. The results show that minimum power value of
approximately 875 HP is located near 130 ft/s abd 3ad/s. The optimizer has no

difficulty locating the minimum and satisfying &lequality constraints.

Subject to: 0< X, <190 3.29
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35< X,, <48

X, =[6,,6,0,.,0,9.6.]; X, =[V,Q] 3.30
Table 6: Forward Flight X°=[0, 40]
Iteration Power X Xa Xip Xop Xap Xap Xsp Xop delta Function
0 1,527.00 0.00 4020 929 -052 063 2361 -463 411
1 881.13  126.25 3500 948 231 -3.73 1311 -1.97 224 64585 168
2 877.21 13425 3581 907 221 -3.70 1250 -1.96 2.01 3.92 252
3 876.42 13421 3584 905 220 -3.70 1249 -1.95 201 0.79 358
Table 7: Forward Flight X°=[135, 35]
Iteration Power X X Xip Xop Xap Xap Xsp Xep delta  Function
0 884.98 13500 3520 943 226 -3.98 1271 -1.98 1.99
1 876.59  127.77 3596 894 221 -343 1272 -1.94 219 8.39 44
2 876.35  127.86 3596 8.94 221 -343 1271 -1.94 219 0.25 130
3 876.06  127.86 3596 8.94 221 -3.43 1271 -1.94 219 0.29 177
4 875.65  129.86 3589 8.99 221 -353 1265 -1.94 213 0.41 239
Table 8: Forward Flight X°=[165, 48]
Iteration Power X X Xip Xop Xap Xap Xsp Xep delta  Function
0 1,664.80 165.00 4820 555 1.26 -1.89 1503 -350 -0.75
1 915.75 108.21 3771 815 215 -2.40 1346 -1.94 270 749.00 94
2 879.13 13443  37.02 844 211 -331 1218 -1.91 2.00 36.62 145
3 877.60 132.43  36.93 847 212 -327 1228 -1.91 206 153 201
4 877.26 128.43 3656 864 216 -3.26 1254 -1.92 218 0.34 274
5 875.84 132.38 3623 882 217 -349 1245 -1.93 206 143 349

Next, the Cy/o inequality constraint is included in the trim apization as listed in

Equation 3.26 and the lower limit of the rotor sp@ariable is reduced to 28 rad/s. The

inequality is handled in two different ways fordhgroblem. The first method is the slack

variable method discussed in the previous sectitnich requires rotor speed to become

an independent variable ;X driven by the Ct/ constraint value. The second method is

to keep rotor speed in the independent variablegoay and add a penalty function to the

objective
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P(X) = {ma{o,(&—& H} 331
0- 0- max

The two inequality constraint methods are appleéethe optimal trim helicopter problem
with an initial condition of zero forward speed amdor speed of 40 rad/s. Line search
step-size, radius of convergence and all othermpetiers are kept at the same values for
the two inequality constraint methods. The resoiitfe two methods are listed in Table
9 and Table 10 with the objective reduction for thees shown graphically in Figure 16.
For the slack variable technique, the slack vaeiah| remains zero during the first line
search, which indicates the constraint is activé, ib the remaining line searches, the
finite value indicates the optimum is off of thenstraint. Eventually the slack variable
method terminates before converging at the optinsabtion. The penalty function

method has no problem finding the minimum.
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Figure 15: Optimal Trim Convergence: 2 Independent Control Variables
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Table 9: Inequality Constrained Forward Flight X°=[0, 40]; Dependent Q

Iteration | Objective X Xal Xip Xop Xap Xap Xsp Xep X7p delta Function
0 1,467.6 0.000 000 1215 -0.71 070 2541  -0.09 007 3411
1 1,023.9 0.000 8400 1149 247 -3.08 1770  -0.05 0.05 3238 443.73 179
2 969.1  0.025 90.18  9.10 2.22 223 1534  -0.04 005 3611 5471 406
3 9535  0.013 93.18 1019  2.39 285 1569  -0.04 0.05 3403 16.03 709
4 9423  0.025 96.18  9.07 2.25 243 1473 -0.04 005 3598 11.13 1251
Table 10: Inequality Constrained Forward Flight X°=[0, 40]; Independent Q
lteration | Objective X X X1p Xop Xap Xap Xsp Xep delta Function
0 1,527.00 0.00 40.00 9.31 -0.52 0.63 2362 -008 700 --
1 1,004.30 84.00 33.00 11.01 2.40 -282 1720  -0.04 .050 522.68 130
2 884.47 132.44  34.94 9.57 2.29 -3.99 1292  -0.03 40.0 119.82 226
3 880.48 12557  35.20 9.36 2.29 -3.62 1306  -0.03 400 4.00 270
4 876.16 13356  35.86 9.03 2.20 -3.66 1251  -0.03 400 431 315
5 876.02 13356  35.86 9.03 2.20 -3.66 1251  -0.03 400 0.14 389
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Figure 16: Optimal Trim Convergence: Dependent vs. Independent Rotor Speed
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The results listed in Table 9 and Table 10 shownteresting trend in the number of total
function calls required in seeking the optimum.eThethod which treats rotor speed as a
dependent variable requires several times the nuofietal function calls compared to
the method with rotor speed as an independent blaria Table 11 shows the total
function call number for two additional initial coions for the two inequality constraint
methods. The trend remains that rotor speed ttesdean independent variable requires
fewer function calls by several times; a substhastaings. In addition to the case shown
in Figure 16, another case failed to converge @alsere the initial independent variable
values were far from the constraint, the dependemtable constraints could not
converge before the optimization began. The appasason for this difference in the
two methods is first, the use of a slack variallereases the number of independent
variables and dependant variables. Secondly, tter rspeed may influence the
periodicity of the system and therefore the loaatlmearity of the system. The change
in nonlinearity due to the introduction of varialtdor speed may drive up the number of
N-R iterations for dependent variable convergenddis fact alone would be a major
reason to utilize methods that keep rotor speeahasdependent variable in optimal trim

problems with variable rotor speed.

Table 11: Total Function Callsfor Inequality Constrained Optimization

Initial Coordinate| Dependent Rotor spe¢d  IndepenBetor speed
[0,40] 1251 (no convergence) 389
[135,35] 245 89
[165,48] 51 (no convergence) 360

3.3.3 Optimal Trim Results Discussion

The results of the two optimal trim validation caselearly indicate the method’s
capability to find the minimum power trim solutionTherefore, these results may be
extended to more complex configurations for theliappon of general optimal trim

solutions where the solution space topology is mmmplex and unknown; this is
purpose of Chapter 6. Results also indicate thevexgence tolerance significantly

affects the total number of function calls. As tigective reduction rate decreases, the
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function call rate increases. Therefore care shdg used when determining the

convergence tolerance.

Several factors impact the rate of convergencehef dptimal trim solution in each
iteration such as the line-search step-size lerggihality constraint convergence limits
and the independent variable radii of convergere, latter factor being the most
significant factor. Recall that after each linarsh step, the dependent variables are
adjusted through a N-R iterative process to mairfasibility. If too large a step size is
taken, the equality constraints will not convergBrecise knowledge of the radius of
convergence is difficult to ascertain because iependent on the nonlinearity of the
local trim space topography and the topography gbsiwith the independent variable
values. In the helicopter example given, the raddfi convergence for the airspeed
variable is about 20 to 30 ft/s at low airspeeds,decreases to only 5 to 10 ft/s at higher
airspeeds. The radius of convergence for the rgpeed variable is approximately 10
rad/s at low speed, and reduces to only 1 to Xratlhigher airspeeds. These limits
affect the line search step size. Of course eaelatgp size is desired if the starting
position is far from the optimum, but a small s@pe is favorable near the optimum.
Note in Table 10 that a relatively small reductianthe rotor power of about 11 HP
required over 500 function calls, more functionlsdhan the first two line searches
combined. This is because the default step sidle fa have equality constraint
convergence, and must reduce the step length tigphti generating a large number of

function calls.

In the optimal trim algorithm implementation, theeu specifies a maximum radius of

convergence for each variable. If the step-sizaigh that it violates the limit, the search

direction S* is modified to conform to the specified limits. hd resulting search

direction therefore modifies the search directi@tednined by the conjugate gradient.
The impact of this search direction modificationammvergence efficiency is not known.
Future research on optimal trim would benefit fromethods that optimize the search

direction and step size under radius of convergeonostraints. This would most likely
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require a combination of a quasi-Newton searchctioe and better initial step size, such
as a hybrid GRG-SQP method [37].

3.4 Chapter Summary

An optimal trim algorithm is developed based on tloalinear programming technique
of the Generalized Reduced Gradient (GRG) and toded into the comprehensive
rotorcraft analysis code RCAS. The conjugate (redugradient search direction method
is modified for radii of convergence of the variomslependent variables in a novel
manner. The optimal trim algorithm is then appliech series of increasing complexity
helicopter power minimization problems, progressfimgm 1 independent variable 6

DOF trimmed hover to 2 independent variable inetpa@onstrained 6 DOF trimmed

forward flight. Inequality rotolCr/c constraints are fulfilled by both slack variableda

external penalty function methods. Results suggest treating rotor speed as an
independent variable reduces system nonlinearity rasults in more efficient optimal

solution convergence compared to treating rotoedpas a dependent variable. The
optimal trim algorithm quickly converges on the épéndent variable values which
produce the minimum power solution, as determimedchfa parametric mapping of the
solution space. These results affirm the hypoghesithe primary research question in
thatan optimal trim solution can be systematically fouhrough the use NLP methods,

namely the Generalized Reduced Gradient method.
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CHAPTER 4
AUTOROTATIVE TRIM WITH VARIABLE ROTOR SPEED

An object of this thesis is to contribute to thelgtical techniques required to model and
analyze rotors in the mode of autorotation. Thecem capability to be developed is an
analytical method that allows rotor speed to varytrim for comprehensive rotorcraft
numerical simulations. This chapter discusses ghegsical aspects of autorotation
including autorotative stability and rotor speediaton. Next a method that allows rotor
speed to vary based on numerical iterative teclasigs developed. The method is
correlated with autorotative test data of an ismlatvind tunnel rotor and a small
gyroplane trimmed in 6 DOF. Finally, some posgibg of trim optimization are
discussed relative to autorotation.

4.1 Physics of Autorotation

For an aerodynamic segment of the rotor in autbostal equilibrium the inflow angle
must be such that there is no net in-plane forak #rerefore, no contribution to rotor
torque. In this condition the in-plane componehlift cancels the in-plane component

of drag,

dQ = (Dcosgp- Lsing)rdr =0 41

From Figure 17 it can be seen that three factdestthe inplane forces of the segment in
autorotative equilibrium: the inflow angle §, geometric pitch ) and the airfoil drag to
lift ratio (C4/C)). With the assumption of uniform (up) inflow ovéhe rotor disk and
axial symmetry (vertical descent), the induced argdlattack (AOA) at a blade element

is

Upflow Velocity |VC -V |
p= =tan| — 4.2

Inplane Velocity Qr
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The geometric ang is determined by the blade twist and collectivéirsg and the

airfoil lift-to-drag ratio is a function of the &ail 2-D cross-sectional geometry. From
inspection of Figure 17 it can be seen that théownfangle of an element may be
expressed as a function of the geometric anglassiyming small angles, as a function of

the airfoil drag-to-lift ratio as follows,

C, ' 43

Driving force

Element lift, Cj Thrust force

NOTE: Angles exagerated for clarity

Element drag, Cy

In-plane
velocity -~

Upflow 0 Resultant velocity

In autorotation, flow is upward through the rotor

Figure 17: Detailed Blade Element Flow in Autorotation [38]

In the fully established autorotational state, Eement will seek to find an equilibrium
velocity such that the net force becomes zero.s phenomenon is illustrated with a plot
that shows the 2-D airfoil ratio @4/C; versus angle of attack, shown in Figure 18. This
representation is referred to as an autorotatidregjram, and provides insight into the
relation between collective setting and inplaneégr[68]. Recall the section equilibrium
requirements from Equation 5.3, which for a givs a line at 450n theCy/C, versusa

plane. The intersection of this line with the curef the airfoil drag-to-lift ratio

60



determines the angle of attack for which equilibriis achieved. If the blade section
operates in the concave region of the curve (pajrthe anglepis greater than §C,
then the forward component of the lift vector igaper than the drag force causing the
blade to accelerate. If the blade section operatdge convex side of the curve (point c),
then the anglep is less thanCy/C, and the drag force is greater than the forward
component of the lift vector and the blade decédsra The autorotation diagram is for a
single element, however a complete rotor bladethadntegrated forces along the span

exhibit the same behaviag, will self adjust until zero torque equilibrium abtained.

Decelerating Accelerating
Conditions Conditions

A

d
<«

C
=tan™| =%
s

. G_NLmaxgl_, Section
< a > AOA

Figure 18: Autorotational Diagram

The autorotation diagram shows that there is a mawi collective pitch angléhax
above which equilibrium is not possible. When thgla of attack is high because of the
high collective, the rotor stalls and not enough blecomes available to balance the
decelerating torque created by the high drag. fEmgent to the curve represents a
discontinuity; any point above or below the poinbuM result in the rotor quickly
decelerating to a stop. In helicopter engine omtddions, the pilot must quickly
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decrease the collective to move from the right siihe tangent, where autorotation can
not occur, to the left side for a safe recoveryefdrRence [69] explored the autorotative
stability of a rotor in the presence of gusts amowged that a rotor operating close to the
tangent point on the curve, when subject to a gusbme other type of disturbance, can
penetrate the region where autorotation disconsincausing a disastrous decay of rotor
speed. Therefore, some limit less tlanax must be placed on the practical collective
setting to allow for such disturbances and maintstable operation. Reference [70]

found the value of approximately 4° collective toyide such margin.

In general, autorotational equilibrium is a cordatitithat exists at only one or two radial
locations. Some portions of the rotor absorb pofwem the free stream and other
portions will consume power in such a way thatrnkeetorque at the rotor shaft is zero.

i.e. foRdQ=0 [71]. In autorotational equilibrium the inducedgtes of attack over the

inboard portions of the blade are relatively higie do lowQr . Conversely, the induced
angles of attack near the outboard portion of taeld are relatively low a®r grows
large. The higher induced angle of attack at tilard portion of the blade yields a
forward inclination of the lift vector providing ropulsive component greater than the
profile drag. Therefore the inboard region hagtdniving torque that is said to generate

power. Toward the tip of the blade wheras lower, the rotor sections consume power
because the small values @fresult in a lift vector that has a forward compunkess

than the profile drag component. In this regiafragging torque is produced; the rotor is
driven. See Figure 19.

4.2 Numerical Method for Variable Rotor speed

Rotor speed in forward flight is determined by theque equilibrium of the entire rotor
as the blades rotate around the azimuth. At avgnginstant, the time rate of change of
rotor angular momentum is the sum of the momenégmted on all the blades.
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NOTE: Angles exagerated for clarity

Figure 19: Driving and Driven Regions[38]

Computation of the integrated forces along the éladan at their respective azimuth
locations in forward flight is much more complexathvertical flight due to the stall,
normal and reverse flow regions. Numerical methar@sbest suited for the inclusion of
all the flow regions including non-uniform inflownd unsteady effects. The methods
used to achieve a trim solution for numerical rotaft methods are discussed briefly in
2.1. The trim constraints (for any method) arewdssed in 1.1.4, and are re-presented for
reference.

1,7- ~
h., =?j0 ha (X, X, )dt+h, (X, X,,) 45
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The constraint is on the average, or the zero drdenonic of some state from the model,
usually a force or moment. By observation of Egunaél.5 it is obvious that the value of
the period ) must be known to determine the value of the caimd{ and thus determine
if the trim conditions are satisfied. Most trim tineds perform a direct computation of
Equation 5.6 to compute the residual for a type Mdration. The autopilot method
requires an indirect computation of 5.6, typicallyough some type of error signal
filtering to minimize an oscillatory error signaisually a type of Fourier method which
requires the period to be specified. For a heteophere the rotor or engine speed is
fixed as a design parameter, the period is knowHowever, the rotor speed in
autorotative flight is not known a priori, and soroleanges are required of the trim

methodology to accommodate variable and unknowor gjeed.

An approach that is a fairly simple adaptation o &im method employing a N-R type
iterative method is to use the rotor speed asm twntrol parameter. Recall from
Equation 1.5 that by definition, a trim control \dnle does not change with time. A
constant rotor speed can define the shaft ‘boundamngition’ as

(//:Q 46
Y, =¢, + QAL

The rotor speed can be used as a trim control variable, in Equation 1.1. The trim

constraint is that the average torque vanishes.
B T R )
ZIO IO (Lcosp—- Dsing)rdr dt=0 47
i=1

Therefore, because is specified for each periodic solution, the périois known and
the computation of the constraints can be accoimgdis Over the trim iterative process,
the rotor speed is varied in a controlled mannit thre zero average torque condition is
satisfied, along with other trim conditions whickayrexist.
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One particular advantage of this approach is thte user specifies initial conditions
that are in the region where autorotation can Rt .esee Figure 18, rotor speed will not
rapidly decay; rotor speed is driven and the tongua fall out. However, if collective

control is set too high for autorotation a zeragtar solution is not physically possible
and the N-R method will never converge to satidifyh@ constraints. Nonetheless, when
collective is fixed at some value that does allaoeotation, the rotor speed controlled

to zero average torque method is quite effective.

One caveat must be mentioned about the trim soludimived at when using this
approach. That is thaveragetorque is zero, but thestantaneougorque may not be
zero. Rotor speed is controlled as a constantevédr each time step, which is an
artificial ‘boundary condition.” Observation of Hation 5.4 indicates that in fact the
rotor speed can be non-constant for a fixed peofodperation. Therefore, when the
relatively small rotor speed oscillations are unami@ant, as in the computation of rotor
forces and moments, this approach is adequate. etEnwwhen rotor loads, especially
blade chordwise moments and forces, are sought fih@ntrim solution, the values may
not be accurate for the controlled rotor speed otkthn this case, a two part trim can be
utilized that first trims the average torque toazeiith a specified rotational constraint
and then adds additional drive-train degree ofdoee once the period is known. An
example of this is provided in the next section.

4.3 Rotor Speed Correlation

To validate that the autorotative trim method aately reflects the rotor speed variation,
two trim correlation cases are presented which @mghe analytical prediction of rotor
speed to test data. A search of the literatunele@atify data for correlation proved that
indeed data on autorotating rotors is sparse. thefess, two data sets were identified,
one from 1935 and the other from 2003. The fgsan isolated rotor with data from a

wind tunnel test. The second is a full gyroplar&igle with data from flight test.
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4.3.1 |solated Rotor Trim

The first validation effort correlates model preiaios using the rotor speed as a control
variable with test data from ‘Wind-Tunnel Testsaoi0-foot-Diameter Gyroplane Rotor’
[72]. The reference contains data from a 10 foateter autorotating rotor from zero
advance ratio to 0.80 advance ratio and includassttcoefficient, cyclic control, and
shatft tilt. The rotor physical parameters areetisin Table 12. The rotor is of the rigid
type, that is to say it does not have articulatedds with flapping hinges. Rather, it has
a system of cams that feather the rotor cyclicrim but the moments, essentially a
different incarnation of a modern swash plate. fAdter cam system only has feathering
capability for the roll axis, and after the laterall moment is trimmed out a pitching
moment still exists. Collective pitch was obtaineith shims inserted between the hub
forks and blade butts, with a collective range fronto 6 degrees. At high collective
settings the feathering motion required for zerlb moment at advance ratios greater
than 0.45 is reported to exceed the mechanism dayaldt lower advance ratios, below
0.10, the rolling moment was reported to be unstdawbst likely due to turbulence as
the rotor operated in the turbulent vortex ringestaand the feathering control could not
be effectively employed. For these reasons, thiedata between advance ratios of 0.15
and 0.45 is believed to be the best set for modkdiation; only data over this range is

used for correlation.

Table 12: 10 Foot Diameter Wind Tunnel Rotor Properties

Parameter Wind Tunnel Rotor
Diameter 10.04 (ft)

No. Blades 4

Twist 0 (deg)

Chord 6.28 (in)

Airfoll NACA 0015

RPM 550 (ft/s)

A model of the rotor was constructed in RCAS camgjsof rigid blades anéls cyclic.
Rotor airfoil data for the NACA 0015 rotor was aobtd from Reference [73]. The rotor
inflow used was a dynamic model developed by Peiacs He [74], and validated for
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application in autorotation for advance ratios ab@/10 by Houston and Brown in
Reference [75]. The inflow model consisted of bHow states with the intent of

capturing effects from inflow non-uniformities oue rotor disk.

The method used to gather data from the test vedsrsuch that the rotor speed was held
constant. That is for a given tunnel wind speedi @ollective setting, the shaft was tilted
and feathering adjusted such that the rotor spdedin@d the desired 550 rpm, in
addition to zero roll moment. The intent of th@relation was to use the measured shaft
angle and cyclic feathering input to correlate pihedicted rotor speed with test value of
550 rpm. This method proved difficult for two reas. First, the precise shaft angle was
difficult to determine from the report at certaisivance ratios due to low resolution plots
and many data curves overlaid in the same vicastyshown in Figure 20. And second,
the rotor speed is highly sensitive to shaft tiigle. Therefore, the correlation was
carried out in the following two step method. Eiis two variable trim was conducted
using lateral cyclic and shatft tilt as trim varieblto achieve a zero shaft torque and zero
roll moment condition at 550 rpm, essentially dogling the trim method of the wind
tunnel test. Second, at a particular advance gt collective setting, the shaft angle
from the first step was fixed, and rotor speed eyadic were used to trim for zero torque

and roll moment; initial rotor speed was set ta:#% of the target 550 rpm.

The trimmed shaft angle from the model is presemeéigure 21 for the collective
settings from 0° to 6°. From visual inspectionthd test shaft trim angles in Figure 20,
the model captures the essential behavior of thtedta. The 6° collective case failed to
reach a converged solution o 0.275. The test report states that high collectiases
could not be trimmed as the rest due to cyclichfe@hg mechanism limitations, with the
effect most likely manifest in 6° collective modesults. The trimmed cyclic control
value is also compared to the test values for @mge of collective settings shown in
Figure 22. These results in general show an exwetiorrelation, indicating the model
captures the cyclic trim quite well. The modelu$tr coefficient results are compared

with test data in Figure 24. In general the mazgtures the rotor thrust trend. The
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higher collective conditions are slightly under gicted by the model as are the low

advance ratio condition for all collective settings
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The rotor speed trim results for all collectivetisgfs are presented in Figure 24. The test
rotor speed was 550 rpm and the chart shows thal€ctive setting at 550 rpm with
each collective setting offset by 10° to avoid datarlap. In general, the results show
the trimmed rotor speed to be within 10 rpm of test value, indicating the method
captures the variable rotor speed physical behawitnin 3%. The report lists the
accuracy of measured parameters to be within + 8%4%, approximately the same

accuracy as the model results.
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Figure 24: Trimmed Rotor Speed M odel Redluts

The initial rotor speed was set to £ 20% of thgearotor speed for all cases to verify the
method works for both high and low rotor speedahitonditions. Figure 25 and Figure
26 show the rotor speed and rotor torque respégtagea function of N-R trim iterations

atp = 0.29 when initial rotor speed is above the Zerque speed. Likewise Figure 27
and Figure 28 show the same results when the lini@r speed is lower than the

autorotative condition. Again, these results iathcthat utilizing rotor speed as a trim
control is quite effective in reaching autorotativen, as shown by correlation to test

data.
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The model inplane force (pounds) distribution a timmed autorotative rotor is shown
at four advance ratios: 0.15 through 0.42 in Figi®e These figures are given to visually
show the driving and driven regions and the chasfgbese regions with advance ratio.
As is typical for a rotor in autorotation, the dng region starts to shift to the retreating
side of the disk and the driven region starts tft $b the right. The stall region also
shifts left, remaining inside the driving region.The progression becomes more
pronounced with advance ratio, until at an advarate® of 0.41, almost the entire
advancing side is driven. The retreating sideoshidated by stall on the inner portion
and driven region elsewhere. One other noticedaldad with the inplane force
distribution is the development of a strong driviegion near 180 degrees and a weaker
driven region near 0 degrees azimuth. These regiom most likely due to the fact that
the rotor was not trimmed for zero pitch, only zeodl. Therefore the asymmetric

aerodynamic forces also manifest themselves inirtpiane force distribution pattern.
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Figure 29: Inplane Force (Ibs) Distribution at Advance Ratios 0.15 through 0.42
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Finally, recall that treating the rotor speed dsra control parameter trims to an average
torque value. Because the rotor speed is constiaio a constant value, rotor speed
dynamics are suppressed and shaft torque at vapieinss around the azimuth is non-
zero. The effect of using a constant rotor speitd average torque on the accuracy of
the rotor forces and moments is negligible. Howgeitewill impact the accuracy of

certain loads. Figure 30 shows the periodic tongitb two drive-train constraints, one

with constant, controlled rotor speed and anoth#r an additional variable in the drive-

train model, with no external torque input. Thei@gic torque varies when rotor speed
is constant, but is zero for the additional degreigeedom. For forces and moments that
are sensitive to the periodic torque, such as mglad-D beam loads, a two-step trim

process may be required.
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Figure 30: Periodic Shaft Torque with Two Shaft Boundary Conditions

4.3.2 6 DOF VehicleTrim

A second full vehicle 6 DOF trim was also corretbggainst flight test data from a small
two place recreational gyroplane, a VPM M16 showrFigure 31. The flight testing

was done to investigate the dynamic stability aodtol characteristics of the aircratft,
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specifically investigating the influence of theaospeed degree of freedom on stability
[76,77,78]. Steady level flight data was obtairetl recorded with on-board data
acquisition sensors and recording equipment. Pattiiude, flight speed, control

positions and rotor speed were recorded. Thefgignt design parameters are given in

the references and are listed in Table 13.

Table 13: VPM M 16 Properties

Parameter VPM M16
Empty Weight 595 (Ibs)
Gross Weight 992 (Ibs)

No. Blades 2

Radius 14 (ft)

Twist 0 (deg)

Chord .728 (ft)

Airfoil NACA 8-H-12

Hub Direct tilt, teetering

Figure 31: University of Glasgow I nstrumented Gyroplane

A model of the VPM M16 was constructed in RCASimitilg the published data. The
airfoil data for the NACA 8-H-12 was obtained froReference [79]. The fuselage
aerodynamic characteristics of the VPM M16 wereamt@d from a wind tunnel test in
Reference [80] and were incorporated into the modehe two-blade rotor is of the
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teetering type. The teeter hinge is modeled a&valute joint with the two blades rigidly
attached to it. In this manner, the equationsctfthe physical condition of the blades
being attached at the teeter axis, such that ablade flaps up, the other simultaneously
flaps down. No elastic properties for the bladeewvprovided and the blades were
therefore assumed to be rigid in the model. Thie ¢antrol configuration was of the
direct tilt type. The pilot controls directly tithe hub axis of rotation for and aft or side
to side in the fixed frame, rather than input aydontrol through a swash plate into the
rotating frame. The collective pitch is fixed; thiot can not change it on the ground or
in flight. The inflow model consisted of 15 statesmpturing radial and azimuthal

variations in the induced velocity.

Analysis results are compared against test dafagure 32 and Figure 33. Test data of
the parameters were collected for two gross wejdimsvever the data points are not
specifically identified which gross weight theylesft. The model prediction results are
shown for the maximum weight condition. The mogeth attitude results correlate
within reasonable uncertainty to the pitch attitudia. Additional data from test
included lateral and longitudinal stick positiomhe general slope trends from the model
matched the data, but the maximum and minimum gtigéitions were not given in
absolute angles, and the data could not be direotiselated to the model output. The
rotor speed trend also shows good correlationdaltta, with the exception of a reduced
slope as a function of forward speed. This difieeemay stem from two sources. First,
elastic effects of the rotor are neglected in tlreleh and may be significant. More likely
is the fact that the airfoil data used was notetiVe of the Mach numbers experienced
in flight. The data used from the reference predi@-D airfoil data for only a single
Reynolds number condition. In forward flight, thévancing tip portion of the rotor disk
experiences Mach number conditions in the rang®258 and the 2-D airfoil coefficients
are modified, namely the drag coefficient increasasich would tend to drive up the
resulting rotor speed. The difference betweerdtta and the model prediction increases
slightly with airspeed. Therefore, the differensdelieved to be the limited 2-D airfoll
data for the NACA 8-H-12 airfoil. However, the ootspeed trim method still captures

the variable rotor speed quite well, validating thethod.
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4.4 Optimal Trim Application to Autorotation

The trim solution space is nonlinear, and multipien solutions are possible. The
solution for zero torque autorotative trim is aragwple of a trim problem with multiple
solutions. Figure 34 shows the shaft torque ofvthrel tunnel rotor from section 4.3.1 at
constant rotor speed plotted against shaft andglbe collective setting is -1 degree,
airspeed is 200 ft/s, and the roll moment is tridne zero as before. In the figure
positive torque means power is extracted from tbe,fwhile negative torque requires
power in. The nonlinearity of the trim space beesrabvious as the torque crosses zero
at two locations. Note at one zero lift is pogtiapproximately 50 pounds; and at the
other zero lift is negative, at 40 pounds. Thedet®ns represent the physical condition
that rotors can autorotate with either positivenegative lift, depending on the inflow
direction. The solution space is nonlinear and dbeverged solutions of typical trim
processes depend highly on the initial conditio®®r example, if the initial shaft-tilt
setting is too low (yet positive), the final trimlgtion may converge to a negative rotor
lift condition. If positive lift is required, thenitial conditions will require adjustment,
and larger initial shatft tilt will converge at pboee lift.
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Figure 34: Rotor Torque and Lift vs. Shaft Angle
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Typically, the autorotation condition that is sotghthe one where lift is positive on the
rotor; however, the convergence to this particslalution is entirely dependent on the
initial conditions. Initial conditions that guatae a particular trim solution when more
than one exists are unknown. Using optimal tring tonverged solution can allow a
favorable solution when multiple solutions exisgwever the solution space must be
continuous. The solution space in Figure 34 isaoottinuous, only two point solutions
exist for the fixed rotor speed condition. If tator speed is not constrained, as in free
autorotation, a continuous solution exists. FigBfeshows the rotor thrust and rotor
speed for the same rotor and airspeed as Figureo3vever every point across the range
is a zero torque, autorotation solution. Therefeiace the solution is continuous, the
trim solution can be optimized in a number of way=or the wind tunnel rotor at this
airspeed condition, the rotor lift-to-drag was nmaied, guaranteeing positive lift. The

optimum lift-to-drag ratio results in a value o8&t a shatft tilt angle of 4.29 degrees.
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Figure 35: Rotor speed and Lift vs. Shaft Angle
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4.5 Chapter Summary

The phenomenon of autorotation is discussed widtifip reference to the fact that rotor
speed varies as steady flight conditions changeitanealue is not known a priori. A
method is developed which captures rotor speectvami by controlling rotor speed as a
trim control parameter in a Newton-Raphson itemtivethod. The method is validated
against isolated wind tunnel rotor data and stelaghgl flight of a small gyroplane.
Application of the optimal trim method allows rotepeed to vary as an independent
variable rather than a dependent variable andsstiitfy the requirement of zero average
torque in conditions where multiple zero torqueuiohs exist. These results affirm the
hypothesis to supporting question 1 in thator speed treated as a trim control
parameter allows the rotor speed to be known durgagh trim iteration, yet vary

between iterations until autorotative equilibriusreached.
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CHAPTERS
SURROGATE BLADE STRESSAND STRAIN

In conventional helicopter flight operations, thator speed is designed to operate at a
fixed value. A constant rotor speed is chosenvtmdaa host of dynamic conditions that
would increase rotor vibration and blade loadstoRothat operate over a wider range of
angular velocities will surely encounter more dseedynamic conditions as changes in
centrifugal stiffening modify blade structural mofitequencies and increase (hingeless)
bending moments. While the design of the rotortraasount for the dynamic conditions,
there may still exist in the flight envelope dynarnonditions that result in unacceptable
loads. An example of one such condition is resoeamhen rotor primary or secondary
structural modes operate in close proximity to mplds of the rotor frequency. Given
that rotor blade design information is availables blade stress/strain values themselves
provide the best indication if loads are unaccdgthlyh. A method that can determine
the blade stress/strain values from the trim mexidesired, where the values themselves

relative to material limits become constraints fimatt the trim solution space.

This chapter presents a method of capturing bl@dsssand strain in the trim process to
guarantee the optimal trim solution does not exceteelss or strain constraints. The
current framework for rotor blade stress/strainovecy is reviewed which shows the
aeroelastic rotor loads recovery process to engailstructural domain and a
dynamic/aeroelastic domain. A novel concept isoohiced which allows the stress/strain
to be captured in a surrogate model and computéidhan scales that are equal to or less
than those required in the dynamic/aeroelastic demaThis chapter concludes by
applying the surrogate stress/strain recovery m®de a composite rotor blade cross-
section where the stress/strain loads are recowssied) the VAM tool VABS directly
and by the surrogate method, the latter method sigowseveral orders of magnitude

reduction in computational time while maintainingfecient accuracy.
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5.1 Rotor Aeroelastic and Structural Analysis Framework

Current rotorcraft aeroelastic analysis framewdrlge evolved into two major analysis
domains including a structural domain and dynarer@elastic domain as illustrated in
Figure 36. The structural component utilizes timeshsional reduction method of VABS
and provides sectional mass and stiffness infoonatiThe dynamic/aeroelastic analysis
is multidisciplinary in nature and includes struet (1-D beam analysis), aerodynamics
(3-D inflow and 2-D lifting theory), dynamics (mishhody formulations, trim solutions,
stability analysis, etc.) and control disciplineBhe 1-D beam analysis utilizes the mass
and stiffness information to compute the blade ldsgments, shear forces and moments
which are fed back to the structural tool to reecdbre 3-D displacement, stress and strain
fields. For the application of optimal trim withrgctural constraints, the recovered
stress/strain loads feed back to the trim solufglown with a dashed line) to ensure the

solution does not violate structural constrainssillastrated in Figure 36.
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Figure 36: Rotorcraft Aeroeastic Loads Framework

This framework is comprehensive in the sense theaptures the various disciplines in
rotorcraft analysis with mathematical formulatidhat are of appropriate level of fidelity
and computationally efficient. The coupling of thguctural and dynamic/aeroelastic

domains, however, presents some challenges in é¢bdbfck required for the trim
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solution stress/strain constraints. In particuteg computation of stress/strain for the
constraint feed forward is not accomplished in tiseales that are compatible with
dynamic trim solutions. For example, the compotatof the 1-D beam analysis
generally requires computational time on the omfemilliseconds to seconds for each
time step, where the 3-D loads recovery generatuires computational time on the
order of minutes for each cross-section. A blagecally has multiple cross-sections,
potentially driving the structural analysis compia@al time several orders of magnitude
greater than the dynamic analysis. Therefore, fitoenstandpoint of computational time,
the structural analysis is incompatible with thareanalysis for real-time feedback for
optimal trim. A method that reduces the computatime of the structural analysis of all
cross-sections to be on the same order as the dab lanalysis is required for real-time
feedback for optimal trim. Two additional requiremts of such a method are first, the
accuracy of the structural analysis is maintainsdi second, the analysis be performed in
the dynamics/aeroelastic tool to eliminate the beett loops required between multiple

tools.

5.2 Surrogate Stress/Strain Method

A novel method is proposed and applied which ceeateapproximation or surrogate of
the recovered 3-D cross-sectional stress/straatdghed forward from the structural tool

to the dynamic/aeroelastic tool (similar to the snasd stiffness information) see Figure
37. The method is based on the concept of sugagadels, where for a given range of
input variable values, one or multiple responseslwa captured in simple mathematical
form for rapid computation. Surrogate models a #nalysis problem offer a way to

shift the burden from the integration of large mtnected computer programs to the
problem of constructing approximations. The moa@etsobtained by sampled numerical
experiments over the solution space, using morelysisacases than regression
coefficients, thereby over-fitting the regressiomdel using the theory of design of

experiments. Surrogate model methods have foude wcale application to numerous
fields [81,82,83] in addition to the multidiscipdry rotorcraft problem [84,85].
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Figure 37: Surrogate Stressy/Strain Feedback

In the VAM stress/strain recovery problem, the sresctional stress/strain field for a
particular spanwise location is primarily defineg $ix parameters from the 1-D beam
analysis: the axial force, two transverse sheatcefr axial torsion moment and two
bending moments. Therefore, these six parametsrsnie the inputs for the surrogate
and define the response. VABS can actually takeratecondary effects into account,
however, the three forces and three moments lidtedinate. The output of the 3-D
structural recovery is six stress and strain coreptsat each Gauss point in the 2-D
cross-sectional finite element mesh. The numberadtal Gauss points therefore
depends on the mesh size, which may range fromraetteousand to greater than
100,000 per cross section. Therefore, a logidassuof the actual Gauss point stress and
strain components will generally be required toteep the surrogate response to the
force and moment inputs.
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Figure 38: Stress/Strain Field vs. Response Subset

84



Thus the use of a surrogate produces a loss dityidg the full 3-D strain field of a
cross-section. Therefore, one must decide whatepier pieces of information are
essential to be captured. Generally, the largesss or strain values of a cross section
are of high importance, as they determine enduréinge or structural failure criteria
limit. This is the case for load recovery for stural constrains in trim and for fatigue
analysis. If higher detail than a single stressstain parameter for an entire cross
section is desired, the section can be divided mtdtiple sections or responses as
required. This may be particularly useful for apgiions which are sensitive to the
location of the maximum stress/strain in the csesion. An example of this case is the
estimation of cumulative damage for fatigue lifalysis. The cumulative damage may
by overestimated by a single maximum strain respoihthe maximum strain jumps to
different locations in the cross-section. Trackihg strains from multiple responses in
different cross-sectional locations will provide batter estimation of actual fatigue
damage accumulated throughout a given time loadeguence. The cost to develop
multiple responses per cross section will of counsge to be weighed against the
benefits of such.

The surrogate load recovery method proposed hesgtures the stress/strain response
of a beam structure as computed by the dimensi@aliction process, specifically that
computed by VABS. The surrogate loads model, ameated, is therefore valid for the
cross-section as long as the design remains uneHandSince the surrogate is an
approximation of the load response of the spegdometry, material, lay-up scheme, etc.
any changes will require a new surrogate be creat€lis of course implies that if
multiple cross sections are to be analyzed alorgothde span, as many surrogates are
required to be generated when the blade desigasrapanwise. This fact, however, does
not detract from the usefulness of the methodsiimiiended use. Generally, once a blade
design is mature enough to require aeroelastig/aisah trimmed flight (as is used in the
optimal trim method) the frequency of design changeluces to a manageable level.

Different classes of surrogate models have beeleaio capture the response(s) of high

fidelity analysis for use as approximations inchgliresponse surface polynomials and
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neural networks. For nonlinear systems in pariGuheural networks have shown
specific aptitude to capture complex behavior welative simplicity while maintaining

accurate predictive capability. This attributengortant for application to stress/strain,
especially for responses that capture the maxinoam of a cross-section. As mentioned
previously, the maximum stress/strain value is ddpat on the material properties,
cross-sectional geometry, fiber orientation, matpsoperties, etc. in addition, the

maximum stress/strain location may jump around igiveen cross-section as the time
loads vary. This potentially produces nonlinednéxeor in the maximum cross-sectional
stress/strain values. Therefore, neural networksused as the surrogate method of

choice for this thesis effort.

5.3 Neural Networks

Neural Networks are a type of surrogate modeltiegh a set of input variables to a set of
responses through a set of filters, called the dndiyer(s) [86]. The hidden layer(s)
may consist of one or more parallel node sets adrdeto defined inputs and outputs
which form a network of interconnected nodes asithted in Figure 39. The benefit of
this architecture is the ability to exhibit complglobal behavior determined by the
connections between the processing elements amdeeteparameters. The original
inspiration for the technique was developed in 1840’s to mimic the process of the
human brain’s ability to process information thrbug network of neurons, hence the
name neural networks [87]. In the network, eactlenceives the signal from the input
links and computes an activation level that is serthe next layer along the output links.
Networks that obtain input signals from only cortiets upstream are referred to as feed
forward networks and are most commonly used fodipt®n, pattern recognition, and
nonlinear function fitting. Networks that contd@edback connection loops are called
recurrent networks and are used for time-seriedigien, dynamic system modeling,
and control system application. The surrogatedaaéthod presented herein uses feed

forward neural networks.
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Figure 39: Neural Network Conceptual Diagram

The nodal unit in the network is the basic compaoretl unit of the system. The node
receives input from external sources (input layerfrom other nodes, see Figure 40,
depending on the number of hidden layers. Eachtihas an associated weidhtwhich

can be adjusted so as to model synaptic learrilig nodeH, computes some functidn

of the weighted sum of it8l inputs and an offset valag.

N
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Figure 40: Nodal Output(s) asa Function of Weighted Inputs

The nonlinear responsl%\k in the output layer, similar to the nodal respoinsine hidden

layer(s), is also a function of the weighted nadplitsH,, as shown in

5.2 whereg is again a weighting arsl an offset, each adjusted for the synaptic learning

~ Ny
Rk:ek+zl(quHq) 5.2
-
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The precise benefit of the neural network systemas it is not programmed to solve a
specific problem in an algorithmic way. Just asnans apply knowledge gained from
past experience to new problems, neural networks'tesined’ against a set of data
which is used to build a system of neurons thatnldeow to solve a new problem by
changing the nature and the intensity of the inpks. For this reason, the training
phase is fundamental, and it generally consist&zofmain stages; the learning phase and
the validation phase. In the first phase, the @lengtwork learns to reproduce a specific
problem only through the knowledge of a certain hamof inputs and outputs, called a
training set. In this way, the neural networkskldor patterns in training sets of data,
learn these patterns, and develop the abilitydesity correctly a new pattern or to make
forecasts and predictions. Training is conductedugh a process termed error back-
propagation, where the basic goal of the leaniraggss is to obtain values for all the
weighting and offset parameterb;,( g, fi, and &) which minimize the difference
between the neural net predictions and the traidatg. The process consists of a design
space search for the set of parameter values whinlmize some cost function. The
definition of the cost function typically is a gtdical measure of the minimum error
between the training data and predictions, sucth@snean square error or sum square

error.

E=>(f(x)-R) 53

The design space search process draws from the gsamknear mathematical

programming methods discussed in the optimal tectien 1.2.2, complete with search
direction determination, typically based on theigiesvariable vector gradient, and a
number of 1-D line searches. In addition, the degrocess may progress through a
range of hidden layer node values and make a detation of the best number of nodes

(as this value is not known a priori) based onltést cost function value.

In the second phase of the training process, theahaetwork’s capabilities are assessed

in terms of the generalized predictive capabilityough a certain number of validation
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cases for the test sets; the validation set isuset for the training process. The choice
of cases for training and test sets are very ingmbrbecause they qualify the final
performances of the neural networks. Typicallylidaion cases may consist of
randomly chosen values for the input/design vaeatithin the limits. The error of the
predictions quantifies the goodness of the newlork’s capability to reflect the actual
function value. Once the error is considered ads, the neural network can be used
as a surrogate for the actual complex function withbenefit that it is a simple equation

and can be solved with extreme speed.

5.4 Blade Surrogate Strain Model Validation

This section outlines the surrogate model developmeethodology and applies it to an
example anisotropic, composite rotor blade crosfiese subject to external loads with
the objective of recovering the internal strainsThe general methodology for
constructing a surrogate model is covered in detdieference [88]. A summary of the
method is given below with a discussion of speddgues in the following sections as

they apply to the recovery of internal loads.

Surrogate Model Development Methodology

1. Identify input variables and their ranges

2. Sample the solution space

3. Fit the responses to create the surrogate model
4

Check the surrogate model for goodness of fit

The example beam used for the surrogate strain In@dielation is a hingeless rotor
blade shown in Figure 41. The critical stressistrgalues generally occur at the
spanwise location where the bending moment is Bighe~or articulated rotors this
around the blade mid-span and for hingeless rdtossoccurs at the blade root. The
example rotor is hingeless and the maximum stragsdccur in the root region, where
the flex beam transitions into the aerodynamiciporof the blade. In this region, the

geometry of the blade changes and so do the nuoflcemposite plies from the clamped
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root. Figure 41 shows a picture of the blade whih spanwise location determined to
experience the highest strain values which is fedaion (RSTA) 69.75 (inches). The
blade structure is composed of multiple carbonrfiaeninates of various thickness and
orientation. As such, it is an anisotropic, complbree-dimensional composite beam
structure. Analysis of the structure as multipl® Zross-sections and a 1-D beam is
performed by the dimensional reduction process shiowFigure 6. A two dimensional
cross-section model is built for the critical sp@s®vstation and imported into VABS,
from which the stiffness and mass matrices are rgésxd in addition to warping function
files that are needed to recover the 3-D stressfstiThe mesh size of the cross section is
fairly small, resulting in a relatively high fidgli model of the section: 59,752 elements.
From this model, VABS generates the distributed 8ti2ss and strain field across the
cross-section for a given set of three forces angket bending moments. The
computational time required to recover the strass$ @rain field for each section for a

given set of force and moment inputs is on the roodl@ minutes.

\ Station: 69.75

Figure 41: Rotor Critical Strain Spanwise Location (in.)
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Table 14: RSTA 69.75 Cross-Section Properties

Material Carbon Fiber (IM7)
Matrix BMI
Ply Number 50
Ply Orientation +30°
+20°
+ 60°

5.4.1 Identify Input Variables and Ranges

The first step in the surrogate development prodest determine the significant
variables that affect the response. As statediquely, according to the VAM utilized
by VABS, the 3-D strains recovered in the crosdisecare defined by the primary
forces and moments from the 1-D beam analysis. reftwe, the resulting loads are
defined by six parameters: three forces and threments. The range of the forces and
moments experienced at a particular cross secsica function of the magnitude and
location of the external loads, and also the progeeiof the internal structure (the mass
and stiffness matrices). The limits of the desigmiables are important because they
determine the ranges over which inputs will gereerat valid, accurate response.
Responses should not be extrapolated beyond this lohthe parameters; the accuracy
of such results will be unknown. On the other hahdhe limits are chosen over too
large a range, the number of training cases redjdoe a given model accuracy grows
large and this situation is not desirable eithEnis presents somewhat of a challenge for
the surrogate stress/strain model because theslwhithe 3 forces and moments are not
necessarily known a priori; they are dependenthenexternal beam loads, the beam
cross-sectional geometry, material properties,ulayangles, etc. Therefore, an initial
estimate of the force and moment limits must beenaldlen developing the model, and
subsequent refinement of the limits may be necgg$dhe 1-D beam analysis yields

values beyond the initial estimate. In this wég process is somewhat iterative.
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A dynamic model of the rotor blade is constructethie multi-body rotorcraft simulation
code RCAS using 10 nonlinear finite beam elemeiritise model is set up to reflect the
beam boundary conditions of a hingeless bladedftigplacement and slope at the root
and free at the tip. Distributed spanwise 1-D beanwss sectional properties are
generated in VABS for 22 radial stations which ¢singf 6x6 element mass and stiffness
matrices, and four 4x4 warping matrices. As issiitated in Figure 36 this information is
required for accurate modeling of the anisotropmpled behavior of the composite
beam and recovery of the 3-D strains. Multipleoatastic simulations of the blade
model are run with resulting 1-D beam forces andnmats for the blade cross-section of
interest. The maximum and minimum forces and mdsean be observed from the
simulations to gage the limits for the six parametdn surrogate strain model problems
such as this, the ranges are not known prior toltiie beam analysis for all external
loading conditions and some iteration of the maximand minimum values may be
required. For this problem, an initial set of rasagvas chosen based on simulations over
a broad range on conditions. This initial set pietl an unsatisfactory fit and certain
parameters limits had to be narrowed to get a racceptable model fit. The final limits

of the parameter ranges are listed in Table 15.

Table 15: Design Variable I nput Ranges

PARAMETER|  MINIMUM MAXIMUM
= 4,000 50,000
== -10,000 10,000
Fs -3,000 4,000
M. -8,000 8,000
M, -50,000 50,000
Ms -100,000 100,000

5.4.2 Sample Solution Space

Response Surface Methods (RSM) have a well defse¢df experimental designs that
are commonly used to sample the solution spacesiystematic way. Neural networks
have no such design sets, and thus care must beisexkin selecting a method that

covers the solution space in a manner consistetit thie variable ranges. Neural
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network training typically requires more trainingses than a response surface and needs
a large sample of the entire space. A common ipestiggested by Reference [88] is to
use a Latin Hyper Cube (LHC) design, as it bre&lesdesign space into any specified
number of even segments, assuring coverage ofrtive solution space. Additionally,
some tools such as MatLAB have built-in algorithtinat optimize the distance between
each of the segments within the specified desigesa The Central Composite Design
(CCD) DOE assures that the corners of the soludjmece are covered. When used in
combination, the LHC and CCD offer the potentialctover the entire solution space,
including the corners and midpoints. This CCD Lid@mbination is utilized for the
composite rotor strain recovery example. The CGi & design variables generates 44
cases. For the LHC design, a total of 1000 LHC lwoatory cases are used.
Additionally, an extra 300 cases are generated evtier 6 parameter values are randomly
chosen between their limits. These cases arefose@lidation after the neural network

training is complete, to quantify the goodnesshefrnodel fit.

DOE
‘ . m —> &€ max
\ i . 3 i L
4 F1 M1
N — F2 M2
’ F3 M3

Figure 42: Cross-sectional Strain Solution Space Sampling

A script is written that reads the design variald&ues for each combinatory case, writes
them into a VABS input file, executes the VABS mam to recover the maximum 3-D

strain value for each of the six strain componethtsn writes the values to a results file.
The captured responses for each combination othitee forces and moments are the
maximum of each of the six cross-sectional strampgonents. The force and moment
values and the corresponding six strain respongegsed as training data for the neural

net model. This process is illustrated in Figuze 4
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The responses captured from the example blade-sexsi®n are the maximum values of

the six strain components and also the maximumvatgnt strain or von Mises strain

5.4 £, = \/% [(gxX - £W)2 + (gyy - 522)2 +(e, - 522)2] —%(gjz +e2 + gxzy) .

This formulation is a type of strain invariant, tha to say its magnitude remains
unchanged with coordinate system transformatior. [8Strain invariant failure theory

(SIFT) uses mechanical and thermo-mechanical aicgtdibn factors extracted from unit

cell finite element micro-mechanical models to deiee the strain of homogeneous
finite element solutions for composites at the raanechanical level [90]. The invariant
strain value is a useful quantity in determiningnpmsite structure cumulative damage
for fatigue life assessment. Typically an endueahmit value is established; loads
generating invariant strain values beyond thistliraduce the life of the structure. It is
not desirable to use up structure life in steadglldight, therefore the endurance strain

limit can be used as a constraint in trim solution.

5.4.3 Moddl Goodness of Fit

The model goodness of fit quantifies the modeledprative capability and is principally
determined from two metrics. The first is the erb@tween the training data and the
predicted values, termed model fit error. The sdcs the error between the randomly
generated test data set and the predicted valaksd ¢che validation error. The model fit
error is typically smaller than the validation errout should not be significantly smaller.
The error of the test set is important becauskatws the error for cases not used to train
the network. The distribution of both error sdisidd be normally distributed about zero
and the standard deviation of the error distributjoantifies the fit. Results of the model
von Mises strain fit for the sample rotor bladess-gection are presented in Figure 43.
Both error distributions are normal and centeredualzero. The standard deviation of

the model fit error and model representation eis@8.92 and 42.87 respectively. This
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indicates that 95.4 percent of the model predistiare within approximately £86 micro-
strain. Further model accuracy information is aaded in the residual by predicted plot.
The plot shows that there is larger variation & ¢nror at lower values of the von Mises
strain response. Therefore the larger the stespanse value, the greater the predictive
accuracy of the surrogate model. The endurance d¢ifrihe material has been determined
to be approximately 3,800 micro-strain, therefdrais values at and above endurance

limits will be more accurate.

The residual by predicted plots for each of the imaxn strain component values are
shown in Figure 44. These plots reveal some istiexg characteristics of the strain
response behavior of the composite cross-sectkirst, the total range of the various
model errors is significantly different for the atr components, the shear strain error
rangee;s is an order of magnitude larger than the axiaist;;. Second, the model error
decreases with total strain magnitude for sevdralrscomponents, specificalbf, and

€13 The von Mises strain exhibits a similar behavoa lesser degree as it is composed
of these component strains. The reason for thiewer is due to the mechanics that
cause the strains. From a basic mechanics of mlatapproach, longitudinal strain for
an isotropic beam is fundamentally a function @ #xial force and bending moments,
other affects are of a higher order. For the skgamns, an area moment of inertia cross-
sectional warping function is of the same ordemaignitude as the external load effects
[91]. Thus, there is more variability in the shaad transverse strains compared to the
longitudinal strain. The same effect is in play domposites, only to a higher degree due
to anisotropic properties. This variability is ebged in the results, indicating the
accuracy of these parameters is more sensitivieeio tange values. A summary of the
strain response fits is listed in Table 16 and aistudes the number of hidden nodes in

each of the surrogate models.

5.4.4 Surrogate Strain Validation Results

In this section the surrogate models are exer@setvo different time loads sets and the
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Figure 43: Cross Sectional Surrogate €, Modédl Fit

Table 16: Surrogate M odel Goodness of Fit Summary

RESPONSE HIDDEN MODEL FIT MODEL OVERAL

PARAMETER NODES ERROR STD ERROR STD
(micro-strain) (micro-strain)

Evm 16 38.39 42.87

€11 16 0.644 1.634

€12 17 31.533 35.601

€13 16 61.701 73.721

€22 17 17.299 26.778

€23 17 25.262 28.424

€33 17 22.168 29.448
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strain response values and computation time arepamad to the same as computed by
VABS. The two loads sets are obtained from thepdanmotor blade as it is applied to a
high speed compound rotary wing aircraft whichesaded in the following chapter. The
loads are generated from two separate control gordtions of the aircraft subjected to a
vertical gust. In one control configuration, th@deless rotor carries a moment and is
loads referred to as case 1, in the other, no mbmgresent and is referred to as loads
case 2. The data set from the rotor that carriesoment is in the mid region of the
response region while the set from the rotor withmmoment is at the low end of the
response region. A comparison of the time depedrstesin values (between VABS and

the surrogate) of these two load sets allows anathg to view the model accuracy.

A nonlinear aeroelastic simulation is performednvitie elastic blade and vehicle in free
flight. In the analyses, the vehicles are inijiall steady cruise at the maximum weight
condition. From trim, a vertical gust of 30 ftiscend is simulated for a period of less
than 2 seconds as defined in Reference [92]. Tisé gyofile has a 1-cosine type build
up over a 200 ms span, the simulation profile ofcWwhs given in Figure 45. The
complete vehicle is allowed to respond to the guétdegrees of freedom along with the
full elastic response of the four individual rotdades. The simulation is performed over
a 5 second interval with a time step size of 0.868&onds, therefore a total of 1,000 time
steps are generated.
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Figure 45: Vertical Gust Velocity Profile
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The nonlinear gust simulation case 1 loads foimt&89.75 are shown in Figure 46. The
axial force (F1) is much larger than the two trarse shear forces (F3 and F3). Also
note that for the moments, the chordwise moment) (igl3nuch larger than the torsion

and flap moments (M1 and M2). The large chordwssments are due to the fact that
the rotor is stiff-inplane, and carries a momentrfrcyclic flapping. The gust generally

causes increased flapping and therefore driveshbedwise loads higher due to Coriolis
effects. Figure 47 shows the maximum von Miseairstas computed by the neural net
surrogate and also as recovered by VABS. Figusethrbugh 53 show the results of the
surrogate and VABS for the individual strain comgots. The general correlation

between the two methods is good with exceptiomeftivo shear strain values ande;3

at the lower strain response range. This behasieomewhat expected from the model
fit results exhibited in Figure 44 and is reflectedsome degree in the von Mises strain

correlation of Figure 47.

The nonlinear gust simulation case 2 loads are shimwFigure 54. Note that the
maximum chordwise bending moment is nearly an oofienagnitude less when the hub
moment is zeroed. Therefore the magnitude of tteénswould be expected to be lower
than the previous cases, with a lower degree afelaiion between the surrogate and
VABS values due to the model fit behavior. Figbgeshows the maximum von Mises
strain as computed by the neural net surrogateatsudas recovered by VABS. Figures
56 through 61 show the results of the surrogate \AABS for the individual strain
components. Note the discrepancy of the sheatrandverse strain values, specifically
at the lower strain values. Again, this discregyahecomes somewhat evident in the
maximum von Mises strain as shown in Figure 55. weleer, the total difference
between the maximum von Mises strains of two methsan the order of 5%, and is not

particularly significant in the low strain region.
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Table 17: Strain Recovery Time Summary

MAX STRAIN RECOVERY TOTAL RECOVERY
METHOD TIME
Loads Case 1
VABS 7.579 (hours)
(VABS) Neural Net Surrogate 1.069 (seconds)
Loads Case 2
VABS 7.549 (hours)
(VABS) Neural Net Surrogate 1.071 (seconds)

Table 17 lists the computational time to recover tiaximum strain values from VABS
and from the neural net surrogates for all sixistcamponents and the von Mises strain.
It is significant to point out that the computa@bmime reduction of the surrogate model
is greater than two orders of magnitude compareddABS. The (VABS) neural net
surrogate method requires about a second, and \Wh&Stly requires over seven hours.
The validated accuracy and significantly reducedistrecovery computational times
will allow rotor blade cross-sectional strain to bemputed in time scales that are
compatible with dynamic/aeroelastic simulationsheiefore, these strain values can be
used as constraints in the trim process and willdraonstrated in the following chapter.
The surrogate stress/strain recovery method isubiseither applications in addition to
trim solution constraints. One such applicatiomishe life determination of any beam
structure. To quantify the life degradation, themet stress/strains must be known
somewhat precisely as the mean and oscillatorggseains influence the cumulative
damage. For example, the determination of thedlifa helicopter blade is made by the
cumulative damage assessment of the rotor blagectub a number of maneuvers, gusts,
over speed conditions etc. The determination ofnlagimum stress/strain over lengthy
simulations is computationally expensive. Using slarrogate loads method, it has been
demonstrated that the computational cost for exemirthe loads of extensive time

simulations can be significantly reduced.

It must be pointed out that the significant straomputational cost saving comes at the

expense of constructing the surrogate to degreeairacy required. The creation of the
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surrogate model for this example required 1,344 BAthses, and is therefore slightly
larger in time cost (in terms of VABS function caflor a given cross-section) than a
single gust simulation. The refinement of the sgate input parameter limits (forces and
moments) required two iterations in the surroged@eing data generation, for a total of
approximately 20 hours of VABS computational tim€he two gust cases for the fixed
and titling shaft configuration required just odér hours of computation time. Generally
a number of nonlinear loads simulations are rungasts at multiple flight envelope

conditions and for maneuvers, etc. Therefore,tithe cost of the surrogate creation,
even with multiple iterations, roughly seems to payitself after one or two stress/strain

recovery simulations.

Typically the analysis of complex (composite) stawes requires 3-D finite element
methods and vyields the stress/strain field of theéres structure. The development of
dimensional reduction utilizing VAM significantlyeduces the computational time over
3-D FEA by approximately a couple orders of magtetu Of course VAM methods are
applied to spanwise beam 2-D cross-sections aneé tmoited information is available
compared to 3-D FEA. Finally the surrogate ststssh method developed in this work
shows computational cost reductions by approxingahother couple orders of
magnitude compared to VAM. The surrogate methodotsan alternative approach to
compute the 3-D stress/strain as VAM is compareflE8, rather it is a new concept in
approximating the maximum stress/strain for vast fasults. The cost of the surrogate
method is, once again, less information than thecfass-sectional 3-D stress/strain field.
However, for certain applications such as trim 8ofu constraints and cumulative
damage assessment, the surrogate stress/straimdmetbvides fast stress and strain

computation capability.

5.5 Chapter Summary

This chapter presents the current framework fooelastic trim and loads analysis. A
novel method to rapidly approximate elastic rotdade stress/strain in aeroelastic
analyses is developed which decouples the dynarvadt feedback loop between multiple

analysis codes for certain types of stress/stramsttained applications. The method
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captures the maximum cross-sectional stress/dtvads based on the trained response of
an artificial neural network (ANN) surrogate as umndtion of 1-D beam forces and
moments. The method is validated by comparisorthef surrogate predicted loads
against the VABS recovered loads for a complexs@mpic beam cross-section loaded
in time. A comparison of the individual strain qooment values from the surrogate and
VABS for the time loading shows good correlatiotdowever, the surrogate model
computed the same strains in a time span two oafersagnitude less than VABS. This
innovation opens the door for analyses that recgtness/strain information in a reduced
time span. These results confirm the first hypsithéo supporting question 2 in that
stresses and strains can be captured by a surrog@iggel as a function of the 1-D beam

forces and moments.
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CHAPTER 6
CONSTRAINED OPTIMAL TRIM APPLICATION

This chapter applies the optimal trim algorithmtthas been integrated into the rotorcraft
comprehensive code RCAS to an advanced, high-spemdpound gyroplane
configuration. The concepts of variable rotor sh&em developed in Chapter 4 and
surrogate strain developed in Chapter 5 are alpliegpto the example problem. A
description of the vehicle configuration and théorosystem design is provided. An
optimal trim analysis of the vehicle is performedhe high speed range with the purpose
of maximizing the vehicle cruise efficiency whileamtaining rotor blade strain below
endurance limit values. The application of theiropt trim method to the high speed
compound gyroplane configuration demonstrates thityuof optimal trim for an

advanced rotorcraft vehicle that has multiple c@nséd trim solutions.

6.1 Example Compound Gyroplane

Recently, interest in expanding the envelope ofticegrlift-vehicles has increased,
particularly in terms of speed, altitude and raf@f$]. Increased range allows military
rescue vehicles to reach further from their bagedditional speed and altitude capability
increases the survivability of military vehiclesdanost efficiency of civilian aircraft.
Two rotorcraft configurations that offer potentjalhigher speed and range than
conventional helicopters are the compound helicogtel compound gyroplane. These
configurations provide STOL and VTOL capability tlawe capable of higher speeds than
conventional helicopters because the rotor doesprmtide the propulsive force, or at
high speed, the vehicle lift. The drawback is ttetundant lift and/or propulsion add
weight and drag. For high speeds to be achieve@dgewise rotor must be slowed to
avoid compressibility effects on the advancing bladThe potential advantage of the
compound gyroplane is that there is no need foaraable speed transmission, since its
rotor is powered from the free-stream in autorotati The potential reduction of the
propulsion system complexity and weight is sig@ifit One such compound gyroplane
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has been proposed for a long-range rescue mispitation [3], and is shown in Figure
62. The main purpose of this chapter is to demmatesthe utility of the optimal trim

method developed in Chapter 3, with the variabterrespeed method of Chapter 4 and
surrogate strain method of Chapter 5 with applicatto this example high speed

gyroplane.

Figure 62: High Speed Compound Gyroplane

For the rescue mission, the vehicle is requirettdee a maximum dash speed of 350
knots. The combination of high speed and slowéational (rotor) speed results in high
advance ratio conditions. Advance ratio is théorg§i) of forward speed to rotor tip
speed and characterizes the portion of reversecitglairflow on the retreating side.
Typically helicopters operate at advance ratiosless than 0.45. The compound
gyroplane will operate at a maximum advance rafi®.d to keep the advancing tip
below Mach 0.85 at 30,000 ft altitude. Figure 68ws the relation between tip speed,
true airspeed, advancing tip Mach number and adveaaito at 30,000 ft altitude. Both
analysis and test have shown articulated rotorbetsusceptible to unstable flapping
motion at high advance ratio conditions [94,95,98,9 One approach to avoid flapping
instability is to elastically restrain flapping Wwita structural flex beam, i.e. hingeless
rotors. Analysis has shown that for proper comtoma of rotor inertial Lock number

and flap stiffness (quantified as non-dimensiohap ffrequency) the rotor will always
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retain stable flapping motion [98]. The flapwigdfsotor is capable of producing very
large bending moments that are desirable for cbntidowever, rigid flapping must

remain within limits to avoid exceeding structuealdurance limit loads in trimmed flight
and critical loads in gusts and maneuvers. Enderdimit flapping angels are on the
order of a couple degrees for a rigid blade, munhlker than those routinely experience

by articulate and teetering rotors.
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Figure 63: Rotor speed vs. Velocity Diagram (30,000 ft)

Aeroelastic trim analysis of the gyroplane for periance and loads is a complex
undertaking due to the interdisciplinary coupliraggl a non-unique trim solution space
from the multiple lifting, thrusting and controlgnrmechanisms. For example, should the
rotor carry a moment or should it be controlledéno moment. If a moment is carried,
the rotor loads will be larger, but how will theerall vehicle performance be affected?
In addition, the compound gyroplane rotor is noedily powered and must be controlled
to operate in a zero average torque, autorotatistaaé. Finally, the wide operational
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rotor speed condition presents the challenge of laplification when blade modal
frequencies are in proximity to an n/rev multipfettoe rotor speed. Figure 64 shows the
rotor speeds at which the fundamental flap andrages cross the n/rev frequencies for
the compound gyroplane rotor. This frequency &uaace is of particular concern for
the fundamental lag mode, which for a siff-inplaotor (such as the example gyroplane)
can produce an undesirably high load build-up. rétoee, the problem of finding the
most efficient way to fly the vehicle is non-triviand requires a systematic way of
finding the optimal trim solution with autorotatiamd structural constraints.
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Figure 64: Compound Gyroplane Rotor Fundamental Frequenciesvs. Rotor Speed

In this example problem, the compound gyroplanegdeis considered complete. The
vehicle design parameters, such as wing span, area, diameter, solidity, weight etc.

are already determined from performance and sieomgiderations. The rotor structural
design is also fixed as the rotor design, spedijidhe flap stiffness, is driven primarily

from the flapping stability consideration. Thenmefpthe problem at hand is to find the
best way to fly the existing vehicle, consideriogor structural constraints. The problem
is solved by developing a model of the example gigmoe in RCAS and then applying
the optimal trim routine developed and validatedGhapter 3. The RCAS model
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consists of a rigid fuselage, lifting and contrakfaces in addition to 4 elastic blades.
The vehicle structural representation from RCAShswn in Figure 65. The elastic
properties for the blade structure result from bi@de cross-sectional geometry and
material and are determined from VABS in the forimultiple spanwise stiffness and
mass matrices. The elastic blade model was deseldpr use in Chapter 5 in

conjunction with the blade surrogate strain valmlat The fundamental blade elastic flap
and lag frequencies are shown in Figure 64. Thar @rfoil is a NACA 0012 section,

and qusi-steady aerodynamics in conjunction witbok up table are used to determine
the lift, drag and pitching moment coefficientsfasctions of angle of attack and Mach
number. Because the rotor is lightly loaded in tith@ regions of interest, a uniform

inflow is assumed.

Z postion

(= ST L) vy N = BT

Figure 65: Compound Gyroplane Structural M odel

6.2 Compound Gyroplane Optimal Aeroelastic Trim

The compound gyroplane shares lift between ther radl wing in flight. This section
considers the optimal distribution of lift betwetrese two components during the high
speed cruise of a long range mission by maximizireggvehicle lift-to-drag ratio. The
compound gyroplane operates in steady autorotdtwimg trimmed flight. As discussed

in Chapter 4, the rotor disk must have a positvgl@ of attack relative to the free stream
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as air flows up through the disk in autorotatidrhis can be accomplished indirectly by
cyclic flapping or by directly tilting the rotor tbugh shatft tilt. Many gyroplanes have a
shaft tilting mechanism where practically all hepters accomplish relative rotor disk
incidence through cyclic flapping. A shaft tilinmechanism adds complexity to a
physical aircraft, and a cyclic flapping solutios desirable. However, if the cyclic
flapping magnitude is too large, blade fatigue liéan be comprimized. The
consideration of both methods is given herein daddetails of their implementation in
trim optimization are discussed in the next sestidollowed by comparative optimal

trim results.

6.2.1 Fixed Shaft Configuration

The fixed shaft, compound gyroplane configurati@s la rotor shaft angle that is fixed
with respect to the fuselage at 3° aft. This afl@\positive rotor disk angle with respect
to the freestream in normal flight conditions. Tiweed shaft compound gyroplane
achieves autorotation by a combination of bladdicytapping and fuselage tilt. The

blade flapping is therefore controlled to reach zbeo average torque condition through
1/rev cyclic input. The fuselage attitude is trieninto zero the residual lift, which intern
affects the inflow through the rotor, also affegtiime cyclic flapping. It can be seen that
the fixed shaft configuration has a complex, codpiegm solution. The optimization

problem for the fixed shaft compound configurati®given as:

Problem Statement:
M aximize: Lift-to-Drag 6.1
Subject to: FRX(XD) =0 6.2
FRy(XD) =0
FRz(XD) =0
MHRX(XD) =0
MRy(XD) =0
Q(XD) =0
C <10

L max
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Evmmax < 3900 micro-strain
12< X, <25 6.3
)ZD =[Te,a,60.64,6,]; )Z| =[V.Q] 6.4

The first three constraints are the residual fqréeBowed by the residual hub roll
moment and aircraft pitch moment and shaft torqoastained to be zero for
autorotation. The last two constraints are thegwimaximum lift coefficient and rotor
maximum von Mises invariant strain at the criticabss section defined in Chapter 5.
Dependant variables include engine thrust, airdoafly pitch and roll, elevator, and

lateral and longitudinal cyclic. Independent viales include velocity and rotor speed.

Preliminary investigations show that the vehiclaglis predominately composed of
body/hub parasite drag and interference drag betwee rotor, hub and engine nacelle,
even at low speed where lift induced drag typicaliminates. The maximum lift-to-
drag speed results in a wing lift coefficient tigtoo high (post stall) for the cambered
airfoil. Therefore, a constraint is added to tipdiroal trim problem such that the wing
lift coefficient must be less than 1.0. The wingxmaum lift coefficient inequality
constraint was converted to an equality constnaitit the addition of a slack variable as
outlined in sections 3.1.2. Rotor speed was set dependent variable to enforce the
constraint. In the implementation of this schethe,dependent variables failed to reach
a converged solution. The reason was due to tiparapt sensitivity of the other
dependent parameters to rotor speed beside the liitirgpefficient. Specifically, the
average shaft torque value was more sensitivettw speed than cyclic control, and the
coupled solution tended to reduce rotor speedaihifiand then fail. Apparently the
addition of rotor speed in the dependent variabtarsthis problem changed the linearity
of the system to such a degree than the solutiald awt converge from that set of initial
conditions. A more robust approach is to keeprrspeed as an independent variable and
add a penalty function to the objective as outlimedection 3.1.2. In this way, the
optimal trim solution is found via a hybrid GRG/Rég function method. The penalty

function is
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P (X)=r,(maxp,c,, -c, 1) 65

Results of a preliminary trim exploration for theefd shaft configuration with a rigid
rotor provide insight into the basic behavior aé flapping response with respect to rotor
speed and airspeed in Figure 66. The rigid romidmodel uses a spring restraint at the
flapping hinge to simulate the elastic effectshaf elastic blade. The flap spring value is
chosen such that the rigid blade flapping frequestogely matches the fundamental flap
mode of the elastic blade over the operationalrrspe@ed range. A large component of
the maximum forced response shown in Figure 66ress2n addition to the normal 1/rev
flapping due to the relatively high flap stiffnese$ the rotor. The trends show that
maximum rotor flapping angle increases with a réidacin rotor speed. The reduction
in CF load and other resulting trim parameters eahe maximum flap angle to increase
significantly. The question regarding rotor stwuat constrains is what is the limiting
flap deflection before the endurance limit of tihgid rotor is exceeded. At high rotor
speed conditions (hover), centrifugal stiffeninguses the angular deflection to
concentrate in the root section of the cantilevdxeam. For lower rotor speed conditions,
the angular deflection is distributed over a larggainwise portion of the blade and larger
total deflections can occur for equivalent strawels. In hover, the maximum flap limit
is 2 degrees, but at 40% hover speed, the maxintamlifnit may more than double.
Therefore, the limitation of blade loads as a fiorcof flap angle or flap moment (from
1-D beam theory) do not truly capture what is nded&Vhat is needed in the trim
analysis is the actual blade stress and straingcedly where their limit values are
exceeded. The inclusion of maximum strain as irtputhe optimal trim solution is
discussed in detail in Chapter 5 and is accomplish& a surrogate model as a function
of the 1-D beam forces and bending moments. Tha girain constraint is included
through the use of a penalty function in the olyectsimilar to the wing loading

constraint.

P.(X)=r, (max[O, Er = (svmmax])2 6.6
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Figure 66: Rigid Blade Flapping at Reduced Rotor speeds

The final optimal trim problem for the fixed shampound gyroplane is conducted at
30,000 ft altitude and the limits for the indepemideariables are set at 12 to 25 rad/s and
200 to 350 knots for rotor speed and airspeed otispéy.

6.2.2 Tilting Shaft Configuration

For the compound gyroplane with shatft tilt, a colid revolute joint is added to the
model where the mast connects to the fuselage@gnsim Figure 62. The shaft tilting
mechanism allows the effective disk incidence ta@nged independent of the fuselage
to obtain the controlled rotor speed value at a&@ft torque. With the shatft tilt, there is
no need for cyclic flapping. In order to minimiloads and vibration, the rotor (average)
pitch moment, in addition to the roll moment, isstyained to zero. Therefore, the trim
optimization problem given in 6.2.1 has the follagiiadditional constraint and modified

trim control parameter set:
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Subject to: MHRy(XD)ZO 6.7

XD :[TE7a’e’¢7€1570107ashaft]; XI :[V,Q] 6.8

The optimal trim problem for the tilting shaft capiration has seven dependant
variables, the additional variable being shaft, @hd two dependant variables. The
analysis is conducted at 30,000 ft altitude wittorespeed side constraints the same as
the fixed shaft problem. The inequality constrsifor the wing lift coefficient and
maximum blade strain are also implemented throinghpenalty function approach as

before.

6.2.3 Trim Configuration Results

The optimal rotor speed solutions are shown in feii¥ over a range of gross weights
which bracket the maximum and minimum weight far kbng range mission. This result
shows an interesting contrast in the behavior efgptimal rotor speed with weight. The
shatft tilting configuration starts at 16 rad/s auilckly drops down to the minimum rotor
speed value of 12 rad/s. At heavier weight cooddj the rotor helps off-load the wing
to meet the maximum lift coefficient constraint. pgarently a slight increase in rotor
speed is more efficient than an increase in aigpaecondition which is not initially

obvious. However, as weight decreases, the rettess efficient than the wing and its
speed is driven to the minimum allowable value. e Tixed shaft configuration rotor

speed also begins at approximately 16 rad/s atmanri weight, but increases as the
weight is reduced. In the optimal trim historye ttotor speed initially decreases, but
turns upward as the rotor strain value approachctvestraint. Figure 68 shows the
optimum airspeed trend for the two configuratiomoth trends are approximately linear
with a 15 to 20 knot difference between the twdne Tixed shaft configuration also has a
slightly increased slope, showing a reduction itirogl airspeed reduction rate over the
shatft tilting configuration as fuel is burned. &y, optimal lift-to-drag results from

analysis are shown in Figure 69 for the fixed ahiohg shaft compound gyroplane over
the range of gross weights. The tilting shaft gpnftion has a higher lift-to-drag value

over most of the gross weight range, except thebla® Ibs where the trend reverses to a
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small degree. Therefore, the optimal aeroelastit tesults indicate that the tilting shaft
configuration has better performance due to theetdeads allowing a lower rotor speed.
The higher rotor speed produces a lower maximunicleslefficiency (L/D) and lower

optimal velocity.

6.2.4 Optimal Trim Purpose

The ultimate goal of an optimal trim solution is ¢goide the designer and controls
engineer to the best way to fly a vehicle. Thetmdnof modern flight vehicles is
supplemented to various degrees by flight contomhguters. The insights gained from
the trim solution can be applied to the developnadrtontrol laws for automatic flight
control systems and in some cases may drive aatostiution. In the compound
gyroplane example, not only is the optimal lift sheébetween the rotor and wing
determined, but the best method by which it maydigeved is discovered, i.e. through

the use of tilting the shaft rather than througblicyflapping. The resulting flight control
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architecture for most efficient flight would themebk down into a number of control
subsystems with sensors and actuators. For th@aamd gyroplane, the rotor control
subsystem would include rotor speed sensors, 8hdfinge and actuator as well as hub
moment sensors (roll and pitch) and cyclic contralfis method makes the rotor follow
along for the ride in cruise and high speed fligist,its effect on steady flight controls in

virtually invisible to the pilot flying the fixed img control surfaces.

6.3 Chapter Summary

The aeroelastic trim performance of an advancedmpi&a compound gyroplane is
analyzed using the GRG optimal trim method in tlengrehensive rotorcraft code
RCAS. Two different configurations of the samecwdft were analyzed, one with and
one without a steady hub moment. Each configunatias trimmed to a state of steady
autorotation. In addition, structural and aerodyitaconstraints were fulfilled in the
process of determining the optimal trim. Theritishaft configuration showed better
performance due to lower constrained, optimal refmed. The determination of these
results would otherwise require a complex parametnapping of the multivariate,
constrained trim space for each gross weight cmmdit The results obtained for this

problem shows the utility of the optimal trim metho
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CHAPTER 7
CONCLUSION

The purpose of this thesis is to develop and apmystematic method to reach the best
or optimal trim solution for rotorcraft configuratis that possess constrained, non-unique
trim solution spaces. Specific research questwagsormulated regarding the application
of trim optimization with respect to the followirageas: 1) application of NLP methods
to the problem of trim optimization in rotorcraftraelastic frameworks, 2) the control of
rotor speed as a trim variable for variable rofoees] in steady autorotation, and 3) the
rapid approximation of rotor blade stress and striai the aeroelastic analysis for
structural constraints in the optimal trim solutio’ final purpose of this work is to
apply developments in the stated areas to an exaatpanced rotorcraft problem, one
with non-unique trim solutions, to show the utilié§ the methods. This concluding
chapter summarizes the results outlined in thisishas they relate to the research

guestions and hypotheses of Chapter 1.

7.1 Summary and Conclusions

An optimal trim algorithm is developed based on tloalinear programming technique
of the Generalized Reduced Gradient (GRG) and toded into the comprehensive
rotorcraft analysis code RCAS. The conjugate @midibased search direction is
modified to accommodate the radii of convergencéhefvarious independent variables
in a novel manner. The optimal trim algorithm hen applied to a series of increasing
complexity optimal trim helicopter problems. Inadjty constraints are fulfilled by a

slack variable method which treats rotor speed dependent variable, and a penalty
function method which treats rotor speed as anpeddent variable. The optimal trim

algorithm as implemented converges on the indepgndeiable values that produce the
minimum power solution, as determined from a patammapping of the solution space.

Results from Chapter 3 affirm the hypothesis toghmary research question in traat
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optimal trim solution can be systematically foumdotugh the use of the Generalized
Reduced Gradient (GRG) NLP method.

The phenomenon of autorotation is discussed witltifip reference to the fact that rotor
speed varies as steady flight conditions changeitandalue is not known a priori. A

method is developed which captures the rotor spaedtion by controlling rotor speed
as a trim control parameter in a Newton-Raphsoratitee method. The method is
validated against isolated wind tunnel rotor datd ateady level flight data of a small
gyroplane. Application of the optimal trim methatlows rotor speed to vary as an
independent variable, rather than a dependenthtariand still satisfy the requirement of
zero average torque in conditions where multipleo zerque solutions exist. These
results affirm the hypothesis to supporting redeaeestion 1 in thatotor speed treated

as a trim control parameter allows the rotor spagedce known at a fixed value during

each trim iteration, yet vary between iterationgilewtorotative equilibrium is reached.

A novel method to rapidly approximate elastic rotdade stresses and strains in
aeroelastic analyses is developed. The methodosippates the maximum cross-
sectional stress/strain response with an artifiee@lral network (ANN) surrogate trained
by stress/strain values from VAM analysis. Theragate is a function of 1-D beam
forces and moments for the cross-section. The adethvalidated by comparison of the
surrogate predicted loads against the VABS recavirads for a complex, anisotropic
beam cross-section loaded in time. A comparisomhefindividual strain component
values from the surrogate and VABS shows good @ioa. Results from Chapter 5
confirm the first hypothesis to supporting reseagciestion 2 in thablade stress and

strain can be captured by a surrogate model asrectfan of the 1-D beam forces and

moments.

The aeroelastic trim performance of an advancedmpla compound gyroplane is
analyzed using the GRG optimal trim method in tlengrehensive rotorcraft code
RCAS. The optimal lift share between the wing aoibr is determined while keeping
the rotor in steady autorotation by driving the rage shaft torque to zero. Maximum
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rotor blade von Mises strain at the critical spa®liocation is computed via a surrogate
model and used to constrain the optimal solutioone that ensures blade strain is below
endurance limits. Results from Chapter 6 confihm second hypothesis to supporting
research question 2 in thaireogate stress/strains can be computed with sSicamitly

less time and in a convenient form to be used duhe trim optimization.

7.2 Future Work

In the development of trim in this thesis, the cgunfation design parameters have been
fixed. The development of trim optimization prefsean opportunity in certain design
applications (which are configuration dependent)esghthe trim solution and some
design element can be optimized simultaneoushyh e possibility of finding a better
solution than trim and design optimized in isolatio Aside from the possibilities of
simultaneous trim/design optimization, three addisl areas present an opportunity for
further development with potential for advancindimal trim and surrogate loads utility.
The first area is in regard to the step-size amdcbedirection in each optimal trim line
search. In the rotorcraft trim class of problerttse radii of convergence of the
independent variables vary significantly in magdéy specifically when rotor speed
becomes an independent variable. This conditiaisesinefficiency as a large number
of function calls are required each time the liearsh step-size must be reduced. This
issue was dealt with by developing a somewhat adntethod of modifying components
of the step size along the search direction. Tg@i@ation of a hybrid search direction
and step-size method based on quadratic programisiibgefly discussed in 2.2.2.3 as
developed by Parkinson and Wilson [37]. This apphosimultaneously optimizes both
the search direction and step-size based on a nuofbknearized constraints in a
guadratic programming sub-problem. Additional ¢omats could be added which
include independent variable, radii of convergentae QP sub-problem method would
offer a more theoretically sound, and robust metpotkentially increasing the trim

optimization problem efficiency.
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A second area for further development is the extansf optimal trim from performance
applications to flight stability and control apgtwns. For configurations with multiple
trim solutions, certain trim schemes and trim dolutsets may have better stability and
handling quality characteristics. For example, tnima solution set may show to have
less sensitivity to pilot control input perturbatgthan another. The goal would be to
find a trim solution that optimizes some handlinglity metric based on the trim control
parameters values. This application could dravmfrihe discipline of robust design
methods where control parameters are adjusted nonmzie variability. In the handling
gualities application, a variable set could be elmosuch that changes in the vehicle rigid

body states are minimized.

A third area for further development is in regat@s tool for the surrogate loads method.
The example problem in this thesis captured a singgponse for one cross-section, the
maximum von Mises strain. For some applicationsrarthan a single stress or strain
parameter for an entire cross section is requirétlis is particularly the case for the
application of cumulative damage assessment insthetion where the maximum
stress/strain jumps to different locations in tihess-section. Tracking the strains from
multiple responses in different cross-sectionahtmns would provide a better estimation
of actual fatigue damage accumulated throughouvengime loading sequence. This
approach may be particularly useful for the detaation of stress/strain in multiple
layers or in the inter-laminar matrix for compostlieam cross-sections. The main
requirement would be the development of a capgbthiat intelligently and easily
identifies gauss points of interest in the crosgise and relates them to a particular
response to be captured. An interface that grafihiallows a user to specify cross-
sectional locations of interest and relate thena tesponse is desirable. The accurate
tracking and accumulation of stress/strain damagspiecific geometric locations in a
computationally fast manner has the potential tprowe the quantification of composite

beam fatigue and cumulative damage.
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