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SUMMARY 

Early detection is one of the most important factors in the survival of patients 

diagnosed with breast cancer. For this reason the development of improved screening 

mammography methods is one of primary importance. One problem that is present in 

standard planar mammography, which is not solved with the introduction of digital 

mammography, is the possible masking of lesions by normal breast tissue because of 

the inherent collapse of three-dimensional anatomy into a two-dimensional image. Digital 

tomosynthesis imaging has the potential to avoid this effect by incorporating into the 

acquired image information on the vertical position of the features present in the breast. 

Previous studies have shown that at an approximately equivalent dose, the contrast-

detail trends of several tomosynthesis methods are better than those of planar 

mammography. By optimizing the image acquisition parameters and the tomosynthesis 

reconstruction algorithm, it is believed that a tomosynthesis imaging system can be 

developed that provides more information on the presence of lesions while maintaining 

or reducing the dose to the patient. 

Before this imaging methodology can be translated to routine clinical use, a 

series of issues and concerns related to tomosynthesis imaging must be addressed. 

This work investigates the relevant physical processes to improve our understanding 

and enable the introduction of this tomographic imaging method to the realm of clinical 

breast imaging. The processes investigated in this work included the dosimetry involved 

in tomosynthesis imaging, x-ray scatter in the projection images, imaging system 

performance, and acquisition geometry. 

A comprehensive understanding of the glandular dose to the breast during 

tomosynthesis imaging, as well as the dose distribution to most of the radiosensitive 
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tissues in the body from planar mammography, tomosynthesis and dedicated breast 

computed tomography was gained. The analysis of the behavior of x-ray scatter in 

tomosynthesis yielded an in-depth characterization of the variation of this effect in the 

projection images. Finally, the theoretical modeling of a tomosynthesis imaging system, 

combined with the other results of this work was used to find the geometrical parameters 

that maximize the quality of the tomosynthesis reconstruction. 
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CHAPTER 1  

INTRODUCTION 

Background 

Breast cancer is today the most diagnosed type of cancer in women, excluding 

skin cancer. In 2007, in the United States alone, over 178,000 new cases of breast 

cancer will be diagnosed, and over 40,000 women will die from this disease, making it 

the second leading cause of death from cancer among women (American Cancer 

Society 2007). The introduction of screening mammography has been responsible for up 

to a 40% reduction in breast cancer mortality (Humphrey et al 2002). However, standard 

(planar) mammography is not without limitations. The sensitivity of first mammography 

previously reported ranges from 71% to 96%, but it may be significantly less in dense 

breasts (Kerlikowske et al 1996; Rosenberg et al 1996; Kolb et al 1998; Rosenberg et al 

1998; Humphrey et al 2002; Kolb et al 2002). In addition, the specificity of a single 

mammographic examination has been reported to be approximately 80% to 85%, but, 

over a ten year period, approximately one quarter of the women that undergo screening 

mammography will have at least one false positive examination (Elmore et al 1998). 

Major factors for these false positives include breast density and superposition of normal 

glandular tissue (Tabar et al 1995; Rosenberg et al 1996); the latter alone may be 

responsible for about 25% of all mammography recalls (Kopans 2002). The introduction 

of digital acquisition has helped improve breast imaging by doing away with screen-film’s 

limited dynamic range and narrow range of linear response among other issues. 

However, digital mammography is still limited in that it acquires a two dimensional 

projection of a three dimensional object, collapsing all the volumetric information onto 

one plane. To overcome this limitation, extensive research is in progress to introduce 
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new imaging techniques which present at least some depth information to the 

radiologist. Tomosynthesis (Kolitsi et al 1992; Niklason et al 1997; Dobbins et al 2003) 

and dedicated breast computed tomography (Boone et al 2001; Chen et al 2002; Ning et 

al 2002; Gong et al 2006) are being investigated as alternatives to planar mammography 

that solve the issue of tissue superposition. 

Digital Tomosynthesis Imaging of the Breast 

Digital tomosynthesis is a technique that enables tomographic imaging by 

acquiring a limited number of projections from a narrow angular range, and combining 

these projections to reconstruct a quasi-three dimensional image. To accomplish this, 

the x-ray tube is rotated around the static compressed breast and a series of images are 

acquired, one at each x-ray tube position (Figure 1.1). During the projection acquisitions, 

the detector can either be static, or rotate to maintain its top surface normal to the x-ray 

tube (Ren et al 2005; Eberhard et al 2006). The series of images acquired, denoted the 

tomosynthesis projection set, is then inputted into a tomosynthesis reconstruction 

program which uses the different location in the projections of the same tissues to 

compute their vertical position, thereby reconstructing the three dimensional volume. 

Digital tomosynthesis of the breast was demonstrated by Niklason et al (Niklason 

et al 1997) in 1997, and since then several studies have been published on the subject. 

Suryanarayanan et al (Suryanarayanan et al 2000; Suryanarayanan et al 2001) 

compared several tomosynthesis reconstruction methods to planar mammography and 

found significantly better threshold contrast-detail characteristics in tomosynthesis 

phantom images. Wu et al and Joseph et al implemented several different reconstruction 

methods (Wu et al 2004a; Joseph et al 2006) and compared their performance. All these 
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studies report that digital tomosynthesis has the ability to suppress the masking effect of 

superimposed structures. 

Motivation and Organization 

Given the promising results found in the previous studies that focused on the 

development of tomosynthesis, which point to the feasibility of clinical use of 

tomosynthesis of the breast, it has become imperative to investigate a series of issues 

that need to be addressed to introduce tomosynthesis imaging of the breast into routine 

clinical practice. These issues include dosimetry, physical processes that affect image 

quality, and image acquisition optimization, among others. It is the intent of this work to 

address these issues, and therefore accelerate the establishment of this new 

Figure 1.1 Diagram of a tomosynthesis acquisition depicting the moving x-ray source 
and the stationary detector. 
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tomographic breast imaging method as one more tool for the early detection of breast 

cancer.  

Dosimetry is the foremost concern in all radiographic imaging applications. A 

successful radiographic acquisition method can not involve the exposure of a high or an 

unknown amount of radiation dose to any tissue or body part of the patient. This is 

especially true if the application is to be used for the screening of asymptomatic patients, 

as is the goal of tomosynthesis imaging of the breast. Therefore, a comprehensive 

characterization of the dose involved in tomosynthesis imaging is required. This 

characterization involves the study of the radiation dose to the imaged breast, as well as 

that to the rest of the body tissues due to scattered x-rays. In radiographic breast 

imaging, the concern is the effect of radiation dose in the glandular tissue, where breast 

cancer normally develops (Wu et al 1991). Therefore, the metric used is the glandular 

dose, a measure of the dose deposited in the glandular tissue portion of the breast 

during image acquisition. In Chapter 2 the glandular dose to the imaged breast during a 

tomosynthesis imaging study is characterized, including its variation with a wide range of 

different breast sizes, compositions and x-ray spectra. This study provides the data 

necessary to set the limiting factors to consider when designing new tomosynthesis 

imaging protocols. In Chapter 3 the radiation dose to the tissues of the rest of the body 

from planar mammography and tomosynthesis of the breast is studied. Although 

dosimetry in planar mammography has been extensively investigated, the resulting dose 

to the other tissues has been the result of only one limited previously published study 

(Hatziioannou et al 2000). The whole body dosimetry study published here includes 

most of the radiosensitive organs and tissues of the body, and also investigates the dose 

to the fetus from planar mammography and tomosynthesis imaging, an important 

concern that has not been addressed before. To compare the whole body dosimetry 

resultant from tomosynthesis imaging with that of the other tomographic breast imaging 
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method currently being investigated, dedicated breast computed tomography (DBCT), 

the same analysis was performed for the latter. This study is of particular interest due to 

the need in DBCT of using higher energy x-ray spectra compared to that used in planar 

mammography and tomosynthesis. The effect of using these higher energy spectra on 

the whole body dose for DBCT imaging is investigated in Chapter 4. 

 Given the imaging limitations imposed by dosimetry, emphasis must be placed 

on the maximization of image quality within those limits. For this, a clear understanding 

of the effect that different relevant parameters have on image quality must first be 

understood, and then these parameters must be adjusted to obtain the images that 

result in the highest possible detection and characterization of lesions. Three different 

parameters that affect image quality are investigated in this work; the inclusion of x-ray 

scatter in the projection images, detector response, and acquisition geometry. 

Scattered x-rays introduce a low frequency signal in the projection images that 

does not contribute to the image information and lowers the image contrast and 

resolution. The inclusion of this signal in tomographic imaging, where the acquired 

images are used for reconstruction, results in a further penalty in the form of 

reconstruction artifacts. To avoid this, the x-ray scatter phenomenon must be either 

reduced in the projection images or taken into account in the reconstruction model. For 

these approaches to be successful, a comprehensive characterization of the x-ray 

scatter included in the tomosynthesis projections is required. This characterization is 

performed in Chapter 5, where the scatter point spread functions and scatter-to-primary 

ratio maps resultant from different acquisition conditions are computed and analyzed. 

This information is later used both for the simulation of realistic tomosynthesis 

acquisitions and for inclusion in the implementation of an iterative reconstruction 

method. In addition, these results could be used for the development of pre-

reconstruction processing of the projection images. 
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Due to the need to limit the glandular dose to the imaged breast from a 

tomosynthesis acquisition to levels similar to those used in planar mammography, the 

exposure available per projection is reduced substantially. This reduction in exposure 

may force a current clinical mammographic system to function in suboptimal conditions 

during tomosynthesis acquisitions. This could lead to the loss of image quality due to 

effects introduced by limitations of the imaging system, such as dominance of the 

additive electronic noise on the noise characteristics of the images. This possible 

behavior is analyzed in Chapter 6, where the imaging system’s response to different 

acquisition conditions is characterized. This is achieved using a mathematical model that 

describes the signal and noise transfer characteristics of each stage in the imaging chain 

involved in the acquisition of a projection. This data is also used later in the simulation of 

tomosynthesis projection images, which, to be of value, must include the limitations 

imposed on real images by the imaging system. 

The optimization of the acquisition geometry in tomosynthesis imaging is of 

utmost importance to maximize both the vertical resolution and the in-plane image 

quality. Due to the severe incompleteness of the tomographic information in 

tomosynthesis, the vertical resolution and suppression of reconstruction artifacts is 

highly dependent on the use of an appropriate acquisition geometry. To achieve this 

optimization, a balance must be found between angular range, number of projections, 

and available exposure per projection. To gain insight into this balance, in Chapter 7 a 

study is described in which the simulation of a realistic tomosynthesis imaging system 

was implemented and used to compare the image quality of reconstructions performed 

from projection sets obtained using different acquisition geometries. This involved the 

use of all the previous results reported in this work and the implementation of an iterative 

reconstruction algorithm that takes into account the presence of x-ray scatter in the 

projection images. 
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Approach 

The present work is based on the design, implementation, and use of a series of 

advanced computational frameworks to perform comprehensive simulations of 

radiographic breast imaging. These simulations, based on well established theoretical 

tools, were used to recreate the conditions present during either planar mammographic 

imaging, tomosynthesis imaging of the breast, or dedicated breast computed 

tomography depending on the study being performed. 

The computational tools developed based on the theory of Monte Carlo 

simulation (Hammersley et al 1964), were implemented using the Geant4 toolkit 

(Agostinelli et al 2003; Allison et al 2006). Geant4 is a set of C++ libraries which provide 

the functionality necessary to perform Monte Carlo based simulations of particle travel 

through matter. It is developed, supported and maintained by the Geant4 collaboration, a 

world-wide group of scientists and software engineers from various institutions. A brief 

description of the algorithm and the implementation of the Monte Carlo programs 

developed in this work can be found in Appendix A. 

The modeling of the performance of the imaging system was based on a linear 

systems framework that is used to quantitatively derive the signal and noise transfer 

characteristics at each stage in the imaging chain (Metz et al 1979; Barrett et al 1981; 

Rabbani et al 1987; Rabbani et al 1989; Cunningham et al 1994; Cunningham 1998; 

Cunningham 2000; Cunningham et al 2001). This model results in the characterization of 

the performance of an imaging system using universally established metrics such as the 

modulation transfer function, noise power spectrum and detective quantum efficiency. 

The remaining areas of the simulation of the tomosynthesis imaging system were 

modeled based on various theories, established practices and derived models, many of 

which are previous results of this same work.  
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CHAPTER 2  

BREAST GLANDULAR DOSE IN TOMOSYNTHESIS IMAGING 

Introduction 

Glandular radiation dose to the imaged breast is the limiting factor when 

designing a new protocol in any x-ray based breast imaging application. The direct 

relation between x-ray exposure and image quality creates the necessity to fully 

understand the effect of the former on glandular dose to be able to design protocols 

which will yield enough information for the creation of a useful image while not exposing 

the patient to unnecessary radiation. 

Current knowledge on radiation dose to the breast from digital tomosynthesis is 

limited, and any dose estimate must be made by using data computed for planar 

mammography. Although the radiation dose in planar mammography has been studied 

extensively (Dance 1990; Wu et al 1991; Wu et al 1994; Boone 1999; 2002), these 

studies characterize the breast as seen in a cranio-caudal (CC) view. Therefore, there is 

a need to evaluate the radiation dose to the breast glandular tissue during digital breast 

tomosynthesis examinations. For this, projection acquisitions centered about the medio-

lateral oblique (MLO) view need to be considered (Wu et al 2004b), and the variation of 

glandular dose with projection angle must be characterized. This study’s aim is to 

perform a comprehensive characterization of glandular dose to the breast tissue during a 

tomosynthesis study, taking into account the possible variations in breast size, 

composition, x-ray spectrum and mammographic view. 
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Methods 

A C++ program, based on the Geant4 toolkit (Agostinelli et al 2003; Allison et al 

2006) was developed to model image acquisition during a digital tomosynthesis exam of 

the breast. In the simulations, one million mono-energetic x-rays were emitted from the 

simulated x-ray point source towards the detector, and the energy deposited by any 

photon interaction that took place in the breast tissue was recorded and used to 

calculate the mono-energetic normalized glandular dose (DgN(E)) as described by 

Boone (Boone 1999) with the suggestions by Wilkinson and Heggie (Wilkinson et al 

2001). This was repeated for all the different possible combinations of the values used 

for breast size, thickness and glandular fraction. For each combination the energy was 

varied from 5.5 to 35.5 keV in 1 keV steps, and the tomosynthesis projection angle was 

varied from 0° to ±30° in 3° steps (due to the geometrical symmetry, only the positive 

angles were used in the CC view simulations). Three degree steps were used because it 

was deemed that this gave sufficient data to perform an adequate interpolation for other 

angles. This resulted in a total of 173,600 runs each of one million photons. The 

simulations were performed on a 64 node computer cluster, each node containing two 

AMD Opteron 2.2 GHz processors (Advanced Micro Devices, Inc., Sunnyvale, CA). The 

DgN(E) results for each geometry and angle with 1 keV resolution were computer-fit 

using commercially available software (TableCurve 2D, Systat Software Inc., Richmond, 

California) to obtain 0.5 keV resolution. The mono-energetic DgN(E) results were 

combined with different simulated spectra (Boone et al 1997) relevant to mammographic 

applications as described by Thacker (Thacker et al 2004) to obtain spectral DgN 

coefficients. For this study the spectra used are listed in Table 2.1, along with their first 

half-value layers (HVL), specified in mm of Al, as would be measured experimentally 

(under the breast compression plate), and as used for the computations (before the 
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breast compression plate). This difference arises from the fact that the breast 

compression plate was included in the Monte Carlo simulations.  

The acquisition system model included the full-field detector, detector cover, 

breast support plate, and breast compression plate. The compression plate was 

modeled as polycarbonate with a thickness of 2 mm, while the combination of the breast 

support plate and cover plate was equivalent to 3.3 mm of carbon fiber. The x-ray source 

was modeled as a point source located at the chest wall side edge of the detector, with 

its center of rotation (COR) located 4 cm above the detector surface. The source’s 

distance from the COR was 62 cm. This results in a source-to-imager distance (SID) of 

66 cm at a tomosynthesis angle of 0°. An air gap of 1.5 cm between the detector cover 

and the breast support plate was included. The tomosynthesis angle α was defined as 

measured at the detector surface, not at the COR. Given the tomosynthesis angle 

measured at the detector surface (α), the tomosynthesis angle measured from the COR 

(β) can be computed from: 

 
sin

arcsin
l

h


 

 
   

 
 (2.1) 

Table 2.1 X-ray spectra used in this study and their first half-value layer values. 

Target Filter
Tube Potential 

(kVp)

HVL above Compression 

Plate (mm Al)

HVL under Compression 

Plate (mm Al)

Mo Mo 25 0.284 0.322

Mo Mo 26 0.297 0.335

Mo Mo 27 0.309 0.347

Mo Rh 27 0.364 0.400

Mo Rh 29 0.387 0.422

Rh Rh 29 0.380 0.426

Rh Rh 31 0.408 0.457

Rh Rh 33 0.435 0.484

Rh Rh 35 0.459 0.509
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Where l is the distance from the detector surface to the COR (4 cm in this study), and h 

is the distance from the COR to the x-ray source (62 cm) (Figure 2.1). 

The x-ray field from the source was collimated so that it was exactly congruent 

with the detector’s active area. This involved modeling the collimation as variable with 

projection angle to maintain the x-ray field within the limits of the detector area at all 

angles. This variable collimation is necessary due to the fact that the detector remains 

stationary while the x-ray source rotates. The heel effect was included in the simulation, 

so the x-ray intensity was highest at the central ray, dropping to lower intensities away 

from it. To determine the correct x-ray intensity drop-off due to the heel effect and the 

inverse square distance relationship, the variation in exposure at different locations 

above the detector surface of a clinical digital mammography system (GE Senographe 

2000D, GE Healthcare, Waukesha, WI) was measured using a calibrated dosimeter with 

a mammography ionization chamber (Radcal Corp., Monrovia, CA). Measurements were 

Figure 2.1 Diagram specifying the measurement location of the two projection angles 
related by Equation (2.1). 
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performed at 26 kVp and 30 kVp, and the results were imported into the Monte Carlo 

simulation. 

In this study, the DgN for the zero degree projection angle, DgN0, only is reported. 

For the non-zero projection angles, the value reported is the relative glandular dose 

coefficient (RGD(α)), which describes the ratio of the glandular dose for that projection to 

the glandular dose for the zero degree projection while maintaining the kVp and mAs 

setting constant. The DgN0 is reported in units of dose to the breast per unit exposure at 

a specific point, in milliGray per Roentgen. This specific point is where the central ray 

meets the breast support plate, and the exposure is measured when no breast is present 

(Figure 2.2). This exposure reference point allows the clinician or medical physicist to 

have a pre-measured table of exposures at the reference point for the different imaging 

techniques (in terms of target and filter material and kVp setting) independently of the 

breast imaged. Although DgN is typically reported as dose per unit entrance skin 

Figure 2.2 Diagram specifying the location to which the unit exposure in the normalized 
glandular dose values are referenced. 
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exposure, for this study a different exposure reference point was introduced due to the 

inclusion of the heel effect and inverse square distance relationship in the simulation and 

the complexity of the breast shape in the MLO view, which make the entrance skin 

exposure difficult to measure. In contrast, the exposure at the intersection of the central 

ray and the breast support plate is easily measured and it is constant for the same x-ray 

beam quality (kVp and HVL) and mAs settings. The use of RGD(α) was chosen due to 

the difficulty of locating consistently on the detector surface the point of equal exposure 

while the x-ray tube is rotating. 

For the reported data, the total glandular dose for a tomosynthesis study is given 

by: 

  0 0

MAX

MIN

g CR g CR g RGDD X D N RGD X D N N




 

 


        (2.2) 

Where Dg is the total glandular dose, in mGy; XCR is the exposure measured at the 

reference point with the x-ray tube at the zero degree projection position (Figure 2.2) for 

the kVp and mAs setting used in the study, in R; DgN0 is the normalized glandular dose 

for the zero degree projection (reported here), in mGy per R; RGD(α) is the relative 

glandular dose coefficient (reported here), which is unitless; Nα is the number of 

projections in the study; and µRGD is the mean RGD over all angles. The summation is 

performed over all the angles used in the tomosynthesis study (including the 0° angle, 

which by definition has a RGD of 1). 

Simulation Geometry Details 

Although it is possible that only projections centered about the MLO view will be 

used if tomosynthesis of the breast is performed routinely (Wu et al 2004b), the CC view 

was also studied. 
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The breast in MLO view was simulated as a complex solid which included a 

portion of the pectoralis muscle (Figure 2.3), since it is normally present in a clinical MLO 

view image. The superior portion of the pectoralis muscle and the breast tissue that is 

included in the image is located towards the top edge of the image for all breast sizes 

because in the MLO view the corner of the detector is positioned posterior to the 

patient’s axilla (Hendrick et al 1999). This means that for small breasts, most of the 

tissue will be located off-center towards the superior side of the image. 

The breast is varied using three parameters: chest wall to nipple distance (CND), 

compressed breast thickness (T), and glandular fraction (G). The CND was defined as 

the distance from the detector edge to the point in the breast skin farthest away from the 

body. With varying CND, the length of the breast along the chest wall and the size of the 

pectoralis were made to vary proportionally. In this study, the CND was varied from 7 cm 

to 19 cm, in steps of 3 cm, while the thicknesses used ranged from 2 to 8 cm, in 1 cm 

Figure 2.3 Diagram of the simulated MLO view. (a) Top view, (b) Side view. The 
pectoralis muscle’s thickness decreases towards the caudal side. 
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steps. The glandular fraction was defined as the weight fraction of the breast that 

consists of glandular tissue and was set to 1, 25, 50, 75, and 100%. The composition of 

the glandular and adipose tissues were defined as described by Hammerstein et al 

(Hammerstein et al 1979). The composition of the pectoralis was specified as that of 

skeletal muscle according to the International Commission on Radiation Units and 

Measurements (ICRU) Report 44 (International Commission on Radiation Units and 

Measurements 1989). For both views, the breast tissue was surrounded by a 4 mm layer 

of skin, and for backscatter purposes, the patient’s body was included in the simulation, 

modeled as a large cuboid of water (75 x 34 x 17 cm). 

The compressed breast in CC view was simulated as a semicircle with rounded 

edges, located at the centerline of the imager (Figure 2.4). The breast was defined using 

the same three parameters, CND, T and G. Since in this view the breast was modeled 

as a semicircle, the CND defines the radius of the semicircle. The values for thickness 

and glandular fraction used were the same as those for the MLO view, while the CND 

Figure 2.4 Diagram of the simulated CC view. 
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was set so that the mass of the breast tissue coincided with that of the MLO view 

simulations’ breast tissue mass, not including the pectoralis muscle. To match the breast 

mass, Geant4’s function for calculation of the simulated breast tissue mass was used. 

Therefore, the CND values were: 6.2, 9.0, 11.6, 14.4, 17.0 cm. 

Validation 

To verify the photon attenuation coefficients used by Geant4 and the correct 

behavior of the simulation code, the program was modified so as to simulate x-rays 

traveling through breast tissue only, and the resulting attenuation coefficients were 

calculated. By activating and deactivating the different relevant physical interaction 

processes (photoelectric effect, Compton and Rayleigh scattering) in the Geant4 

program, the linear attenuation coefficients of each process could be verified. These 

data were compared with the data reported by Hammerstein et al and the National 

Institute of Standards and Technology (NIST) (Hammerstein et al 1979; Berger et al 

2005). 

The simulation was also validated by comparing, under similar conditions, the 

values obtained for the 0° projection against those reported by Wu et al (Wu et al 1991; 

Wu et al 1994) and by Boone (Boone 2002). 

Results 

To verify that one million photon runs achieved enough statistical precision, the 

geometry in which the smallest number of photons would interact with the breast was 

repeated five times and the variation analyzed. The geometry used was that given by a 

CND of 7 cm and a thickness of 2 cm in the MLO view, and the coefficient of variation 
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(defined as the percentage ratio of standard deviation to the mean, COV=100σ/μ) of the 

resulting DgN values was found to be 0.47%. 

Validation Results 

 Figure 2.5 shows the linear attenuation coefficients calculated from Geant4’s 

simulations compared to those reported by Hammerstein et al (Hammerstein et al 1979)  

for breast tissue, and the decomposed linear attenuation coefficients compared to 

NIST’s XCOM database (Berger et al 2005). In both cases excellent agreement was 

found. Figure 2.6 shows the DgN values obtained from the Geant4 simulation compared 

to Wu et al’s (Wu et al 1991) and Boone’s data (Boone 2002) for matching geometries 

and compositions, respectively. In both cases good agreement was observed with 

excellent correlation (r2>0.998 and r2>0.999, respectively). 
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Figure 2.5 Comparison of the linear attenuation coefficients of (a) glandular tissue 
reported by Hammerstein et al (Hammerstein et al 1979) (symbols) and those resulting 
from the developed Geant4 program (lines), and (b) the three relevant physical 
interaction processes for the simulated breast tissue with 50% glandular fraction. The 
symbols are NIST’s XCOM data (Berger et al 2005) and the lines show the data 
obtained from the developed Geant4 program. 
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Normalized Glandular Dose at Zero Degree Projection Angle 

Table 2.2 shows the computed normalized glandular doses for the 0° projection 

angle, DgN0, as a function of compressed breast thickness, glandular fraction, and x-ray 

spectrum for the MLO and CC views. Although in this study DgN0 was computed for 

breasts with different chest wall to nipple distances, DgN0 was found to be very similar 

with varying CND, so the data reported here is the mean DgN0 for the 5 CND values 

simulated. 

For the MLO view, the DgN0 for the CND=7 cm case is approximately 6-14% 

lower than the values reported in Table 2.2, while for breasts with CND of 10 cm or 

larger the reported DgN0 is accurate to within 6%. For the CC view, the maximum 

deviation from the mean DgN0 presented here is 3% for all breast sizes. For both views, 

as expected, increasing spectrum energy has a proportional effect on DgN0, while 

increasing thickness and glandular fraction show an inversely proportional relationship. 
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Figure 2.6 Comparison of DgN values computed by the Geant4 program against those 
previously reported by (a) Wu et al (Wu et al 1991), and (b) Boone (Boone 2002). The 
lines represent the linear fit that result in the displayed equations. 
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1 25 50 75 100 1 25 50 75 100

2 Mo/Mo 25 2.33 2.19 2.05 1.92 1.80 2.59 2.43 2.28 2.13 2.00

Mo/Mo 26 2.44 2.29 2.14 2.01 1.89 2.70 2.54 2.38 2.23 2.09

Mo/Mo 27 2.53 2.38 2.23 2.10 1.97 2.81 2.64 2.48 2.33 2.18

Mo/Rh 27 3.03 2.86 2.69 2.54 2.40 3.34 3.16 2.98 2.81 2.65

Mo/Rh 29 3.19 3.02 2.85 2.69 2.54 3.52 3.34 3.15 2.97 2.81

Rh/Rh 29 3.24 3.07 2.91 2.76 2.61 3.57 3.39 3.21 3.04 2.88

Rh/Rh 31 3.45 3.28 3.11 2.95 2.80 3.79 3.61 3.42 3.25 3.09

Rh/Rh 33 3.62 3.45 3.28 3.12 2.97 3.98 3.80 3.61 3.43 3.27

Rh/Rh 35 3.78 3.60 3.43 3.26 3.11 4.15 3.96 3.77 3.59 3.42

3 Mo/Mo 25 1.81 1.65 1.50 1.37 1.25 2.01 1.83 1.66 1.51 1.38

Mo/Mo 26 1.90 1.73 1.58 1.44 1.32 2.11 1.92 1.75 1.59 1.46

Mo/Mo 27 1.99 1.81 1.65 1.51 1.38 2.20 2.01 1.83 1.67 1.53

Mo/Rh 27 2.43 2.23 2.05 1.88 1.73 2.68 2.47 2.26 2.08 1.91

Mo/Rh 29 2.58 2.37 2.18 2.01 1.85 2.85 2.62 2.41 2.22 2.04

Rh/Rh 29 2.66 2.46 2.27 2.10 1.95 2.93 2.71 2.50 2.31 2.14

Rh/Rh 31 2.85 2.65 2.45 2.27 2.11 3.14 2.91 2.70 2.50 2.32

Rh/Rh 33 3.02 2.81 2.61 2.42 2.25 3.33 3.09 2.87 2.67 2.48

Rh/Rh 35 3.17 2.95 2.74 2.55 2.38 3.49 3.24 3.02 2.81 2.62

4 Mo/Mo 25 1.45 1.29 1.16 1.04 0.93 1.61 1.44 1.28 1.15 1.03

Mo/Mo 26 1.53 1.37 1.22 1.10 0.99 1.70 1.52 1.36 1.22 1.09

Mo/Mo 27 1.60 1.43 1.28 1.15 1.04 1.78 1.59 1.42 1.28 1.15

Mo/Rh 27 1.99 1.80 1.62 1.46 1.33 2.21 1.99 1.80 1.62 1.47

Mo/Rh 29 2.12 1.92 1.73 1.57 1.42 2.36 2.13 1.92 1.74 1.58

Rh/Rh 29 2.22 2.02 1.83 1.67 1.52 2.46 2.24 2.03 1.85 1.68

Rh/Rh 31 2.40 2.19 1.99 1.82 1.66 2.66 2.42 2.20 2.01 1.84

Rh/Rh 33 2.55 2.33 2.13 1.95 1.78 2.83 2.58 2.36 2.15 1.97

Rh/Rh 35 2.69 2.46 2.25 2.06 1.89 2.98 2.73 2.49 2.28 2.09

5 Mo/Mo 25 1.20 1.06 0.94 0.83 0.74 1.33 1.17 1.03 0.92 0.82

Mo/Mo 26 1.27 1.12 0.99 0.88 0.79 1.41 1.24 1.10 0.97 0.87

Mo/Mo 27 1.34 1.18 1.04 0.93 0.83 1.48 1.31 1.15 1.02 0.91

Mo/Rh 27 1.68 1.50 1.33 1.19 1.07 1.87 1.66 1.47 1.32 1.18

Mo/Rh 29 1.80 1.60 1.43 1.28 1.15 2.00 1.78 1.58 1.42 1.27

Rh/Rh 29 1.90 1.71 1.53 1.38 1.25 2.11 1.89 1.69 1.52 1.38

Rh/Rh 31 2.06 1.86 1.67 1.51 1.37 2.29 2.06 1.85 1.67 1.51

Rh/Rh 33 2.21 1.99 1.79 1.62 1.47 2.45 2.21 1.99 1.79 1.63

Rh/Rh 35 2.33 2.11 1.90 1.72 1.57 2.59 2.34 2.11 1.91 1.73

6 Mo/Mo 25 1.03 0.90 0.79 0.69 0.62 1.13 0.99 0.86 0.76 0.67

Mo/Mo 26 1.09 0.95 0.83 0.74 0.65 1.20 1.05 0.92 0.81 0.72

Mo/Mo 27 1.14 1.00 0.88 0.78 0.69 1.26 1.10 0.96 0.85 0.76

Mo/Rh 27 1.45 1.28 1.13 1.00 0.90 1.61 1.41 1.25 1.10 0.98

Mo/Rh 29 1.56 1.37 1.21 1.08 0.97 1.73 1.52 1.34 1.19 1.06

Rh/Rh 29 1.66 1.47 1.31 1.17 1.05 1.84 1.63 1.45 1.29 1.16

Rh/Rh 31 1.81 1.61 1.43 1.29 1.16 2.00 1.78 1.59 1.42 1.28

Rh/Rh 33 1.94 1.73 1.55 1.39 1.25 2.15 1.92 1.71 1.53 1.38

Rh/Rh 35 2.05 1.84 1.64 1.48 1.34 2.28 2.03 1.82 1.63 1.47

7 Mo/Mo 25 0.90 0.78 0.68 0.60 0.53 0.98 0.85 0.74 0.65 0.57

Mo/Mo 26 0.95 0.83 0.72 0.63 0.56 1.04 0.90 0.79 0.69 0.61

Mo/Mo 27 1.00 0.87 0.76 0.67 0.59 1.10 0.95 0.83 0.73 0.64

Mo/Rh 27 1.28 1.12 0.98 0.87 0.77 1.41 1.23 1.08 0.95 0.84

Mo/Rh 29 1.37 1.20 1.06 0.94 0.83 1.52 1.33 1.16 1.03 0.91

Rh/Rh 29 1.47 1.30 1.15 1.02 0.91 1.63 1.43 1.26 1.12 1.00

Rh/Rh 31 1.61 1.42 1.26 1.12 1.01 1.78 1.57 1.39 1.24 1.11

Rh/Rh 33 1.73 1.53 1.36 1.21 1.09 1.91 1.69 1.50 1.34 1.20

Rh/Rh 35 1.83 1.63 1.45 1.30 1.16 2.03 1.80 1.60 1.43 1.28

8 Mo/Mo 25 0.79 0.69 0.60 0.52 0.46 0.87 0.75 0.65 0.57 0.50

Mo/Mo 26 0.84 0.73 0.63 0.56 0.49 0.92 0.80 0.69 0.61 0.53

Mo/Mo 27 0.89 0.77 0.67 0.59 0.52 0.97 0.84 0.73 0.64 0.56

Mo/Rh 27 1.14 0.99 0.87 0.76 0.68 1.26 1.09 0.95 0.84 0.74

Mo/Rh 29 1.22 1.07 0.93 0.83 0.73 1.35 1.18 1.03 0.90 0.80

Rh/Rh 29 1.32 1.16 1.02 0.90 0.81 1.46 1.28 1.12 0.99 0.88

Rh/Rh 31 1.44 1.27 1.12 0.99 0.89 1.60 1.40 1.24 1.10 0.98

Rh/Rh 33 1.55 1.37 1.21 1.08 0.96 1.72 1.52 1.34 1.19 1.06

Rh/Rh 35 1.65 1.46 1.29 1.15 1.03 1.83 1.62 1.43 1.27 1.14

Thickness 

(cm)

Spectrum 

(Target/Filter/kVp)

MLO View CC View

Glandularity (%) Glandularity (%)

Table 2.2 Mean computed normalized glandular dose per unit exposure at the 
intersection of the central ray and the breast support plate (see Figure 2.2) for 0° 
projection angle, DgN0 (mGy/R). 
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Relative Glandular Dose Coefficients in MLO view 

The RGD for all the geometries, glandular fractions and spectra used in this 

study were analyzed to find the effect each parameter has on RGD. For the MLO case, it 

was found that glandular fraction and spectrum have a weak effect on the values of 

RGD, while, as expected, CND and T, show a very important effect (example graphs are 

shown in Figure 2.7). To quantify the impact of each parameter on RGD, the variation of 

the latter when varying each one of the former while keeping all the other variables 

constant was computed using, as selected metrics, the COV and the percent deviation 

from the mean, defined as: 

 
RGD

DFM 100





  (2.3) 

The results are shown in Table 2.3. The sensitivity of RGD to varying breast size and 

thickness shown by the variation metrics can be also seen in Figure 2.7(c) and Figure 

2.7(d), which show that increasing breast size substantially changes the effect of 

projection angle on RGD, while increasing thickness increases the slope of RGD with 

tomosynthesis angle. Due to the position and geometry of the breast in the MLO view,  

Mean Maximum Mean Maximum

MLO Glandularity 0.30% 1.42% 0.40% 1.87%

X-ray Spectrum 0.75% 3.02% 1.01% 4.04%

Thickness 2.86% 12.35% 4.38% 19.75%

Chest-wall to Nipple Distance 10.26% 25.83% 14.49% 37.88%

CC Glandularity 0.20% 0.84% 0.27% 1.10%

X-ray Spectrum 0.60% 2.09% 0.82% 2.85%

Thickness 1.00% 4.63% 1.64% 7.15%

Chest-wall to Nipple Distance 0.89% 6.40% 1.30% 9.34%

Coefficient of Variation Deviation from Mean
Parameter VariedView

Table 2.3 Sensitivity of the relative glandular dose, RGD(α), to the simulation 
parameters studied in this work. 
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Figure 2.7 Sample graphs of RGD variation with varying (a) breast glandular fraction, (b) 
x-ray spectrum (only five spectra are included for visibility), (c) chest wall to nipple 
distance, (d) compressed breast thickness. All four graphs are for MLO view, CND = 13 
cm, T = 5 cm, G = 50% and Mo/Rh 29 kVp x-ray spectrum, unless specified otherwise. 
Positive angle projections are defined as when the x-ray tube swings towards the cranial 
side of the patient. Note the different Y-axis scale in graph (c). 
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changes in breast size vary the relative location of most of the breast tissue on the 

detector. These displacements in breast tissue are what introduce the variations in the 

RGD distribution with projection angle observed in Figure 2.7(c). 

The computed RGD was computer fit to functions of CND and angle, resulting in 

an equation for a surface for each thickness simulated. For simplicity, the RGD values 

were fit to the same equation for all T values, resulting in only different coefficients for 

each fit. The surface fits were performed using commercially available software 

(TableCurve 3D, Systat Software Inc., Richmond, California), and all seven fits resulted 

in an r2>0.994. The equation for RGD for the MLO view is of the form: 

 
2 2

MLO 2 2

a+c +e +g +i +k
RGD

1+b +d +f +h +j

    

    
  (2.4)  

Where α is the tomosynthesis angle, in degrees; δ is the compressed breast chest wall 

to nipple distance, in cm; and a through k are the fit coefficients, given in Table 2.4. 

Relative Glandular Dose Coefficients in CC view 

A similar analysis was performed with the RGD data computed for the CC view 

(Figure 2.8). A weak dependence on glandular fraction and spectrum was found for 

RGD, while thickness and chest wall to nipple distance showed a much smaller effect on 

RGD in the CC view than in the MLO view. The results for the CC view are also shown 

in Table 2.3. The variation of RGD with T and CND were still deemed important enough 

so as to not fit RGD as only a function of projection angle. Therefore, the RGD values for 

CC view were also surface-fitted (r2>0.995), using the same software, resulting in an 

equation for all seven thicknesses of the form: 

 2 2 3 3 2 2
CCRGD a+b +c +d +e +f +g +h +i +j           (2.5) 

Where the parameters are the same as those for the MLO fit, and the fit coefficients a 

through j are also specified in Table 2.4. 
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Figure 2.8 Sample graphs of RGD variation with varying (a) breast glandular fraction, (b) 
x-ray spectrum (only six spectra are included for visibility), (c) chest wall to nipple 
distance, (d) compressed breast thickness. All four graphs are for CC view, CND = 11.6 
cm, T = 5 cm, G = 50% and Mo/Rh 29 kVp x-ray spectrum, unless specified otherwise. 
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Discussion 

Comparison of DgN0 between the MLO and CC views shows that an MLO 

acquisition imparts a lower normalized glandular dose than a CC acquisition, by as much 

as 11%. This could be attributed to the fact that in the CC view model, the breast tissue 

is located around the central ray, where the photon fluence is highest. In the MLO view, 

the breast is located towards one side of the detector, where, due to the heel effect and 

inverse square distance relationship, the photon fluence is decreased. Also, more 

importantly, the pectoralis muscle present in the MLO view absorbs a portion of the dose 

that would otherwise be absorbed by the breast tissue. The presence of the pectoralis 

muscle in the compressed breast acts as a shield for the breast tissue under it, resulting 

in a lower total dose to the breast tissue. The energy deposited in the muscle tissue was 

found to range from 1.5-12% of that deposited in the breast tissue, varying inversely with 

breast thickness. When a breast is compressed in the MLO position it is almost always 

of greater thickness than when it is compressed in the CC position (Young et al 2000; 

Jamal et al 2003). Therefore, for MLO view images a higher exposure is used than for 

CC view images, resulting in a higher total dose even though the DgN0 is lower. 

Given the definition of RGD(α), if the mean RGD, µRGD, of a complete 

tomosynthesis study is under 1, then the study will result in a lower total glandular dose 

than a planar mammography study, if the mAs setting for all the projections in the 

tomosynthesis study is constant and the sum of the mAs used equals that of the planar 

study. Similarly, if µRGD is over 1, the tomosynthesis study will result in a higher glandular 

dose than the equivalent planar study. If in an advanced tomosynthesis system the mAs 

is adjusted for each projection, this can be taken into account by incorporating the 

increase at each angle into Equation (2.2). Furthermore, if the kVp setting is also varied 

with angle, then the total dose of the study can also be computed by multiplying each  
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angle’s coefficient by its corresponding DgN0 and then totaling the normalized glandular 

doses. 

Using the tomosynthesis protocol reported for a current prototype tomosynthesis 

system (Eberhard et al 2006) (21 views over an angular range of α=±30°, in 3° steps), 

µRGD can be calculated for different breast parameters. For all the sets of possible 

parameter values (1,575 combinations) used in this study in the MLO view the maximum 

µRGD for the protocol described above is 1.01, while the minimum is 0.91. For the CC 

view the maximum and minimum µRGD are 0.97 and 0.91, respectively. This means that 

for the tomosynthesis protocol described, conventional mammography dosimetry could 

overestimate the dose to the breast by almost 10% for both views. This seemingly small 

deviation from unity of µRGD is not due to the individual RGD(α) values being always 

close to unity. In the cases where the RGD(α) deviates considerably from unity, the 

RGD(α) distribution’s approximate negative symmetry about 1 (RGD(-α) = 1 – (RGD(α) - 

1)) still results in a µRGD of approximately 1 (Figure 2.9(a)). Specifically, for the breast 
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Figure 2.9 Graphs of RGD versus projection angle for (a) CND = 7 cm, T = 8 cm, and 
(b) CND = 19 cm, T = 8 cm, both for the MLO view. 
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with CND=7 cm and T=8 cm, the extreme individual RGD(α) values are 0.44 to 1.47, but 

the resulting µRGD is 1.0. In the MLO views where CND is large (e.g. CND=19 cm, T=8 

cm), RGD(α) has a distribution which is approximately positive symmetric (RGD(-α) = 

RGD(α)) about the zero degree projection angle, resulting in a µRGD of 0.92 (Figure 

2.9(b)). Therefore, in this case, the total glandular dose to the breast during a 

tomosynthesis study will be 8% lower than that of a planar mammography study 

performed with equal total mAs. In addition, it must be noted that a small breast results 

in a higher µRGD than that for a large breast. The CC view with large CND results in 

approximately the same µRGD as that of the MLO view. 

In case that some small breasts are placed in the center of the detector for the 

MLO view rather than towards the superior side, some simulations were repeated to 

study this positioning. Using a small breast of varying thickness (CND=10 cm, T=2, 5, 

and 8 cm, G=50%) with the MLO view shape but positioned about the centerline of the 

imager, simulations were performed for the ±30° range in 3° steps, and the resulting 

RGD(α) was computed. The results for the T=5 cm case are displayed in Figure 2.10. As 
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Figure 2.10 Graph of RGD versus projection angle for a small breast in MLO view 
located at the superior portion and at the center portion of the detector. 
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can be seen from the graph, the RGD(α) for the MLO view breast, when centered on the 

detector, presents a very similar distribution with projection angle to that of the CC view 

of equivalent mass. Similar results were found for the breasts with T=2 and 8 cm. 

Therefore, the fit equation for RGD(α) for the CC view could be used to compute doses 

for MLO view breasts positioned in this manner. These results are expected since the 

small size of the breast make the difference in shape relatively unimportant. 

A simulation with a median geometry (CND=13 cm, T=5 cm, G=50%) was 

repeated without taking into account the heel effect in the x-ray field distribution. 

Therefore, the only non-uniformity present in the x-ray fluence was due to the 

divergence of the x-rays from the point source, which follows the inverse square law. As 

expected, it was found that the removal of the heel effect has a substantial effect in the 

DgN0 values, which increased by approximately 7% for all spectra, while the RGD(α) was 

minimally affected, the variation ranging from 0% to 0.5%, with a mean variation of 

0.14%. 

Additional simulations were performed with two different values for the distance 

from the detector surface to the x-ray tube’s center of rotation (DCOR), originally 4 cm in 

this study. This distance was specified as 0 cm (center of rotation at the detector 

surface) and 8 cm above the detector surface. The source to detector distance at the 

zero degree projection angle was maintained at 66 cm. Simulations with these two 

values for DCOR were performed for CND=13 cm for MLO view (11.6 cm for CC view), 

T=2, 5 and 8 cm and G=50%. For both views the RGD(α) was found to be directly 

proportional with DCOR, having lower values compared to the original study’s data with 

DCOR=0 cm and higher with DCOR=8 cm (Figure 2.11). For the MLO view, the values 

for RGD(α) varied by a maximum at the extreme angles of approximately 5%, while for 

the CC view the maximum deviations were found to be of approximately 2%, both in 

relation to the values found for the original study of DCOR=4 cm. These results could be 
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explained by the fact that a higher center of rotation results in a shorter distance from the 

x-ray source to the compressed breast at non-zero projection angles compared to the 

distance for a lower center of rotation. Therefore, since the x-ray source is closer to the 

compressed breast, the relative glandular dose is higher. 

These additional simulations show that the tables and equations reported in this 

study are approximately valid for tomosynthesis systems with some deviations, such as 

different x-ray fluence non-uniformities and different locations of the x-ray tube’s center 

of rotation. However, this study is not necessarily applicable to tomosynthesis projection 

geometries in which the detector rotates in conjunction with the x-ray tube. This limitation 

is especially true for the MLO view dose simulations, for which some of the breast tissue 

falls outside the x-ray field at certain tomosynthesis projection angles. These results 

would be applicable for small to medium sized breasts in the CC view, for which the 

whole breast is always within the x-ray field. 
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Figure 2.11 Graphs of RGD versus projection angle for three different detector to x-ray 
tube center of rotation distances for the (a) MLO view, and the (b) CC view. 



30 
 

Conclusion 

Conventional mammographic dosimetry was not designed to address the 

complex geometry of tomosynthesis projections. In this study, it was found that 

geometric asymmetry, specific characteristics of the MLO view, varying x-ray field 

collimation, and inclusion of the heel effect result in a complex variation of normalized 

glandular dose with projection angle. For a complete tomosynthesis acquisition, the 

normalized glandular dose to the breast, when computed with conventional dosimetry 

was found to be over-estimated by as much as approximately 10%. Although this 

percentage difference might be deemed unimportant compared to the errors introduced 

by the necessary approximations of this type of simulations (breast geometry variations, 

tissue inhomogeneities, etc.), it is important to note that for some projection angles the 

deviation was found to be as much as 56%, which could introduce important deviations if 

advanced tomosynthesis protocols, such as varying mAs with projection angle, are 

introduced. 

This new model of dosimetry can be used for a more realistic and accurate 

characterization of the normalized glandular dose in digital tomosynthesis of the breast 

than that obtained from the conventional mammography models. This model allowed for 

a comprehensive characterization of the parameters involved in tomosynthesis 

dosimetry, giving insight into which imaging and geometric parameters are important to 

consider when performing a tomosynthesis dosimetry calculation. 
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CHAPTER 3  

WHOLE BODY DOSIMETRY IN MAMMOGRAPHIC IMAGING  

Introduction 

In Chapter 2 the dose to the imaged breast during a tomosynthesis imaging 

study was investigated. That data, along with previously published reports on dose to the 

imaged breast for standard (planar) mammography (Hammerstein et al 1979; Dance 

1980; Doi et al 1980; Dance 1990; Wu et al 1991; Wu et al 1994; Boone 1999; 2002) 

and for dedicated breast computed tomography (Boone et al 2004; Thacker et al 2004) 

provides a comprehensive database of the radiation dose to the breast involved in all 

three mammography procedures. However, the doses received by the other organs and 

tissues of the body from any type of mammographic procedure are unknown. Data about 

organ dose during mammographic acquisition will help the study of issues relating to the 

safety of mammograms during pregnancy, and the epidemiological study of radiation 

related onset of specific diseases (Preston-Martin et al 2003). In more practical terms, 

radiologists have adequate data to communicate the radiation dose delivered to the 

breast in mammography but no detailed data are available on radiation dose to other 

tissues as a result of this procedure. This information is important for patients who were 

not aware they were pregnant at the time of the procedure and for pregnant women with 

suspected breast abnormalities that may warrant mammography. At present, only one 

study (Hatziioannou et al 2000) has been published on the radiation dose to the other 

organs of the human body from a planar mammography procedure, and no studies have 

been reported on dose to the other organs from tomosynthesis or DBCT. That study, 

using a phantom and thermoluminescence dosimetry, reported the measured dose in a 

limited number of organs and tissues. 
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An advanced Monte Carlo program was used to simulate the human body and 

the conditions present during planar and tomographic mammographic imaging to 

compute the radiation dose to each of 66 tissues in the body. In this chapter, the 

methodology and results for the planar and tomosynthesis breast imaging is presented, 

while the DBCT imaging case is presented in the next chapter. 

Methods 

With the use of the Geant4 toolkit (Agostinelli et al 2003; Allison et al 2006) for 

Monte Carlo simulations, a C++ computer program was implemented to simulate a 

representation of the human body based on the current version of the Cristy phantom 

(ORNL Center for Biokinetic and Dosimetric Research 2005), developed by Cristy and 

Eckerman (Cristy 1980) at the Oak Ridge National Laboratory (ORNL). In addition to the 

anthropomorphic phantom, the simulation included the main components of a 

mammography imaging system; an x-ray point source as an approximation of the focal 

spot of the mammographic x-ray tube, the breast compression plate, the breast support 

plate, and the x-ray detector with cover plate. It must be noted that this geometry is 

applicable for both planar mammography as well as tomosynthesis imaging of the 

breast. 

Anthropomorphic phantom 

The Cristy phantom consists of a representation of the human body and its 

organs with the use of geometrical shapes based on mathematical formulas. With the 

use of different parameters for the formulas the phantom is adjusted to represent a 

human body of six different ages. The phantom used in this study is that which 

represents an adult female (denoted in the ORNL report as “15-AF”). 
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In this implementation of the Cristy phantom (Figure 3.1), some modifications 

were made to enhance the simulation, adapt the geometrical shapes to Geant4’s 

capabilities, and to recreate the conditions present during breast imaging. The major 

modifications, based on data from the International Commission on Radiological 

Protection (ICRP) Publication 89 (International Commission on Radiological Protection 

2002) and the ICRU Report 46 (International Commission on Radiation Units and 

Measurements 1992) and anatomy literature (Gray et al 1973), were the use of different 

elemental compositions and densities for each tissue, and the addition of the eyes, eye 

Figure 3.1 Simulation geometry used in this study for the (a) CC view and (b) MLO view. 
In the CC view, only the small intestine’s outline is included to show the pelvis. In the 
MLO view the rib cage and the sternum are omitted to show the other organs. 
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lenses and sternum to the phantom. Two geometrical adaptations were introduced in the 

phantom to allow for a simpler implementation in Geant4. These were the re-orientation 

of the legs so that their long axis was vertical as opposed to at an angle as in the original 

description, and the cross-section of the tori representing the sigmoid colon were 

circular, as opposed to elliptical. These modifications were estimated to have a 

negligible impact on the results. The adaptations necessary to recreate the conditions 

during a breast imaging study were simulating the imaged breast as compressed either 

horizontally for the CC view or at an angle for the MLO view, and rotating the head of the 

phantom towards the opposite side of the imaged breast in the CC view. The 

anthropomorphic phantom in this simulation had a total of 66 organs, bones, skin 

sections and other soft tissues, listed, along with their mass, in Table 3.1. 

The compressed breast in the CC view was modeled in a similar fashion as that 

used in Chapter 2, namely, as a semicircular cylinder with rounded edges. In this study, 

the CND was set to 10 cm and the thickness of the compressed breast to 5.2 cm. This 

size represents a mean breast in the CC view (Boone et al 2000b). The compressed 

breast in the MLO view was also similar to that used in the previous chapters, with a 

compressed thickness of 5.7 cm, and a CND of 10.2 cm. The thickness of the MLO view 

breast was chosen to be approximately 10% thicker than that of the CC view (Young et 

al 2000; Jamal et al 2003), while the CND was chosen so that the mass of the breast 

tissue was equal to that in the CC view. The breast in both views was implemented as a 

homogeneous mixture of 50% glandular and 50% adipose tissue, as described by 

Hammerstein et al (Hammerstein et al 1979). The elemental composition of the 

pectoralis muscle used in the MLO view breast was specified as that of skeletal muscle 

(International Commission on Radiation Units and Measurements 1989). The contents of 

the organs of the digestive system were specified as water, while the heart was filled 

with blood. 
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Tissue Type Name Mass (g)

Organ Adrenal 5.1

Brain 1407.6

Breast 601.6

Colon (ascending) 71.6

Colon (transverse) 95.2

Colon (descending) 70.4

Colon (sigmoid) 55.4

Esophagus 34.3

Eye 6.6

Eye Lens 0.2

Gall Bladder 9.1

Heart 242.7

Kidney 125.2

Liver 1425.5

Lung (left) 266.1

Lung (right) 305.4

Ovary 5.4

Pancreas 64.9

Pectoralis Muscle of Imaged Breast 116.5

Small Intestine 830.4

Spleen 125.6

Stomach 116.5

Thymus 28.0

Thyroid 12.1

Urinary Bladder 35.5

Uterus/Fetus 78.2

Skeleton Arm Bone (lower section) 173.6

Arm Bone (middle section) 145.1

Arm Bone (upper section) 193.0

Clavicle 29.2

Cranium 711.5

Facial Skeleton 92.8

Leg Bone (lower section) 484.6

Leg Bone (middle section) 588.6

Leg Bone (upper section) 396.1

Pelvis 644.0

Rib Cage 725.8

Scapulae 104.8

Spine 1059.1

Sternum 58.1

Soft Tissue Head 2108.1

Leg 7033.0

Neck 561.8

Trunk 24892.2

Skin Breast 76.4

Head 205.1

Leg 514.5

Neck 47.8

Trunk 1068.2

Table 3.1 List of organs, bones, skin sections and soft tissue volumes that compose the 
anthropomorphic phantom used in this study and their respective mass. 
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Monte Carlo simulation 

To simulate the acquisition of a planar mammogram or a tomosynthesis 

projection set, the compression plate, support plate, and detector were placed in the 

appropriate location according to the simulated mammographic view and the imaged 

breast in a geometry equivalent to that shown in Figure 2.3 and Figure 2.4. The air gap 

between the support plate and the detector cover plate was set to 1.5 cm. The x-ray 

source, approximated as a point source, was located at a SID of 66 cm for the 0º 

tomosynthesis projection, while the DCOR was set to 0 cm. For this study, the 

tomosynthesis projection set simulated consisted of 11 projections, over an angular 

range of ±30º. The Monte Carlo results for these angles were later interpolated to 

represent a tomosynthesis projection set consisting of 21 projections over the same 

angular range, which is one of the acquisition protocols presently used in a prototype 

machine (Eberhard et al 2006). To study the dosimetry involved with planar 

mammography, the results for the 0º projection alone were used as representative of 

standard planar mammographic imaging. 

At each projection angle and at each energy level sixty million monochromatic x-

rays were emitted from the point source towards a random location on the detector 

surface so that the x-ray field at the detector surface was uniform and congruent with the 

detector edges. The path traveled by the x-rays was followed until the x-ray either exited 

the simulation limits or was completely absorbed. The energy lost by the x-ray at each 

interaction, along with the organ in which the deposition took place, was recorded. The 

total energy deposited in the imaged breast was used to compute the glandular dose as 

described in Chapter 2, while the total energy deposited in the other organs was divided 

by each organ’s mass to obtain the dose to each organ. For each projection angle the 

simulation was repeated with monochromatic x-rays of energies ranging from 6 to 40 

keV in 1 keV steps. Due to the asymmetry of the distribution of the organs, the 
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simulations were performed for both breasts. The monochromatic results were 

interpolated to 0.5 keV resolution and combined by weighing them with the relative 

number of photons in each spectrum studied. The simulated spectra (Boone et al 1997) 

used and their first half value layers are listed in Table 3.2. As previously mentioned, to 

study the dosimetry to the organs from tomosynthesis the results for the 11 projections 

simulated were interpolated to obtain a 3º angular step (a total of 21 projections) using a 

piecewise polynomial fit, and the resulting data was combined to represent a complete 

tomosynthesis acquisition. To obtain the dosimetry results for planar mammography, 

only the 0º projection angle data was used. 

The dose to each organ was normalized to that of the glandular dose to the 

breast, resulting in the relative organ dose (ROD), representing the dose to an organ in 

the body per unit glandular dose to the breast. The simulations were performed in the 

same computer cluster as that used for the previous Monte Carlo studies. 

 

 

Target Filter
Tube Potential 

(kVp)

HVL above Compression 

Plate (mm Al)

HVL under Compression 

Plate (mm Al)

Mo Mo 25 0.284 0.322

Mo Mo 30 0.340 0.378

Mo Mo 35 0.380 0.417

Mo Rh 25 0.336 0.371

Mo Rh 30 0.397 0.431

Mo Rh 35 0.434 0.465

Mo Rh 40 0.459 0.488

Rh Rh 25 0.314 0.353

Rh Rh 30 0.395 0.442

Rh Rh 35 0.458 0.508

Rh Rh 40 0.507 0.557

Table 3.2 List of x-ray spectra used in this study, along with their first half value layers. 
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Computation of dose to the red bone marrow and the bone surfaces 

Bone dosimetry is affected by the complex microscopic histological features of 

the bones which are impossible to account for in macroscopic Monte Carlo simulations. 

Therefore, the development of methodologies to compute dose to the bone surfaces 

(BS) and to the red bone marrow (RBM) from macroscopic data has been an issue of 

intense research (Rosenstein 1976; Kramer et al 1982; King et al 1985; Cristy et al 

1987; Zankl et al 2001; Kramer et al 2003; Kramer et al 2004; Lee et al 2006). In this 

study, the dose to the RBM was estimated using the three-parameter mass-energy 

absorption coefficient ratio method (MEAC) (Rosenstein 1976; Kramer et al 1982; King 

et al 1985; Lee et al 2006). This method has been shown to obtain results comparable to 

all other methods applicable to a macroscopic Monte Carlo simulation (Lee et al 2006). 

To compute the dose to the BS, the homogeneous bone approximation (HBA) (Lee et al 

2006) was used, which assigns the dose to the whole homogeneous bone volume as the 

dose to the BS. These two methods have been shown to overestimate the dose to the 

RBM and BS at the low energy range, so the results in this study represent a 

conservative upper limit (Lee et al 2006). 

Study of possible dose reduction with a lead shield 

To study the possibility of reducing the radiation dose to the organs of the body, 

a virtual 0.25 mm thick lead shield between the simulated patient and the x-ray field was 

included in the simulations. In the simulation the shield was implemented as transparent 

to the x-rays, but the fact that the x-ray had entered the shield was recorded. With this 

record, a second computation of the dose to the organs was performed, in which the 

dose deposited in the organs by x-rays that were flagged as having entered the shield 

was ignored. This allowed for the simultaneous computation of the dose to the organs 

with and without shield. The only assumption necessary for this algorithm to work was 
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that the lead shield was thick enough to absorb all x-rays that entered it. This was 

accomplished by simulating the shield as having a thickness of 0.25 mm, which results 

in an absorption of 98.3% of x-rays of 40 keV. 

The shield was simulated as large enough to cover the whole body, with an 

opening for the imaged breast with length along the chest wall of 20 cm and a height of 

11 cm. 

Validation 

The breast in the CC view was modified to match the geometry reported by 

Boone (Boone 2002), and the simulations were repeated with one million 

monochromatic x-rays from 6 to 35 keV, in 1 keV steps for the 0º projection angle. The 

resulting glandular dose to the breast was compared to the results reported in that study. 

The mean deviation between the resulting data and the fit equation reported by Boone 

was 7.2%. In addition, the attenuation coefficients and the x-ray scatter functions in 

mammography used by Geant4 were validated in other chapters of this work and in 

published reports (Grabski et al 2005; Sechopoulos et al 2006), pointing to the 

applicability of this package in the study of dosimetry related to x-rays scattered in the 

breast. 

Results 

Table 3.3 (CC view) and Table 3.4 (MLO view) show the ROD value for the 

organs, bones (discriminated into bone surfaces and red bone marrow), and skin 

sections during tomosynthesis imaging. Except the uterus, only the volumes that 

received a ROD of 0.10% or higher in at least one view and one spectrum are included 

in the tables. Doses that resulted in a ROD lower than this level were deemed negligible  
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and were not included. For most volumes the ROD was found to remain constant after 

varying which breast was imaged. For these volumes the mean ROD is reported. For the 

volumes for which a different ROD was found depending on which breast was imaged, 

both values are shown. 

Using the computed ROD, an example calculation of the total doses to the 

organs, bones and skin sections resulting from a single-breast two-view tomosynthesis 

acquisition was computed. For this example, it was assumed that the CC view 

tomosynthesis acquisition results in a glandular dose to the imaged breast of 2 mGy, 

while the MLO view tomosynthesis acquisition results in a glandular dose of 2.5 mGy. 

The resulting doses are shown in Table 3.5. 

With the lead shield present, the ROD of the organs that received the highest 

dose was not lowered substantially. The contralateral breast in the CC view, and the 

heart, the ipsilateral lung, the stomach and the thymus in both views were minimally 

protected by the shield. The dose to the contralateral breast in the MLO view was 

reduced to a third of the dose without the shield, while the dose to the ipsilateral eye and 

eye lens in both views were almost completely eliminated. The dose to the uterus was 

reduced by approximately a factor of two by the presence of the shield. Of the bones, 

the contralateral clavicle, the cranium and the facial skeleton were well protected, while 

the dose to the ipsilateral clavicle, the rib cage and the sternum was somewhat reduced. 

The results for planar mammography were found to be very similar to the ones 

presented here for tomosynthesis imaging for both views and all spectra studied, with 

only small variations in some of the volumes studied. Therefore, although the results will 

not be included, all the conclusions discussed here are applicable to both imaging 

methodologies. 



43 
 

 

2
5
 k

V
p

3
0
 k

V
p

3
5
 k

V
p

2
5
 k

V
p

3
0
 k

V
p

3
5
 k

V
p

4
0
 k

V
p

2
5
 k

V
p

3
0
 k

V
p

3
5
 k

V
p

4
0
 k

V
p

O
rg

a
n

B
re

a
s
t 

(C
L
)

2
0
.9

8
2
2
.2

2
2
3
.7

1
2
2
.2

4
2
3
.2

4
2
4
.3

4
2
5
.6

3
3
5
.2

2
3
5
.4

4
3
5
.5

4
3
5
.4

8

E
y
e
 (

IL
)

3
.6

8
3
.8

7
4
.1

5
3
.8

5
4
.0

2
4
.2

3
4
.5

5
6
.3

7
6
.4

0
6
.4

2
6
.4

0

E
y
e
 L

e
n
s
 (

IL
)

4
.8

9
5
.3

0
5
.7

5
5
.3

4
5
.5

3
6
.0

2
6
.3

5
9
.3

1
9
.4

1
9
.4

2
9
.3

9

H
e
a
rt

0
.4

9
1
.5

1
/0

.8
1

3
.1

5
/1

.6
5

1
.2

4
/0

.6
7

1
.8

9
/1

.0
0

3
.1

9
/1

.6
7

5
.2

1
/2

.7
5

1
5
.1

7
/7

.8
3

1
4
.9

9
/7

.7
0

1
4
.8

4
/7

.6
0

1
4
.6

6
/7

.5
0

L
iv

e
r

0
.3

0
0
.1

1
/0

.5
2

0
.2

1
/0

.9
7

0
.0

9
/0

.4
6

0
.1

3
/0

.6
5

0
.2

1
/1

.0
0

0
.3

5
/1

.5
6

0
.9

6
/4

.3
0

0
.9

4
/4

.2
5

0
.9

3
/4

.2
1

0
.9

2
/4

.1
6

L
u
n
g

 (
IL

)
0
.6

6
1
.5

7
/1

.8
5

3
.6

2
/4

.1
8

1
.2

1
2
.0

3
3
.8

5
6
.0

9
/6

.9
6

1
8
.6

1
/2

1
.2

6
1
8
.4

6
/2

1
.1

4
1
8
.3

2
/2

1
.0

0
1
8
.1

0
/2

0
.7

5

P
e
c
to

ra
lis

 M
u
s
c
le

 (
IL

)
5
9
0
.6

5
6
4
6
.9

9
6
9
4
.3

1
6
5
7
.7

0
7
0
5
.1

3
7
3
6
.5

3
7
6
3
.3

9
1
0
4
3
.9

0
1
0
5
4
.6

4
1
0
6
1
.0

4
1
0
6
1
.4

0

S
to

m
a
c
h

0
.6

4
/0

.0
5

0
.9

9
/0

.0
8

1
.6

1
/0

.1
6

0
.9

5
/0

.0
7

1
.2

6
/0

.1
0

1
.7

4
/0

.1
6

2
.4

1
/0

.2
7

6
.3

3
/0

.7
2

6
.3

3
/0

.7
0

6
.3

2
/0

.6
9

6
.2

7
/0

.6
8

T
h
y
m

u
s

0
.5

8
1
.3

6
3
.1

3
1
.0

5
1
.7

5
3
.1

5
5
.3

2
1
6
.0

9
1
5
.9

0
1
5
.7

5
1
5
.5

5

U
te

ru
s
 o

r 
F

e
tu

s
0
.0

0
0
5
2

0
.0

0
2
6

0
.0

1
0

0
.0

0
1
3

0
.0

0
3
2

0
.0

0
8
8

0
.0

2
0

0
.0

5
8

0
.0

5
5

0
.0

5
3

0
.0

5
2

B
o
n
e
 M

a
rr

o
w

A
rm

 B
o
n
e
 (

u
p
p
e
r 

s
e
c
ti
o
n
, 

IL
)

0
.6

5
0
.8

3
1
.2

1
0
.7

8
0
.9

4
1
.2

4
1
.7

2
3
.9

5
3
.8

9
3
.8

5
3
.8

0

C
la

v
ic

le
 (

IL
)

1
.3

9
1
.9

0
2
.8

9
1
.7

9
2
.2

4
3
.0

1
4
.1

7
1
0
.1

7
1
0
.0

9
1
0
.0

2
9
.9

2

R
ib

 C
a
g

e
4
.2

7
5
.2

9
6
.8

0
5
.2

4
6
.1

5
7
.2

8
8
.6

8
1
8
.3

7
1
8
.5

2
1
8
.5

8
1
8
.5

0

S
te

rn
u
m

1
0
.1

5
1
1
.9

6
1
4
.5

8
1
1
.8

8
1
3
.4

6
1
5
.4

2
1
7
.9

0
3
4
.5

1
3
4
.7

2
3
4
.8

0
3
4
.6

4

B
o
n
e
 S

u
rf

a
c
e

A
rm

 B
o
n
e
 (

m
id

d
le

 s
e
c
ti
o
n
, 

IL
)

1
.6

3
2
.0

6
2
.8

7
1
.9

7
2
.3

4
2
.9

7
3
.9

9
8
.8

4
8
.7

1
8
.6

2
8
.5

3

A
rm

 B
o
n
e
 (

u
p
p
e
r 

s
e
c
ti
o
n
, 

IL
)

2
.7

2
3
.5

0
5
.1

0
3
.2

8
3
.9

6
5
.2

1
7
.2

3
1
6
.6

5
1
6
.3

8
1
6
.2

0
1
6
.0

2

C
la

v
ic

le
 (

IL
)

5
.8

5
8
.0

1
1
2
.1

9
7
.5

2
9
.4

2
1
2
.6

6
1
7
.5

6
4
2
.8

3
4
2
.4

9
4
2
.1

9
4
1
.7

7

C
la

v
ic

le
 (

C
L
)

2
.0

4
2
.4

4
3
.0

5
2
.4

2
2
.7

7
3
.2

2
3
.8

8
7
.6

2
7
.6

1
7
.5

9
7
.5

4

F
a
c
ia

l 
S

k
e
le

to
n

1
.0

2
1
.3

3
1
.8

6
1
.2

9
1
.5

6
1
.9

7
2
.5

4
5
.8

1
5
.8

0
5
.7

9
5
.7

4

R
ib

s
1
7
.9

6
2
2
.2

9
2
8
.6

4
2
2
.0

8
2
5
.8

9
3
0
.6

4
3
6
.5

6
7
7
.3

4
7
7
.9

9
7
8
.2

5
7
7
.8

8

S
te

rn
u
m

4
2
.7

6
5
0
.3

6
6
1
.3

8
5
0
.0

2
5
6
.6

8
6
4
.9

2
7
5
.3

8
1
4
5
.3

2
1
4
6
.2

0
1
4
6
.5

1
1
4
5
.8

3

S
k
in

B
re

a
s
t 

(I
L
)

9
7
1
6
.0

7
8
6
9
2
.9

7
8
0
7
6
.1

4
8
6
1
4
.2

5
7
8
4
1
.4

7
7
4
5
7
.5

9
7
2
0
2
.7

7
4
8
9
9
.2

6
4
8
1
1
.9

0
4
7
5
5
.8

0
4
7
4
8
.5

8

B
re

a
s
t 

(C
L
)

1
0
0
.3

2
9
2
.7

4
8
8
.6

8
9
2
.0

3
8
6
.4

1
8
3
.9

1
8
2
.7

7
7
0
.0

7
6
9
.4

6
6
9
.0

5
6
8
.9

3

H
e
a
d

1
5
.0

0
1
3
.5

0
1
2
.6

5
1
3
.3

8
1
2
.2

4
1
1
.7

4
1
1
.4

6
8
.9

1
8
.8

0
8
.7

3
8
.7

2

N
e
c
k

6
.7

6
5
.9

3
5
.5

1
5
.8

6
5
.2

4
5
.0

1
4
.9

4
3
.9

9
3
.9

1
3
.8

7
3
.8

5

T
ru

n
k

3
2
.2

2
2
9
.8

6
2
8
.6

8
2
9
.6

3
2
7
.8

9
2
7
.2

1
2
6
.9

3
2
3
.6

9
2
3
.5

2
2
3
.4

1
2
3
.3

7

M
o

/M
o

R
h

/R
h

M
o

/R
h

V
o

lu
m

e
T

is
s
u

e
 T

y
p

e

T
a
b

le
 3

.5
 E

x
a
m

p
le

 c
o
m

p
u
ta

ti
o
n

 o
f 

th
e
 t

o
ta

l 
d

o
s
e

 t
o
 t

h
e
 o

rg
a

n
s
 i

n
 µ

G
y
 r

e
s
u
lt
in

g
 f

ro
m

 a
 t

w
o

-v
ie

w
 t

o
m

o
s
y
n
th

e
s
is

 a
c
q
u

is
it
io

n
 t

o
 o

n
e

 

(l
e

ft
/r

ig
h
t)

 b
re

a
s
t,

 a
s
s
u

m
in

g
 2

 m
G

y
 g

la
n
d

u
la

r 
d

o
s
e

 t
o

 t
h

e
 i
m

a
g
e

d
 b

re
a
s
t 

fo
r 

th
e
 C

C
 v

ie
w

 a
n
d

 2
.5

 m
G

y
 g

la
n
d

u
la

r 
d

o
s
e

 t
o

 t
h

e
 i
m

a
g
e

d
 

b
re

a
s
t 
fo

r 
th

e
 M

L
O

 v
ie

w
, 
a

n
d

 u
s
in

g
 t
h

e
 d

a
ta

 f
ro

m
 T

a
b

le
 3

.3
 a

n
d
 T

a
b

le
 3

.4
. 



44 
 

Discussion 

As can be seen from the results, all organs outside the x-ray field receive less 

than 0.9% of the glandular dose received by the imaged breast. Except for the 

contralateral breast, the organ that absorbs the most dose from a tomosynthesis or a 

mammogram acquisition is the ipsilateral lung, with a maximum ROD of 0.46%. 

Considering the x-ray spectrum that results in the maximum dose deposition to the lungs 

(Rh/Rh 25 kVp), the dose deposited in the lungs during a complete two-view bilateral 

breast tomosynthesis study is approximately 18.6 µGy. This is equivalent to 

approximately one tenth of the dose to the lungs from a chest x-ray (International 

Commission on Radiological Protection 1982), and one hundredth to one thousandth of 

the dose to the lungs from a single chest CT scan (Huda et al 2000; McWilliams et al 

2005). In case of the red bone marrow, the maximum ROD found was 1.1%, while the 

maximum ROD for the bone surfaces was 4.6%. The results for both the bone marrow 

and the bone surfaces can be taken as a conservative upper limit, since at these energy 

levels it has been found that the methods used in this study tend to overestimate the 

dose (Lee et al 2006). Therefore, it seems that in both planar and tomosynthesis breast 

imaging, the dose to the organs and skeleton outside the x-ray field are minimal, if not 

negligible. 

As expected, compared to the glandular dose, the skin of the imaged breast 

receives a much higher dose, which becomes lower with increasing x-ray spectrum 

energy. If only the portion of the breast skin facing the x-ray tube is considered, its local 

dose can be approximated to be double that specified for the whole breast skin. The 

dose to the skin of the contralateral breast (1.5%-2.2%) can normally be ignored since 

that same skin will receive the full dose when the contralateral breast is being imaged. 
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In this study it was found that the dose to the uterus due to an average two-view 

bilateral tomosynthesis study is at most only 0.058 µGy (0.0058 mrad) per imaged 

breast. This result can be representative of the dose to the fetus during the first 

trimester, when the volume of the uterus as simulated in this study is still representative 

of that of a pregnant woman and the conceptus is very small. This amount of dose to the 

fetus is approximately 60 to 380 times lower than that received by the fetus from a 

helical chest CT scan of a pregnant patient (Winer-Muram et al 2002). Even though the 

dose to the fetus from breast imaging can be considered to be minimal, the use of a lead 

shield seems to reduce this dose further by about a factor of two. Therefore, if a patient 

underwent either a planar mammogram or a tomosynthesis study not knowing that she 

was in the early stages of pregnancy, these findings suggest that the dose to the fetus is 

minimal. If, however, a patient is known to be pregnant and a breast must be imaged, a 

lead apron can lower this low amount of dose to the fetus by approximately one half.  

The shield results show that most of the dose to the organs is a consequence of 

x-rays that scatter in the breast tissue and enter the trunk through the breast, minimizing 

the benefit of using a lead shield or apron under normal circumstances. 

Using the results from this study, the effective dose (to the whole body) for a 

complete tomosynthesis examination (two views, both breasts) per unit glandular dose 

to both breasts was computed. Using the current recommended tissue weighting factors 

based on ICRP Publication 60 (International Commission on Radiological Protection 

1991) the value found was 0.0521 mSv/mGy (or mrem/mrad), while using the tissue 

weighting factors from the draft of the new ICRP recommendations posted on the ICRP 

website on January 12, 2007 (International Commission on Radiological Protection 

2007), the value was 0.124 mSv/mGy (or mrem/mrad). These values vary by a 

maximum of 0.84% for the eleven spectra used in this study. The value for the effective 

dose in planar mammography using the ICRP Publication 60 recommendations was 
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found to be approximately within 2.5% of that reported by Hatziioannou et al 

(Hatziioannou et al 2000). 

The results in this study depend on the applicability of the mathematical phantom 

as representative of the human body. Although this phantom is used extensively for 

dosimetry in radiology, its simplification of the shapes of the organs of the human body 

has the potential of introducing severe errors in the results, particularly with patients with 

body habitus that greatly deviates from the assumed shape of the phantom. However, a 

recent study by Castellano et al (Castellano et al 2005), comparing the dose estimations 

of the Cristy phantom to a voxel based phantom from CT acquisitions has found the 

disagreements between the two phantoms to be less than 38%, and within 15% if the 

imaged sections of the phantoms are matched appropriately. Although these deviations 

are considerable, the importance or lack thereof of the dose to the different organs from 

breast tomosynthesis found in this study is still applicable since an increase in ROD by 

40% would still result in maxima of 0.64% (ipsilateral lung), 1.53% (sternum bone 

marrow) and 6.45% (sternum bone surface). The effective dose computations, even with 

the additional 40% in the dose to all the organs except the imaged breast, is still valid, 

since the breast accounts for over 95% of the effective dose. 

Two sources of radiation were not taken into account in this study: x-ray leakage 

from the shielded portions of the x-ray tube, and the fraction of x-rays from the primary 

field that are transmitted through the imager support arm. According to the Code of 

Federal Regulations (21CFR1020.31), the x-ray leakage in a mammography system 

must be limited to a maximum air kerma of 0.88 mGy (100 mR exposure) per hour. 

Approximating a bilateral two-view tomosynthesis acquisition to entail ten seconds of x-

ray exposure (Eberhard et al 2006), the air kerma at 1 m from the focal spot from 

leakage radiation must be less than 2.5 µGy (0.278 mR exposure). The same chapter 

limits the radiation transmitted through the imager support arm to 0.88 µGy air kerma 



47 
 

(0.1 mR exposure) 5 cm under the support arm per acquisition. Therefore, the radiation 

from tube leakage and primary barrier transmission is well within the uncertainty level of 

this study. 

Conclusion 

An advanced computer program based on Monte Carlo methods was used to 

simulate the radiation dose received by the organs and tissues of the human body 

during both planar mammography and breast tomosynthesis imaging. By measuring the 

dose to the uterus, an estimate of the radiation dose to a first trimester fetus during 

breast imaging was also found. The results showed that introducing breast 

tomosynthesis as a tomographic imaging method for breast cancer detection does not 

result in increased dose to the rest of the body. Therefore, if the maximum glandular 

dose to the breast used during tomosynthesis imaging is limited to that used in standard 

planar mammography, then the effective dose to the body from tomosynthesis will also 

be equivalent to that from planar mammography. The next chapter will investigate if 

another method of tomographic imaging of the breast, dedicated breast computed 

tomography, also maintains the effective dose to the body for equivalent glandular dose 

to the breast conditions. 

During both planar and tomosynthesis breast imaging, the dose to the fetus was 

found to be minimal. For increased security, the use of a lead shield was found to 

decrease this minimal dose by approximately a factor of two. Therefore, in the event that 

a woman in the early stages of pregnancy needs to undergo breast imaging, the use of 

standard mammography or breast tomosynthesis imaging is possible, and the use of a 

lead apron is advised. 
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CHAPTER 4  

WHOLE BODY DOSIMETRY IN DEDICATED BREAST COMPUTED TOMOGRAPHY  

Introduction 

Dedicated breast computed tomography has been the subject of several studies 

in the last few years (Boone et al 2001; Chen et al 2002; Glick et al 2002; Chen et al 

2003; Boone 2004; Boone et al 2004; Gong et al 2004; Thacker et al 2004; Kwan et al 

2005). DBCT aims at acquiring a high number (350-500) of cone beam projections of the 

breast from at least a full revolution around it, resulting in a 3D reconstruction of the 

breast volume (Boone et al 2001; Ning et al 2002; Ning et al 2004; Zeng et al 2006). 

DBCT’s ability to fully reconstruct the 3D volume of the imaged breast presents a very 

interesting alternative to tomosynthesis imaging, which only achieves partial vertical 

separation of the imaged tissue. However, since the breast is uncompressed during 

DBCT acquisition, to maintain the dose to the breast comparable to the dose to the 

breast from a two-view planar mammography acquisition, the proposed x-ray spectra in 

DBCT projection acquisition are of considerably higher energy than that of planar 

mammography and tomosynthesis imaging (McKinley et al 2004; McKinley et al 2005; 

Huang et al 2006). Preliminary DBCT imaging studies are typically performed with 

tungsten targets with kVp settings in the 70-80 kVp range. 

Several studies on the glandular dose to the breast from these high energy x-ray 

spectra in DBCT have been reported (Boone et al 2001; Chen et al 2002; Boone et al 

2004; Thacker et al 2004; Boone et al 2005; Sechopoulos et al 2006), but the effect that 

these higher energies have on the dose to the organs outside the x-ray field has not 

been investigated. If DBCT is to be introduced in the clinical environment, as either an 

alternative to planar mammography or tomosynthesis imaging for screening for breast 
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cancer, or as an adjunct for a subset of patients (high-risk groups, diagnostic stage, 

etc.), the radiation dose to the organs and tissues of the body from DBCT acquisition 

must be well understood. In addition, the dose to the fetus must be studied and 

compared to that in planar mammography and tomosynthesis imaging of the breast. 

In this study, the Monte Carlo program used in the previous chapter was modified 

to compute the radiation dose deposited in the important organs and tissues of the body 

during DBCT acquisition. To accomplish this, the geometrical description of both 

breasts, and the positioning of the x-ray source and detector had to be modified to 

recreate the geometry and conditions present during a DBCT acquisition. The modified 

program was then used to compute the dose to the 65 volumes, representing organs, 

bones, skin sections, and other soft tissues present in the anthropomorphic phantom. 

Methods 

Monte Carlo simulation modifications 

The x-ray source, approximated as a point source, was placed 86 cm away from 

the detector surface, which was located 40 cm from the iso-center of the imaged breast 

(Boone et al 2005). With varying projection angle, both the x-ray source and the detector 

were rotated about the isocenter of the breast, maintaining constant both the source-to-

imager distance and the breast isocenter-to-imager distance (IID) throughout the DBCT 

acquisition. In Figure 4.1(b) the movement of the x-ray source and detector with 

projection angle around the imaged breast can be seen. Since there is no breast 

compression used in DBCT, the breast compression and support plates were removed 

from the simulation. The detector cover plate, which can be seen in Figure 4.1(a), was 

maintained. 
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The simulation was performed for 40 million monochromatic x-rays of energies 

varying from 17 keV to 80 keV in 1 keV steps, interpolating these results to 0.5 keV 

resolution, and then combining these monochromatic results with the relative number of 

photons in each spectrum as reported by Cranley et al (Cranley et al 1997). The x-ray 

spectra used consisted of a Tungsten target, with 0.5 mm Beryllium window and 0.3 mm 

Copper added filtration, with kVp settings of 60 kVp, 70 kVp and 80 kVp. Their first half-

value layers were 4.29 mm Al, 5.04 mm Al, and 5.81 mm Al, respectively. After 

simulating all 64 energies, the x-ray source and detector were rotated around the 

isocenter of the breast by 10 degrees, and the process was repeated. Simulations were 

performed from a total of 35 positions, covering an entire revolution around the imaged 

breast. The results from these 35 positions were later interpolated and summed to obtain 

dose results from the equivalent of 500 projections from an entire 360º revolution (Boone 

et al 2005). Due to the asymmetric location of some organs of the body, all simulations 

were performed for both breasts. This resulted in a total of 4,480 simulations of 40 

million x-rays each. 

Figure 4.1(a) Top view and (b) front view of the DBCT simulation. 
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The methodologies used in the previous chapter to compute the glandular dose 

to the breast and to separate the dose to the red bone marrow and bone surface 

portions of the skeleton were used for this study as well 

Anthropomorphic phantom modifications 

Slight modifications had to be introduced in the anthropomorphic phantom to 

better recreate the geometry during DBCT imaging. The DBCT acquisition geometry 

simulated consisted of the patient laying prone on a table with the imaged breast 

hanging through a hole (Boone et al 2006). Therefore, the breasts were implemented as 

portions of ellipsoids of equal volume but different shape. The imaged breast was 

implemented to reflect a pendant breast, having a longer CND and smaller diameter 

along the chest wall than the contralateral breast. The latter was implemented as slightly 

compressed by the body against the table (Figure 4.1). The head and neck of the 

phantom were rotated towards the contralateral side, as shown in Figure 2 of Boone et 

al (Boone et al 2006). The imaged breast was specified as having a diameter at the 

chest wall of 12.4 cm and a CND of 8 cm. The contralateral breast had a diameter at the 

chest wall of 15.0 cm and a CND of 5.2 cm. The composition of the breasts was again 

specified as a homogeneous mixture of 50% adipose and 50% glandular tissue, as 

reported by Hammerstein et al (Hammerstein et al 1979). 

The organs, bones, skin sections and other volumes included in the 

anthropomorphic phantom were the same as those used in the previous chapter. Given 

the higher energy x-rays used in DBCT, the simulated lead shield was specified as 1 mm 

thick, resulting in an absorption of approximately 94% of 80 keV x-rays and more than 

98% of x-rays of energy of 70 keV or less. The shield was large enough to cover the 

whole body and included a 30 cm diameter gantry opening. 
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Results 

Figure 4.2 shows an example graph of the dose ratio variation with projection 

angle for three different organs, along with the anthropomorphic phantom highlighting 

the organs included in the graph and the imaged breast (blue). Both the actual 

simulation results (symbols) and the results of the interpolation to 500 projections (lines) 

are shown. As expected, the variation with projection angle (0º is defined as when the x-

ray source is exactly above the breast, and the x-ray source rotates counter-clockwise 

facing the patient with increasing angle) is different for different organs, due to the 

position of the organs with respect to the x-ray source. The distributions chosen for this 

example graph are representative of those found for the rest of the organs. The 

suitability of the angular interpolation can also be clearly seen.  

Table 4.1 shows the dose to the organs per unit glandular dose to the imaged 

breast (ROD), in percentages. Only the organs that received more than 0.1% of the  
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Figure 4.2 Variation of dose deposition in different organs with projection angle during a 
DBCT imaging of the left breast (blue). The organs highlighted in color are the ones 
included in the graph. 
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glandular dose to the breast in at least one spectrum and the uterus are included. In the 

cases were the ROD was found to be equivalent for both the left and right imaged 

breasts, the ROD is shown. When the ROD varied between imaged breasts, both values 

are included. 

The effective dose per unit glandular dose to the breast averaged for the three 

spectra studied was found to be 0.0574 mSv/mGy (mrem/mrad). With the revised tissue 

weighting factors, this values increases to 0.128 mSv/mGy (mrem/mrad). The maximum 

deviation from the mean was 1.9% and 0.9%, respectively. 

The inclusion of the lead shield had an even smaller effect than that found in the 

previous chapter for planar and tomosynthesis imaging. Only the skin of the head, the 

ipsilateral lower section of the arm bone, the cranium and the facial skeleton were 

considerably protected. All other organs received doses similar to those received without 

the shield present. Although the uterus received a relatively low dose without the lead 

shield present, this amount of dose was lowered by approximately a factor of four. 

Discussion 

The higher energy spectra used in DBCT imaging result in higher dose to the 

organs and tissues of the body compared to those resulting from planar mammography 

and tomosynthesis imaging. For the 80 kVp spectra, the heart, ipsilateral lung and 

thymus receive a dose of approximately 100-150 µGy from a DBCT acquisition that 

deposits 5 mGy in the imaged breast. This dose level for the lungs is comparable to that 

of a single projection chest x-ray (International Commission on Radiological Protection 

1982), but one or two orders of magnitude less than that of a chest CT scan (Huda et al 

2000; McWilliams et al 2005). By comparison, these organs received approximately one 

order of magnitude more dose than that from a planar mammogram or a tomosynthesis  
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Tissue Type Volume 60 kVp 70 kVp 80 kVp

Organ Adrenal (IL) 0.16%/0.23% 0.23%/0.31% 0.29%/0.39%

Adrenal (CL) 0.05%/0.06% 0.08%/0.10% 0.11%/0.13%

Breast (CL) 0.83% 0.91% 0.97%

Colon (transverse) 0.06% 0.08% 0.10%

Esophagus 0.34%/0.27% 0.46%/0.37% 0.57%/0.46%

Gall Bladder 0.11%/0.20% 0.15%/0.27% 0.19%/0.34%

Heart 2.32%/1.11% 2.74%/1.37% 3.08%/1.58%

Kidney (IL) 0.06% 0.09% 0.12%

Liver 0.15%/0.63% 0.20%/0.79% 0.24%/0.92%

Lung (IL) 2.29%/2.57% 2.65%/2.95% 2.93%/3.25%

Lung (CL) 0.19%/0.16% 0.26%/0.22% 0.32%/0.28%

Pancreas 0.29%/0.13% 0.40%/0.19% 0.50%/0.25%

Spleen 0.27%/0.03% 0.36%/0.05% 0.44%/0.07%

Stomach 0.66%/0.11% 0.82%/0.14% 0.95%/0.18%

Thymus 1.72% 2.07% 2.35%

Thyroid 0.12% 0.15% 0.19%

Uterus/Fetus 0.015% 0.021% 0.026%

Bone Marrow Arm Bone (middle section, IL) 0.33% 0.43% 0.52%

Arm Bone (upper section, IL) 0.29% 0.38% 0.46%

Clavicle (IL) 0.56% 0.69% 0.81%

Clavicle (CL) 0.09% 0.12% 0.15%

Rib Cage 1.28% 1.45% 1.59%

Scapulae (IL) 0.08% 0.12% 0.15%

Spine (trunk section) 0.06%/0.07% 0.09%/0.10% 0.12%/0.14%

Sternum 1.69% 1.99% 2.24%

Bone Surface Arm Bone (lower section, IL) 0.14% 0.17% 0.20%

Arm Bone (middle section, IL) 1.22% 1.50% 1.72%

Arm Bone (upper section, IL) 1.07% 1.30% 1.49%

Clavicle (IL) 2.11% 2.50% 2.80%

Clavicle (CL) 0.34% 0.42% 0.50%

Cranium 0.09% 0.10% 0.11%

Facial Skeleton 0.10% 0.12% 0.13%

Rib Cage 4.86% 5.30% 5.56%

Scapulae (IL) 0.32% 0.43% 0.52%

Spine (head section) 0.07% 0.10% 0.13%

Spine (neck section) 0.12% 0.18% 0.23%

Spine (trunk section) 0.21%/0.25% 0.31%/0.37% 0.41%/0.48%

Sternum 6.37% 7.18% 7.74%

Skin Breast (IL) 114.00% 111.35% 109.63%

Breast (CL) 1.17% 1.23% 1.27%

Head 0.10% 0.11% 0.11%

Neck 0.10% 0.12% 0.14%

Trunk 0.61% 0.65% 0.67%

Table 4.1 Relative organ dose found from DBCT imaging to the (left/right) breast. 
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study. The highest doses to the skeletal tissues are that of the ribs and sternum, which 

receive approximately 50 µGy to 100 µGy to the red bone marrow and approximately 

250 µGy to 400 µGy to the bone surface from a similar DBCT study, which is 

approximately three to four times more dose than that resulting from the other breast 

imaging methods. It is again important to note that the dose to the bone tissues are 

upper limit estimates, due to the known overestimation of the dose to the bone tissues 

by the methodology used in these studies. 

The dose to the uterus, representative of that to the fetus in the first trimester, 

was found to be low, in the range of 0.7 µGy to 1.3 µGy from a 5 mGy DBCT acquisition, 

depending on the x-ray spectrum used. Although there is a wide variability in estimates 

of detrimental biological effects or increase of risk to the fetus from different levels of x-

ray radiation, all studies seem to suggest that biological effects to the fetus or increase in 

risk of damage to the fetus is possible at several orders of magnitude above the levels 

found in this study (Wagner et al 1997). 

Even though these radiation levels to the fetus are comparable to the natural 

background radiation, it was found that the presence of the 1 mm lead shield decreased 

these levels substantially, introducing the possibility of lowering the dose to the fetus 

further. Aside from the protection to the uterus, which is of utmost importance, the 

presence of the lead shield did not contribute substantially to the protection of the body; 

again pointing to the fact that most x-rays that deposit dose in the tissues of the body 

scatter through the breast into the trunk. It is important to note, though, that the 

proposed geometry of DBCT acquisition lends itself well to the introduction of a thin lead 

shield, given the presence of the table on which the patient is to lie prone. 

The computation of the effective dose during DBCT imaging shows that the dose 

to the organs outside the x-ray field, though low, is not negligible. Using the current 

recommended tissue factors the dose to the other organs increase the effective dose by 
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13% to 17%. Using the proposed draft factors, due to the increased radiosensitivity 

assigned to the breast, the importance of the dose to the other organs decreases, with a 

contribution of approximately 6% to 8%. 

Conclusion 

The Monte Carlo program implemented in the previous chapter was modified to 

simulate the conditions present in a different tomographic breast imaging method, 

dedicated breast computed tomography. Since DBCT involves the use of higher energy 

x-rays than those used in tomosynthesis imaging, the effect that these x-rays have on 

the dose to the tissues of the body outside the x-ray field was of concern. As expected, 

the dose to the organs closest to the imaged breast, namely the ipsilateral lung, thymus, 

and heart among others do receive a considerably higher dose, with up to an order of 

magnitude increase. These levels of radiation though, are still very low compared to 

other radiographic studies, such as chest computed tomography, and therefore the 

limiting factor in DBCT imaging is the glandular dose to the imaged breast, not the dose 

to the organs outside the x-ray field. 
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CHAPTER 5  

CHARACTERIZATION OF X-RAY SCATTER IN TOMOSYNTHESIS 

Introduction 

In one of the variations of digital tomosynthesis imaging of the breast, the x-ray 

tube rotates through a limited angular range around the compressed breast, while the 

breast and the digital imager remain stationary (Wu et al 2003; Eberhard et al 2006). 

The movement of the x-ray tube with respect to the digital imager during acquisition of 

the tomosynthesis projections makes the use of an anti-scatter grid challenging. With the 

use of a traditional linear or cellular anti-scatter grid, the primary (non-scattered) x-rays 

incident on the imager for the oblique views would be cut off. At a tomosynthesis 

projection angle of 10°, approximately 65% and 88% of the primary x-rays would be cut 

off at the center of the detector by anti-scatter grids with grid ratios of 4:1 and 5:1 

(Rezentes et al 1999), while at 15° and 11°, respectively, all primary x-rays would be cut 

off. A focused linear anti-scatter grid with the septa oriented parallel to the chest wall 

could be used if the motion mechanism of the grid is also re-oriented. Other options to 

make anti-scatter grids suitable in tomosynthesis imaging are to have a low grid ratio 

with inefficient scatter rejection or to rotate the septa of the grid with the x-ray tube to 

maintain their parallelism with the incident x-rays for all projections. All these variations 

would still suffer from the limitation that anti-scatter grids do not absorb all incident 

scattered x-rays and do not transmit all incident primary x-rays (Kaufhold et al 2002), 

and therefore other methods for scatter rejection are being sought. 

A different approach that is being investigated for the reduction of x-ray scatter 

content in the projections is to introduce post-acquisition, software-based scatter 

reduction (Seibert et al 1988; Baydush et al 2000; Gonzalez Trotter et al 2002; Nykanen 
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et al 2003; Sechopoulos et al 2005). Several scatter reduction algorithms have been 

proposed for planar mammography and could be potentially adapted for digital 

tomosynthesis. 

Another alternative to reduce the effect of x-ray scatter in tomosynthesis imaging 

is the introduction of an x-ray scatter model in the reconstruction stage. With iterative 

reconstruction techniques where simulated projections of the estimated reconstructed 

volume are compared to the acquired projections to adjust the estimated volume, the 

effect of x-ray scatter can be added to the simulated projections before comparison with 

the acquired projections. This method is used in the reconstruction algorithm 

implemented in Chapter 7.  

Both of the alternative approaches for x-ray scatter reduction mentioned above, 

however, require some form of prior knowledge of the scatter content in the projections 

to be processed. This prior knowledge includes the scatter point spread function (PSF) 

or the scatter to primary ratio (SPR). The purpose of this study is to characterize x-ray 

scatter in digital tomosynthesis of the breast to facilitate the further development and 

application of these approaches. Extensive studies based on experimental and 

simulation methods have been published on x-ray scatter in planar mammography 

(Barnes et al 1978; Fritz et al 1983; Klein et al 1983; Dance et al 1984; Boone et al 

2000a; Boone et al 2000b; Cooper et al 2000; Nykanen et al 2003) and some work has 

been done on characterizing x-ray scatter in breast CT (Kwan et al 2005). Although 

limited studies of x-ray scatter in breast tomosynthesis have been presented (Liu et al 

2005; Sechopoulos et al 2005; Karellas 2006; Liu et al 2006), no comprehensive 

characterization of the x-ray scatter in tomosynthesis projections of clinically realistic 

mammographic shapes has been reported. In this work, the variation of x-ray scatter 

content in the tomosynthesis projections under different conditions such as varying 

breast size, compressed thickness, composition, x-ray spectrum, and tomosynthesis 
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projection angle is studied. Computer fit equations for the SPR at the center of mass, as 

well as insights into the variations in scatter PSF with varying projection angle are 

reported. 

Methods 

A modified version of the C++ program described in Chapter 2 was used for this 

study. The detector was modified so that it can discriminate between primary (x-rays that 

did not undergo any scatter event) and scatter (x-rays that underwent at least one 

scatter event) photons. This results in two separate images being recorded per 

acquisition, one primary and one scatter image. The simulated detector was 

programmed to have a 1 mm resolution, which was deemed small enough for 

appropriate characterization of x-ray scatter variation with position, but still large enough 

to obtain reasonable statistics. This resulted in SPR maps of size 240 x 307. 

Characterization of Scatter to Primary Ratio 

To analyze how the SPR varies under different conditions, the Monte Carlo 

simulation was performed repeatedly while varying breast size, specified as the chest 

wall to nipple distance and compressed breast thickness, for both CC and MLO views. 

Simulations were performed for the compressed breast using a 50% glandular fraction, 

as described by Hammerstein et al (Hammerstein et al 1979), with the CND and T set to 

the values specified in Table 5.1. For the compressed breast in CC view, the CND was 

chosen so that the breast tissue mass would be equal to that of the MLO simulations, 

not including the pectoralis muscle. To study the behavior of SPR with glandular fraction, 

additional simulations were performed by setting the glandular fraction to 0, 25, 50, 75 
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and 100% for the more limited set of parameter values shown in the second part of 

Table 5.1. 

For each breast setup, projections were acquired at ±30° in 6° steps (due to 

symmetry, only the positive angles were used for the CC view studies). For each of 

these 518 geometry and composition combinations, 50 million monochromatic x-rays at 

each energy between 9.5 and 31.5 keV in steps of 1 keV were tracked. This resulted in a 

total of 11,914 sets of primary and scatter images. To perform these simulations, the 

same computer cluster as that used in the previous chapters was utilized. To obtain SPR 

maps for a specified x-ray spectrum, the monochromatic primary and scatter images 

were median filtered (11 x 11 kernel size) to reduce noise, weighted by the relative 

number of photons at each energy bin of the spectrum, and then totaled to obtain 

spectrum-weighted primary and scatter images. A median filter, rather than a mean filter, 

was used because it was found by analyzing pre- and post-filter profiles of the data that 

although the noise reduction was similar, the median filter preserved the sharp features 

present in the primary images better than the mean filter. The spectrum-weighted 

spatially-variant SPR maps were obtained by pixel-by-pixel division of the spectrum-

weighted scatter image by the spectrum-weighted primary image. To study how the x-

Parameter CC View MLO View

Breast Size Studies

Chest-wall to Nipple Distance (CND) 6.2, 9.0, 11.6, 14.4 and 17.0 cm 7, 10, 13, 16 and 19 cm

Thickness (T)

Glandularity (G)

Breast Composition Studies

Chest-wall to Nipple Distance (CND) 11.6 cm 13 cm

Thickness (T)

Glandularity (G)

2, 4, 5, 6 and 8 cm

50%

2, 5 and 8 cm

0, 25, 50, 75 and 100 %

Table 5.1 Values of the geometric parameters used in the Monte Carlo simulations for 
the scatter to primary ratio studies. 
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ray spectrum affects the SPR, the monochromatic data were combined using the relative 

number of photons for seven different spectra (Boone et al 1997), specified in Table 5.2. 

From these simulations, the SPR at the projection of the center of mass (COM) of the 

breast was found and its variation under the different imaging conditions characterized. 

The SPR at the center of mass reported is the mean from a 1 x 1 cm region surrounding 

the COM. In addition, SPR maps and profiles are presented for qualitative analysis. 

Study of Scatter Point Spread Functions 

Scatter reduction algorithms typically require an estimate of the scatter PSF as 

prior knowledge. To gain insight into how the scatter PSF behaves in tomosynthesis 

conditions, the Monte Carlo simulation was modified so that the x-ray field was reduced 

to a pencil beam directed at the center of mass. The variation in shape of the scatter 

PSF for different projection angles is presented. This analysis was performed only for a 

breast in the CC view with CND=10 cm, T=2, 5 and 8 cm, G=0, 50 and 100% and 

projection angles from 0° to 30° in 6° steps. 

To reduce computation time, a variance reduction scheme, based on the concept 

of importance sampling (Hammersley et al 1964), was introduced in the Geant4 

simulation. This scheme consisted of modifying the Rayleigh and Compton scatter 

Table 5.2 X-ray spectra used in this study and their first half-value layer values. 

Target Filter
Tube Potential 

(kVp)

HVL above Compression 

Plate (mm Al)

HVL under Compression 

Plate (mm Al)

Mo Mo 25 0.284 0.322

Mo Mo 26 0.297 0.335

Mo Mo 27 0.309 0.347

Mo Rh 27 0.364 0.400

Mo Rh 29 0.387 0.422

Rh Rh 29 0.380 0.426

Rh Rh 31 0.408 0.457
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physics models so that at each scatter event, more than one photon would be output, 

each one sampled independently from the appropriate energy and angular distribution 

functions for the incident photon. To compensate for this multiplication of photons, a 

relative weight was assigned to each photon, so that each original photon emitted from 

the x-ray source had a weight value of 1, and this value was reduced according to the 

number of photons that were produced for each scatter event. For example, if, at each 

scatter event, the incident photon were split into 5 photons, these output photons would 

each have a relative weight of 0.2. If any of these photons scattered again, another 5 

photons would be produced, each one with a relative weight of 0.04. When a photon 

arrived at the imager, the number recorded at that position would be the photon energy 

times its relative weight. To verify that this variance reduction scheme yielded the correct 

results, the same simulation was repeated with and without the variance reduction. The 

resulting PSF for both cases were virtually identical and are shown in Figure 5.1. This 

variance reduction scheme succeeded in reducing the number of emitted x-rays needed 

to be simulated, since the computer program spends more processing time following the 

X Location (cm)

-10 -5 0 5 10

S
P

R

1e-6

1e-5

1e-4

1e-3

1e-2

1e-1

With Splitting

No Splitting

Figure 5.1 Comparison of a scatter PSF computed with and without the variance 
reduction scheme. 
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x-rays that have scattered, and less time following the primary x-rays that do not provide 

scatter information. 

Validation 

Although the Geant4 Monte Carlo toolkit has been already validated for x-ray 

scatter studies at mammographic energies (Grabski et al 2005), and this Geant4 

tomosynthesis simulator was validated for glandular radiation dose predictions Chapter 

2, the C++ program was modified to match the geometry described by Boone and 

Cooper (Boone et al 2000a) to compare Geant4’s predictions on scatter PSF for the 0° 

projection angle with the scatter PSF reported for planar mammography. 

Results 

To verify the statistical precision obtained by performing monochromatic runs of 

50 million photons, two simulations were repeated five times to compute the COV of the 

SPR at the COM. For an average breast, 5 cm thick, CND=11.6 cm, G=50%, projection 

angle=0°, the COV for the spectra below 27 kVp was lower than 1.25%, while for the 

rest the COV was 0.5% or lower. For a similar breast but with the maximum thickness, 8 

cm, the COV for the Mo/Mo 25 kVp spectrum was 8.6%, while for the 27 kVp spectra the 

COV was lower than 5.0%, and for the 29 kVp spectra and above the COV fell to below 

1.8%. Considering that in a clinical environment an 8 cm thick compressed breast is 

rarely imaged with a spectrum below 27 kVp, this precision was deemed sufficient. 

Validation 

Figure 5.2 shows the scatter PSF computed by the Geant4 simulation compared 

to those reported by Boone and Cooper (Boone et al 2000a). The scatter PSF presented  
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Figure 5.2 Comparison of the scatter PSF computed by the Geant4 program (lines) 
against those previously reported by Boone and Cooper (symbols) (Boone et al 2000a). 
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are radially averaged and normalized to the number of primary photons detected. The 

results show agreement for all the variations reported by Boone and Cooper, which 

included varying breast tissue composition, x-ray spectrum, breast-to-imager air gap, 

and compressed breast thickness. 

Qualitative Analysis of the Scatter Point Spread Function 

 Figure 5.3 shows images of the computed scatter PSF for a 5 cm thick 

compressed breast, 50% glandular fraction and tomosynthesis projection angles ranging 

from 0° to 30° in 6° steps. The radial symmetry of the 0° scatter PSF is clear. Some 

progressive loss of symmetry can be observed with increased angle, with the last two 

projection angles (24° and 30°) presenting an obvious asymmetry. In these images, the 

x-ray tube moves towards the top of the page with increasing projection angle. This 

shows that as the x-ray tube moves in one direction, the “tail” of the scatter PSF is 

extended towards the opposite direction. Vertical profiles through the center of the 

scatter PSF for the three different compressed breast thicknesses simulated are shown 

in Figure 5.4. The x-ray tube moves towards the negative side of the x-axis with 

increasing projection angle. The increase in scatter in the direction opposite to tube 

 

Figure 5.3 Images of the scatter PSF for a 5 cm compressed breast in the CC view for 
projection angles from 0° to 30°, in 6° steps. 



66 
 

  

Figure 5.4 Vertical profile through the center of the scatter PSF of breasts of thickness 
2, 5 and 8 cm. 

Position (mm)

-40 -20 0 20 40

S
c
a
tt

e
r 

P
S

F

10-6

10-5

10-4

10-3

10-2

0 deg

6 deg

12 deg

18 deg

24 deg

30 deg

Position (mm)

-40 -20 0 20 40
S

c
a
tt

e
r 

P
S

F

10-6

10-5

10-4

10-3

10-2

(a) (b)

Position (mm)

-40 -20 0 20 40

S
c
a
tt

e
r 

P
S

F

10-6

10-5

10-4

10-3

10-2

(c)

(a) 2 cm 

(c) 8 cm 

(b) 5 cm 



67 
 

movement, resulting in an asymmetric PSF, can be seen. This effect becomes more 

pronounced with increasing compressed breast thickness. It is important to note that 

asymmetry can be already seen at the 6° projection angle, which was not apparent in 

the two dimensional images. 

The effect of glandular fraction and x-ray spectra on the behavior of the scatter 

PSF with angle is depicted in Figure 5.5. In both cases, as expected, a very small 

deviation was found. 

Effect of the Breast Support and Detector Cover Plates on the Scatter to Primary Ratio 

Figure 5.6 shows the computed SPR maps for compressed breasts of varying 

thickness in the CC view and in the MLO view for the 0° and the 30° tomosynthesis 

projection angle. The simulated breasts have a CND=11.6 cm (CC) and CND=13 cm 

(MLO), T=2, 5 and 8 cm and G=50%, and the x-ray spectrum is Rh/Rh 31 kVp. The 

images for the 5 and 8 cm thick breasts present a sharp increase in the SPR close to the 

outer edges of the compressed breast. This increase in SPR, although to a lesser 
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Figure 5.5 Sample graphs showing the variation of the 0° and 30° scatter PSF with 
varying (a) breast glandular fraction, and (b) x-ray spectrum. 
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Figure 5.6 Images of the SPR for a CC (top) and a MLO (bottom) view breast showing 
the effect of the breast support plate and the detector cover plate. 
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degree, was previously reported by Lam and Chan (Lam et al 1990). To isolate the 

cause of these spikes in the SPR maps, three different modifications to the CC view 

simulations were attempted. In the first case, the possibility that this effect is due to the 

drop-off in tissue thickness at the curved edge of the compressed breast was studied by 

modifying the breast to be a perfect cylinder with semi-circular cross-section. To study 

the possibility that the inclusion of a 4 mm skin layer around the breast introduced 

unexpected differences in scattering cross-sections, the skin layer was eliminated in a 

second simulation. With these two variations, the spike in the SPR profile was still 

present. 

The third modification of the simulation eliminated the breast compression plate, 

breast support plate, and detector cover plate. The results of this simulation are shown 

in Figure 5.7 where it is clear that this effect did not occur. Figure 5.8 shows horizontal 

(perpendicular to the x-ray tube’s motion) profiles through the projection of the center of 

mass of the compressed breast showing clearly the effect that the presence of these 

plates have on the SPR. The spike and overall increase in SPR is due to the scattering 

contribution of the open field area of the plates. Although the plates are very thin 

compared to the compressed breast, the sections of these plates outside the area of the 

compressed breast are exposed to the full fluence of the x-ray field causing the absolute 

number of x-rays detected that underwent a scattering event in the open area to be high. 

Some portion of the x-rays that scattered in the plates is detected under the shadow of 

the breast, where the number of primary x-rays detected is reduced substantially due to 

the attenuation of the breast. This phenomenon is depicted graphically in Figure 5.9. The 

reduced attenuation of the primary x-rays in the thin breasts explains why this effect is 

not seen as prominently in the SPR maps for breast of T=2 cm. 
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Figure 5.7 Images of the SPR for a CC (top) and MLO (bottom) view breast showing the 
absence of the increase in SPR when the breast support plate and the detector cover 
plate are not present. 
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Figure 5.8 Horizontal profiles through the center of mass of the breast of the SPR maps 
depicted in Figure 5.6 and Figure 5.7. Profiles are for the CC view breast of thickness (a) 
2 cm, (b) 5 cm, and (c) 8 cm, and for the MLO view with thickness (d) 2 cm, (e) 5 cm, 
and (f) 8 cm. 
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The rest of the SPR results reported in this paper are from simulations that 

include the breast compression plate, breast support plate and detector cover plate, 

since these are always necessarily present during a clinical tomosynthesis acquisition. 

Scatter to Primary Ratio Maps 

 Figure 5.10 shows the 3D plot of the SPR maps of a compressed breast in the 

CC view (CND=11.6 cm, T=5 cm, G=50%, Rh/Rh 31kVp) for projection angles 0° to 30° 

in 6° steps. As in the scatter PSF section, the x-ray tube’s movement with increasing 

projection angle is towards the negative side of the x-axis. The increase in SPR 

throughout the breast with increasing projection angle can be clearly seen. In addition, 

the symmetry of the SPR about the centerline of the imager is lost, with the tail of the 

SPR on the side opposite the x-ray tube becoming wider. This effect is expected, if one 

Figure 5.9 Diagram showing the cause of the SPR increase due to the presence of the 
breast support plate and the detector cover plate. 
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considers the shape of the scatter PSF described in the previous section. The increased 

SPR around the edge of the breast because of the presence of the compression plate, 

support plate and cover plate can also be seen, especially in the wider angle projection 

images. For improved visibility, profiles parallel to the chest wall (also parallel to the x-

ray tube’s motion), through the center of mass, are depicted in Figure 5.11. Profiles for 

compressed breasts of thickness 2 and 5 cm are also shown. The overall increase in 

SPR, loss of asymmetry, and the higher SPR at the borders can all be also seen in the 

profiles. In addition, the increase in SPR close to the borders of the breast can be seen 

more prominently for the T=8 cm breast. 

Scatter to Primary Ratio at the Center of Mass 

Figure 5.12 and Figure 5.13 show the variation of the SPR at the center of mass 

with varying breast size, thickness composition and x-ray spectrum for the CC and MLO 

views, respectively. Unless specified otherwise, the data shown is for a breast with 

CND=13 cm (11.6 cm for the CC view), T=5 cm, G=50% and Rh/Rh 31 kVp x-ray 

Figure 5.10 Surface and contour plots of the SPR for a CC view breast with CND=11.6 
cm, T=5 cm, G=50% and projection angles 0° to 30° in 6° steps. 
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spectrum. As expected, SPR is most of all a function of compressed breast thickness, 

with a smaller dependence on glandularity and breast size. Specifically, chest wall to 

nipple distance appears to only have an influence on SPR when it is below a certain 

value. These results are consistent with those reported by Boone et al (Boone et al 

2000b), in which the SPR curve approaches a horizontal line with increasing breast size 
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Figure 5.11 Profiles parallel to the chest wall, through the center of mass, of the CC 
view breast with a thickness of (a) 2 cm, (b) 5 cm and (c) 8 cm. 
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and can be explained by the fall-off in intensity of the scatter PSF with radial distance. 

The x-ray spectrum does not appear to influence the SPR; the few data points that show 

some deviation can probably be attributed to higher statistical noise due to the fact that 

those points are the ones that include the fewest total x-ray histories.  

Figure 5.12 Sample graphs of SPR variation in the CC view with varying (a) breast 
glandular fraction, (b) x-ray spectrum, (c) chest wall to nipple distance and (d) 
compressed breast thickness. 
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Given these results, the computed data was used to fit an equation for SPR as a 

function of tomosynthesis projection angle, compressed breast thickness and breast 

glandularity for each view. This was accomplished using commercially available software 

(TableCurve 2D and TableCurve 3D, Systat Software Inc., Richmond, California). Since 

TableCurve 3D can only fit functions with 2 independent variables, the glandularity 
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Figure 5.13 Sample graphs of SPR variation in the MLO view with varying (a) breast 
glandular fraction, (b) x-ray spectrum, (c) chest wall to nipple distance and (d) 
compressed breast thickness. 
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dependence was introduced as a linear coefficient to the surface equation found by 

TableCurve 3D for SPR(T, α). The resulting equations for scatter to primary ratio at the 

center of mass for a tomosynthesis projection were: 

For MLO View: 

  
 
 

2 2

MLO 2 2

c+dT +eα+ fT +gα +hTα
SPR = aG+ b

1+ iT + jα+kT + lα +mTα
 (5.1) 

For CC View: 

  
 
 

2 3

CC 2 3

c+dT +eT + fT + gα
SPR = aG+ b

1+ hT + iα+ jα +kTα
 (5.2) 

Where α is the tomosynthesis angle (measured from the detector surface) in degrees; T 

is the compressed breast thickness, in cm; and a through m are the fit coefficients, given 

in Table 5.3. Both fits resulted in a R2 > 0.976, and are applicable for any chest wall to 

nipple distance above 10 cm in MLO view, and for any CND for CC view. 

Discussion 

The variation found in the scatter point spread functions with varying 

tomosynthesis projection angle suggests the need of using different scatter PSF when 

attempting to perform scatter reduction image processing on tomosynthesis projections. 

Assuming the same scatter PSF for all projections would clearly result in sub-optimal 

corrections. To obtain estimations of the scatter PSF of a real breast, a Monte Carlo 

program like the one described in this study, which assumes a homogeneous breast is 

appropriate given the small variation in PSF for breasts with different glandular fractions. 

In addition, the same simulated scatter PSF can be used for breast imaged with different 

x-ray spectra, given the very small variation found within mammographic energies. To 
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compute the scatter PSF using Monte Carlo simulations, a variance reduction scheme 

like the one included in this work may be used, allowing for an important reduction in 

computation time. 

If the scatter reduction technique being used involves an estimation of the SPR 

map as prior knowledge, it is important to compute the map with the presence of the 

breast support plate and detector cover plate included in the Monte Carlo simulation. As 

seen in the results, these contribute a very important amount of scatter close to the 

breast edge portion of the image, and in general increase the SPR throughout the whole 

breast. Using Boone et al’s equation for SPR at the center of mass for a semi-circular 

breast in planar mammography (Boone et al 2000b), the SPR for the CND=11.6 cm, 

T=2, 5 and 8 cm breast should be 0.24, 0.55, and 1.03, respectively. In our simulations, 

Coefficients MLO View CC View

a 1.324300E-03 2.088620E-03

b 9.337850E-01 8.955690E-01

c 1.169213E-01 9.800114E-02

d 9.455518E-02 1.116427E-01

e -3.004900E-04 -8.647030E-03

f -7.611100E-03 1.836750E-04

g 3.920070E-05 6.499170E-05

h -1.561400E-04 -6.258962E-02

i -9.134761E-02 -8.497300E-04

j -6.803400E-04 -1.188400E-04

k 1.499353E-03 -1.570300E-06

l -1.033000E-04

m -7.712700E-06

Table 5.3 Coefficients for the fit Equations (5.1) and (5.2) to compute scatter to primary 
ratios at the center of mass, for both the MLO and CC views. 
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the values found when no plates are present were 0.26, 0.57 and 0.91 for the same 

three conditions. With the plates present, these values increase to 0.34, 0.67 and 1.03. 

This comparison not only serves as validation for our simulations, but show that if the 

plates are not taken into account, the SPR estimation in an image may be 

underestimated by as much as 31%. 

By performing the same simulation for varying values of the four parameters 

relevant to the simulation, compressed breast thickness, breast size, glandular fraction, 

and x-ray spectrum, it was found that the SPR is, as expected, largely a function of 

thickness, and to a small extent, glandular fraction. The x-ray spectrum used, within 

mammographic energies, did not show any real variation in SPR. The breast size seems 

to affect SPR in very small breasts, when CND is past a certain threshold the SPR 

increase becomes very slow. This is expected due to the scatter PSF’s limited range. 

Given these variations, equations were fit to be able to compute the SPR at the center of 

mass for a breast of any thickness between 2 and 8 cm, glandular fraction between 0 

and 100 %, and for any tomosynthesis projection angle between ±30°. 

Although in a clinical image an imaged breast will present anatomical structure, 

and is therefore not homogeneous, the small variations found in the scatter PSF and in 

the SPR maps for homogeneous breasts of varying glandular fraction seem to suggest 

that Monte Carlo simulations are still useful for the development of scatter reduction 

algorithms for application in clinical images. 

Two other sources of resolution and contrast loss that are present in a clinical 

system but were ignored in this study are off-focus radiation and detector response. By 

excluding off-focus radiation from the simulation, the results presented are applicable 

independent of the x-ray tube used, and this effect can be added to the x-ray scatter 

effect described here. In addition, it has been shown that for the spectral energies 

analyzed in this study, the off-focus radiation-to-primary ratio varies approximately from 
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0.035 to 0.045 (Shen et al 2006), which is approximately 3 to 10% of the scatter to 

primary ratio found in this study, depending on the breast thickness. 

The non-ideal detector response was excluded due to the vast variety of 

parameters (x-ray, optical, or electron spatial spread, conversion media thickness, 

packing fraction, columnar structure, etc.) that would have to be encompassed to make 

a comprehensive analysis. These effects have been studied for various imager 

technologies and incidence angles (Que et al 1995; Vedantham et al 2000; Mainprize et 

al 2006), and can be combined with the effects described in this study for any specific 

system. 

In this study we assumed that the heel effect causes the same drop-off in 

intensity for x-rays of all energies. The validity of this assumption was checked by 

computing the first half value layer of the spectrum reaching the detector along the 

central ray (therefore exiting the anode straight down and entering the added filtration 

orthogonally) and of the spectrum reaching the detector at the farthest corner (therefore 

traveling through a longer path in the anode and the added filtration). The increase in 

HVL for the lowest energy spectrum used in this study (Mo/Mo 25 kVp) was found to be 

approximately 16%, while for the highest energy spectrum (Rh/Rh 31 kVp) was 

computed to be approximately 11%. Given the SPR’s very weak dependence on x-ray 

spectrum, it is estimated that this difference is negligible. 

Similar simulations for the study of scatter PSF and SPR, even with the presence 

of an anti-scatter grid, in the emerging field of dedicated cone beam breast computed 

tomography might prove useful, given the potential for introduction of artifacts in the 

reconstructed volume due to the inclusion of scatter in the projection images. 
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Conclusion 

X-ray scatter inclusion in the image is an important concern in all radiographic 

applications. In digital tomosynthesis of the breast, x-ray scatter is an especially 

important consideration due to the difficulty of the use of an anti-scatter grid. To reduce 

the deleterious effect of x-ray scatter in tomosynthesis either before or during 

reconstruction, the magnitude and variation of the x-ray scatter field present in the 

projection images must be well understood. In this study, insight has been obtained as to 

the behavior of x-ray scatter in a tomosynthesis projection with varying projection angle. 

By analyzing the scatter point spread function and the scatter to primary ratio map for 

different conditions, the importance of considering the projection angle when attempting 

to reduce the scatter content of an image was identified. In addition, this data will be 

used in later chapters both to simulate the acquisition of tomosynthesis projection 

images and to correct for scatter during reconstruction. 

The magnitude of the effect on the SPR due to the presence of the breast 

support plate and the detector cover plate was found to be higher than expected. This 

effect impacts not only tomosynthesis imaging, but planar mammography as well.  
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CHAPTER 6  

THEORETICAL MODELING OF TOMOSYNTHESIS IMAGING SYSTEM 

Introduction 

To understand the limitations imposed by the imaging system on the quality of 

the tomosynthesis reconstruction, the effect on performance due to different imaging 

conditions must be understood. This characterization involves the analysis of the signal 

and noise transfer characteristics of the imaging system, and their variation under 

different imaging conditions, introduced by the various possible imaging protocols used 

for the acquisition of the tomosynthesis projection set. Furthermore, the characterization 

of the signal and noise transfer characteristics of the imaging system is required for the 

successful simulation of the acquisition of tomosynthesis projections. Universally 

accepted metrics that describe these characteristics are the modulation transfer function 

(MTF(f)), the noise power spectrum (NPS(f)), and the detective quantum efficiency 

(DQE(f)). The MTF(f) describes the frequency-dependent signal transfer capabilities of 

an imaging system, and it is normally reported in the form of the presampling MTF(f); the 

MTF(f) before the discrete sampling of the signal by the detector pixels. The NPS(f) is 

the noise equivalent to the MTF(f), describing the square of the frequency characteristics 

of the noise present in an image. The DQE(f) combines the signal and noise transfer 

characteristics described by the other two metrics to represent the fidelity of an x-ray 

imaging system. 

In the past, mathematical modeling techniques based on the cascaded linear 

systems theory have been applied for the analysis of various x-ray imaging systems 

(Blume et al 1995; Spekowius et al 1995; Bissonnette et al 1997; Siewerdsen et al 1997; 

Zhao et al 1997; Siewerdsen 1998; Siewerdsen et al 1998; Ganguly et al 2003; 



83 
 

Vedantham et al 2004a; Suryanarayanan et al 2006). The theoretical derivation and 

application techniques of cascaded linear systems modeling have been described 

extensively (Metz et al 1979; Barrett et al 1981; Rabbani et al 1987; Rabbani et al 1989; 

Cunningham et al 1994; Cunningham 1998; Cunningham 2000; Cunningham et al 

2001). These techniques are used to predict the MTF(f), NPS(f), and DQE(f) of a 

system, therefore characterizing system performance under specified conditions. These 

predictions are used to find the set of conditions which achieves maximum possible 

performance during design of the system and the imaging protocol, and to verify that the 

system is performing as expected. 

In this study, cascaded linear systems modeling will be used to predict the 

variation in performance of the tomosynthesis imaging system with projection angle and 

with number of projections in the projection set. The first variation is caused by the 

angular dependence of the scintillator’s modulation transfer function (Mainprize et al 

2006). This angular dependence will also introduce a variation on the shape of the noise 

power spectrum, a factor that must be taken into account when performing projection 

acquisition simulations of a tomosynthesis system. The number of projections used in a 

tomosynthesis acquisition will impact the exposure available per projection to maintain a 

constant glandular dose to the imaged breast. Specifically, a projection set that involves 

a high number of projections will result in low signal levels per projection, affecting the 

inherent noise in each. This effect must also be taken into account when simulating 

tomosynthesis acquisition. With the use of serial cascaded modeling (Siewerdsen et al 

1997; Siewerdsen 1998; Siewerdsen et al 1998), the signal and noise characteristics 

with these varying conditions will be found, and will later be applied in the simulation of 

tomosynthesis acquisitions. 
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Methods 

Cascaded Linear Systems Theory 

The cascaded linear systems approach consists of the step-by-step tracking of 

the signal and noise transfer characteristics of every stage in the imaging chain, 

resulting in the prediction of a metric describing the system’s overall quality, in terms of 

the detective quantum efficiency. The imaging process is modeled as a series of stages, 

categorized into either amplifying or scattering stages (Rabbani et al 1987), each 

affecting the signal being acquired differently. Since the analysis is performed in the 

frequency domain, it imposes the assumption that the system is linear and shift invariant 

(Dainty et al 1974; Barrett et al 1981). Two variations of the cascaded linear systems 

analysis have been developed; the serial approach, developed by Siewerdsen 

(Siewerdsen et al 1997; Siewerdsen 1998; Siewerdsen et al 1998), applicable in imaging 

procedures where the x-ray energy levels remain below the k-absorption edge of iodine 

(33.2 keV), and the parallel approach, described by (Cunningham 1998; Yao et al 2001; 

Cunningham et al 2002), where the emission and re-absorption of the characteristic k- 

fluorescent x-rays in the scintillator are taken into account due to the presence of x-rays 

above the 33.2 keV threshold. In this study, the serial cascaded model was used since 

the results will be used to simulate projections acquired using x-ray spectra of energies 

under 33 kVp. 

In cascaded modeling, the whole image acquisition process can be modeled 

using a combination of three elementary processes (Cunningham 2000): 

i. Quantum amplification: Represents the conversion of the input quanta to a 

number of output quanta, governed by a random gain g  with mean g  and 

variance 2

g . This process can also be used to represent a binomial selection 

process. 



85 
 

ii. Deterministic blur: Models the convolution of the signal with a known point 

spread function psf(r), which can also be represented in the frequency 

domain by MTF(f). An example of this process is the discrete sampling of the 

light field by the imager’s pixels.  

iii. Quantum scatter: Involves the image blur by a non-deterministic process, for 

example the scatter of light photons in the scintillator. It is described in the 

spatial domain by the scatter function psf(r), or its frequency domain 

equivalent, MTF(f). 

To model an imaging system, a serial combination of these processes is put together in 

the appropriate order, where the output of one stage forms the input of the next. The 

input to a stage consists of two components, the signal and the noise characteristics of 

the quanta distribution, which consists of x-ray or light photons. The output of one stage 

consists of these same two components, but modified according to the transfer 

properties of the process.  

Modeling of a Breast Tomosynthesis Imaging System 

Using the three elementary processes described above, the stages involved in 

acquiring a tomosynthesis projection were modeled. Figure 6.1 depicts the acquisition 

stages involved and the characteristic parameters used to describe these stages. These 

parameters were used to derive the signal and noise transfer characteristics of a 

tomosynthesis system for 38 different projection sets, each with a different angular range 

and number of projections per set. The projections sets studied are listed in Table 6.1. 

To compute the exposure available per projection for each set, the glandular 

dose to the imaged breast for a complete tomosynthesis acquisition was limited to 2 

mGy. This upper limit and the angular range and number of projections in the set 

allowed for the computation of the exposure available per projection using the results of 
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X-ray fluence exiting from breast, 0q  

Quantum gain of scintillator 

(gain), 2g  

Quantum efficiency of 

scintillator (gain), 1g  

Scintillator MTF (scatter), 

 3T u,v  

Quantum efficiency of 

detector, (gain), 4g  

Pixel MTF, (blur),  5T u,v  

NPS aliasing,  u,vIII  

Additive electronic noise, addS  

Transmission through support 

and cover plate, ft  

Figure 6.1 Signal and noise transfer stages in serial cascaded linear systems modeling 
of a breast tomosynthesis imaging system and their characteristic parameters. 
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Table 6.1 Tomosynthesis projection sets used in the serial cascaded model 
analysis. The exposure levels specified are at the entrance of the breast. 

Angular Range 

(deg)

Number of 

Projections

Angular Step 

(deg)

Exposure per 

Projection (R) 

8 3 4 0.606

5 2 0.364

9 1 0.202

16 3 8 0.610

5 4 0.365

9 2 0.203

17 1 0.107

24 3 12 0.616

5 6 0.368

7 4 0.262

9 3 0.204

13 2 0.141

25 1 0.073

32 3 16 0.625

5 8 0.372

9 4 0.206

17 2 0.109

33 1 0.056

40 3 20 0.637

5 10 0.377

9 5 0.208

11 4 0.170

21 2 0.089

41 1 0.045

48 3 24 0.651

5 12 0.384

7 8 0.272

9 6 0.211

17 3 0.111

25 2 0.076

49 1 0.038

60 3 30 0.681

5 15 0.396

7 10 0.280

11 6 0.177

21 3 0.092

31 2 0.062

61 1 0.032
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Chapter 2 for RGD(α) and DgNo. These exposure levels, also specified in Table 6.1, 

were used as input to the serial cascaded model. The model developed was based on 

the derivation by Siewerdsen (Siewerdsen 1998) for a planar mammography system, 

and assumed the characteristics of the detector to be equivalent to that of a current 

clinical digital mammography system. Following the stages depicted in Figure 6.1 the 

model was derived as follows: 

Stage 0. Incident x-ray field: This stage describes the quantum image that is 

incident on the scintillating screen. This quantum image consists of a spatial distribution 

of x-ray photons of varying energy, according to the x-ray tube settings (target and filter 

materials, kVp, etc.) used and the thickness and composition of the various attenuating 

materials present between the x-ray source and the scintillator. The original x-ray signal 

was computed using the spectral simulations published by the Institute of Physics and 

Engineering in Medicine (Cranley et al 1997). For this study, the target and filter 

materials were set to Molybdenum, the target angle was set to 15º, the x-ray tube 

window was assumed as 0.8 mm thick Beryllium, and the filter thickness was set to 30 

µm (Tkaczyk et al 2001). The x-ray spectrum was further attenuated by the breast 

compression plate, which was specified as 2 mm of polymethyl-methacrylate (PMMA) 

and the compressed breast, which in this study was specified as 5 cm thick, and 

composed of a homogeneous mixture of 50% glandular and 50% adipose tissue by 

mass. The elemental composition of the glandular and adipose breast tissues was 

specified as that described by Hammerstein et al (Hammerstein et al 1979), for which 

the attenuation coefficients used were those reported by the NIST (Berger et al 2005). 

From the spectral data, the mean number of x-ray photons at each energy per unit 

exposure of the whole spectrum, 0q
X

 was computed, according to the definition of the 

Roentgen (Johns et al 1983). Using the specifications provided by the manufacturer, the 
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energy dependent transmission factor of the breast support plate and cover plate, 
ft , 

was found, resulting in the output signal of this stage, 
0 fq t  and the mean number of 

photons incident on the scintillator per unit exposure at the breast support plate, 0 fq t
X

. 

Since the noise characteristics of the incident x-ray field follow the Poisson distribution, 

the output noise of this stage is equal to its signal, 0 fq t . 

Stage 1. Interaction of x-ray photons with scintillator: This is a gain (or quantum 

amplification) stage which represents the stochastic process involved in whether an 

incident x-ray interacts with the scintillator or not. This binomial process yields a mean 

value of g1
 which represents the mean quantum efficiency (QE) of the scintillator. This 

value was found by first computing the energy dependent quantum efficiency and then 

integrating over the x-ray spectrum as described by Siewerdsen (Siewerdsen 1998). The 

scintillator attenuation coefficients used were those reported by NIST (Berger et al 2005) 

and the surface density of the scintillator was estimated from data from the manufacturer 

(Hamamatsu Corp., Bridgewater, NJ). 

Stage 2. Generation and emission of light photons: This gain stage is the result 

of the product of the generation of the light photons resulting from each interaction 

described in stage 1,  2ag E , and the fraction of these that escape the scintillator 

towards the detector,  2bg E . These were found using the equations derived by 

Siewerdsen (Siewerdsen et al 1997; Siewerdsen 1998; Siewerdsen et al 1998), 

assuming 55  light photons per keV of x-ray energy absorbed (Rowlands et al 2000) and 

a polynomial fit to the depth-dependent escape efficiency reported by Lubinsky 

(Lubinsky et al 2006). These two effects are combined as described by Siewerdsen 

(Siewerdsen 1998) into 
2g , the mean gain of the optical stage, and the noise 

contribution is characterized by the Poisson excess, 
2g . 



90 
 

Stage 3. Optical blurring in the scintillator: This stage incorporates the stochastic 

scattering inside the scintillator of the light photons generated in the previous stage. This 

stage, therefore, is treated as a quantum scatter stage. Physically, this process takes 

place coincidentally with the processes included in stage 2, but mathematically they are 

commutative, making the order of their application irrelevant. This photon spreading 

introduces the frequency and the projection angle dependence to the system. The 

angular dependence is caused by the positional variation of the light emission according 

to the depth in the scintillator where the x-ray was absorbed. This effect can be 

introduced as a product to that of the scintillator MTF(f), which is applicable for x-rays 

incident normal to the scintillator surface. Therefore the terms affecting the signal and 

noise in this stage are the characteristic scintillator MTF(f),  3 ,T u v , and the obliqueness 

MTF(f),  3 , ,oT u v  . The scintillator MTF(f) used was a fit to the result of the 

deconvolution of the empirical MTF(f) reported by (Suryanarayanan et al 2004) and the 

finite pixel size of the detector (Williams et al 1999; Vedantham et al 2004b). The 

obliqueness MTF(f) used was a surface fit to the data reported by (Mainprize et al 2006).  

Stage 4. Absorption of light photons by the detector: This is a gain stage which 

represents optical coupling efficiency of the scintillator to the photodiodes in the detector. 

This efficiency is a combination of four binomial selection processes, namely (i) the 

transmission of photons through the surfaces above the photodiode, (ii) the light 

reflected at each of these surface boundaries, (iii) absorption of the light photons and 

conversion to electron-hole pairs, and (iv) collection of the resultant charge. These 

processes, taken as a single gain stage, result in a mean gain value g4  for which the 

value used was 0.49 (Jee et al 2003), and a gain variance given by   g g g
4

2
4 4(1 ) . 

Stage 5. Sampling of light photons in photodiode: This stage involves the 

integration of the light photons in each pixel, which is a deterministic blur process, and 
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can be characterized by the frequency domain response of the pixel, which is a sinc 

function, denoted  5 ,T u v . To obtain this function, the product of the pixel pitch pixa  (100 

µm) (Vedantham et al 2000) and the square root of the fill factor pixf  (0.57) (Darambara 

et al 2002; Glick et al 2007) was used as the sinc function aperture size.  

Stage 6. NPS aliasing: Due to the discrete sampling nature of any imager, the 

noise properties undergo aliasing, which is taken into account in this stage. Since the 

presampling MTF(f) is normally used as the characteristic signal transfer property of a 

detector, this aliasing does not have to be incorporated into the signal equation. 

Therefore the signal equations remain unchanged. Since the NPS(f) aliasing is a 

consequence of the discrete sampling of the input, this process is characterized as a 

two-dimensional convolution of the input NPS with a rectangular array of delta functions 

with spacing apix (Siewerdsen et al 1997; Siewerdsen 1998; Siewerdsen et al 1998). This 

yields another array of delta functions in the frequency domain, this one with spacing 

us=vs=1/apix, which is denoted III(u,v). 

Stage 7. Additive electronic noise: The additive noise introduced by the 

electronics of the imager was added to the NPS by assuming white noise, with the 

magnitude estimated from manufacturer provided data (GE Healthcare, Waukesha, WI). 

This results in an additive noise term given by 
2

4
add

add
N N

S
u v


  where Nu  and Nv  are 

the Nyquist sampling limits along the two orthogonal directions (Vedantham et al 2004a). 

This cascade of stages results in the three formulas that describe the mean 

signal, frequency-dependent signal, and frequency-dependent NPS(f) of the projections 

obtained with the tomosynthesis system as: 

 2

3 2 1 0out pix pix fq a f t g g g q  (6.1) 

        2

5 3 3 4 2 1 0, , , , , ,out pix pix o fq u v a f T u v T u v T u v g g g q t   (6.2) 



92 
 

 

         

 

2

2 2 2 4 2

4 2 1 0 4 2 3 3 5

2

, , 1 , , , ,

* * ,
4

out f g o pix pix

add

N N

S u v g g g q t g g T u v T u v T u v a f

III u v
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  (6.3) 

The frequency and angular dependent output NPS(f),  , ,outS u v  , will be 

included in the simulation of the tomosynthesis projections for the optimization of the 

geometrical protocol, described in Chapter 7. 

The model described above was implemented in Interactive Data Language (IDL 

6.3, ITT Visual Information Solutions, Boulder, CO). Table 6.2 summarizes the values 

used for the parameters involved in the model. To test its accuracy, the predicted DQE(f) 

Parameter Value

X-ray tube target material Mo

X-ray tube filter material Mo

X-ray tube filter thickness 30 μm

kVp setting 26 kVp

Added filtration 0.8 mm Be

2 mm PMMA

Breast tissue 5 cm, 50% glandular

Mean support and cover plate transmission factor, t f 0.772

CsI:Tl thickness 100 μm

CsI:Tl suface density, ρ s 42.8 mg/cm
2

Light photons per keV 55

Coupling efficiency 0.49

Pixel pitch, a pix 100 μm

Fill factor, f pix 0.57

Additive noise, σ
2
add 112985

Table 6.2 Summary of the values used for the parameters involved in the serial 
cascaded model. 
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for a 0º full exposure projection was compared to the empirically determined DQE(f) of a 

clinical planar mammography system (Suryanarayanan et al 2004). 

Results 

Validation 

Figure 6.2 shows the result of the validation of the serial cascaded model by 

comparing an empirically obtained DQE(f) (Suryanarayanan et al 2004) against that 

predicted by the model. Excellent agreement can be seen. 

X-Ray Spectra 

 Figure 6.3 depicts the x-ray spectra used for the modeling of the tomosynthesis 

projections. The graph in Figure 6.3(a) shows the energy distribution of the x-ray field 

incident on the breast, normalized to 1 R exposure at that point. The curves in Figure 

6.3(b) show the x-ray spectra after the breast and after the support and cover plates. 

Both are normalized to 1R exposure after the breast. The preferential absorption of low 

energy x-rays by the breast is apparent, which also results in the much higher fluence 

needed to result in an exposure of 1 R. 
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Figure 6.3 Simulated x-ray spectra (a) incident on the breast, and, (b) exiting the breast 
and the breast support and cover plates. The reference exposure in (b) is the exposure 
on the breast support plate for both spectra. 
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Figure 6.2 Comparison between the empirical (symbols) DQE(f) (Suryanarayanan et al 
2004) and the predicted (line) DQE(f). 
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Modulation Transfer Function 

 Figure 6.4 shows the product of the scintillator MTF(f),  3 ,T u v , and the 

obliqueness MTF(f),  3 , ,oT u v  , for four projection angles. The fall-off at high 

frequencies in T3o with increasing projection angle introduces an important reduction in 

the signal transfer characteristics of the system. 

Noise Power Spectra 

The dependence of the noise power spectra with projection angle and with 

number of projections in the tomosynthesis projection set is shown in Figure 6.5. Graph 

(a) shows the variation in NPS(f) with varying number of projections per set, due to the 

decrease in exposure per projection. In graph (b) the variation in NPS(f) with projection 

angle for a given projection set (7 projection set) can be seen. 
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Figure 6.4 MTF(f) variation with projection angle. 
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Detective Quantum Efficiency 

The predicted variation in DQE(f) with number of projections in each projection 

set is shown in Figure 6.6(a). The expected rapid fall-off in system performance with 

decreasing exposure is observed. The DQE(f) variation with projection angle within the 

same projection set, shown in Figure 6.6(b), is seen to not be substantial. 

Discussion 

Over the angular range studied, the noise characteristics of the tomosynthesis 

system, in the form of the NPS(f), vary substantially with projection angle and with the 

number of projections in the tomosynthesis set. The differences found with projection 

angle are introduced by the changing scintillator MTF(f), since the same pattern of 

decreasing values in the high frequencies are observed. These changes in NPS(f) 

signify that a different NPS(f) must be used when performing simulations of 

tomosynthesis projections.  
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A much more substantial effect on the NPS(f) is introduced by the necessary 

decrease in exposure per projection with increasing number of projections. The 

progressive loss of frequency dependence in the NPS(f) with decreasing exposure 

suggests that the white additive electronic noise is becoming dominant in the system, 

while the influence of the scintillator MTF(f) is becoming secondary, since under typical 

conditions the shape of the NPS(f) should follow the shape of the square of the MTF(f). 

This suggests that in an optimized tomosynthesis system, which needs to be designed 

specifically to handle low exposure acquisitions, the electronic noise will be the limiting 

factor in its general performance, and therefore the incorporation of technology to lower 

the electronic noise becomes critical. 

The rapid drop in the DQE(f) with increasing number of projections is expected, 

given the assumption that the present clinical systems are operating at an exposure 

level just high enough to reach the quantum-limited state. Therefore, once the exposure 

is lowered under that used for planar mammography, the system’s performance drops 

rapidly. 
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Figure 6.6 Predicted DQE for (a) 0º projection for sets with varying number of 
projections, and, (b) for varying projection angles of the 7 projection set. 
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The MTF(f) and NPS(f) found in this chapter for the different angles in each of 

the 38 projection sets will be used to introduce realistic system-level limitations on the 

images simulated for the study described in the next chapter. 

Conclusion 

Based on published reports on the variation of scintillator MTF(f) and on the 

physical characteristics of a clinical planar mammography system, a mathematical 

model based on the serial cascaded modeling theory was developed to predict the 

performance of a digital tomosynthesis imaging system of the breast. This model was 

used to obtain angle and exposure dependent performance metrics, from which the 

necessity of minimizing the electronic noise present in a tomosynthesis system was 

found. In addition, the results of this study are needed to successfully perform 

simulations of projection acquisitions in digital tomosynthesis.  
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CHAPTER 7  

OPTIMIZATION OF TOMOSYNTHESIS ACQUISITION GEOMETRY 

Introduction 

The geometrical acquisition protocol of a tomosynthesis study is defined by 

setting two variables, namely, the angular range of the complete acquisition and the 

number of projections included in the projection set. Assuming that the geometry used is 

symmetric around the 0º projection, and that the angular step size is constant, the two 

mentioned variables completely describe the geometrical protocol. The use of various 

angular ranges and number of projections per set has been published (Niklason et al 

1997; Suryanarayanan et al 2000; Wu et al 2004b; Eberhard et al 2006; Chen et al 

2007), but a comprehensive study of the optimal angular range and number of 

projections in a tomosynthesis projection set has not been reported. It is expected that 

by maximizing the angular range and the number of projections included in a 

tomosynthesis projection set the quality of the reconstruction is also maximized. This, 

however, is limited by the need to minimize the glandular dose to the breast during the 

tomosynthesis acquisition. Consequently, a trade off is encountered in which by 

increasing the number of projections, the exposure per projection must be lowered. This 

decrease in exposure will result in an increase in the noise in the projection images, due 

to increased quantum noise, and, as found in the previous chapter, a decrease in the 

DQE of the system. 

In this chapter, using computer simulations, the effect that the angular range and 

the number of projections have in the tomosynthesis reconstruction quality is studied, 

and a geometrical protocol that maximizes the quality of the reconstruction is sought. 
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Methods 

To compare the quality of the tomosynthesis reconstruction given various 

projection sets, three computer-based processes were performed. In the first place, a 

three dimensional matrix representing a volumetric portion of breast tissue with 

simulated lesions was created. Second, projections of this volume were acquired 

simulating the characteristics and limitations of a real world tomosynthesis imaging 

system. In the last step, the volume was reconstructed using these projections and the 

quality of the reconstructions was analyzed using appropriate metrics to quantify both 

the in-plane visibility of the lesions as well as the resultant vertical resolution. 

Breast volume simulation 

It has been reported that in the constant breast thickness regions of planar 

mammograms, the projection image of the breast tissue follows an isotropic 2D power 

law spectrum of approximately 3
k

f
, where k is a constant and f is the spatial frequency 

(Burgess et al 2001). This can be extended to the third dimension (Gong et al 2006), 

resulting in an equation in the frequency domain that governs the three dimensional 

anatomical structure found in normal breast tissue. A cube with 5 cm sides and with 100 

µm voxels of breast tissue was simulated by filtering a white noise volume with the 

square root of the above function, and the result in the spatial domain was normalized to 

a minimum value of 0.0 and a maximum of 100.0. The values in each voxel of this cube 

were taken to represent percent glandular tissue fraction, such that a voxel with a value 

of 0.0 is composed of 100% adipose material, while a voxel with a value of 100.0 

represents 100% glandular material. As expected, the mean value of the volume was 

approximately 50, representing a mixture of 50% adipose and 50% glandular tissue. 
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Three types of lesions were introduced in the breast volume: masses 

represented by 3 mm radius spheres with constant 65% glandular fraction (a value of 

65.0), spiculations represented by cylinders of 0.5 mm radius, 5.0 mm length and 100% 

glandular fraction, and microcalcifications represented by a cube of 0.4 mm sides and 

attenuation equivalent to 30% apatite (Fandos-Morera et al 1988), resulting in a voxel 

value of approximately 2000.0. The masses and spiculations were included to measure 

in-plane soft tissue contrast in relatively large and small objects, respectively, while the 

microcalcifications were introduced as high contrast small objects to measure the 

vertical resolution of the reconstruction. Two copies of each lesion type were introduced 

in the volume to take into account the different cone angles involved according to the 

horizontal placement of the lesions, and to have two different samples of the visibility, 

given the randomness of the anatomic background. All the lesions were placed in the 

vertical center of the volume. Figure 7.1(a) shows the center slice of the volume, where 

the lesions can be clearly seen, while Figure 7.1(b) shows the resulting 0º projection of 

the 3D volume, where the reduced detectability of the soft tissue lesions is apparent. 

Figure 7.1 (a) Center slice of simulated 3D breast tissue. The simulated 
microcalcifications are marked with arrows. (b) Resulting 2D projection of the 3D 
volume. 

(a) Central slice of 3D volume (b) 2D projection of volume 
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Simulation of projection acquisition 

To simulate the acquisition of tomosynthesis projections of the breast tissue 

volume taking into account all the characteristics and limitations of a clinical 

tomosynthesis imaging system, the processes summarized in Figure 7.2 were 

performed. The details of these processes are as follows: 

Volume ray tracing: A ray tracing program based on the algorithm described by 

Siddon (Siddon 1985) was implemented in Interactive Data Language (IDL 6.3, ITT 

Visual Information Solutions, Boulder, CO). This implementation included the ability to 

specify the x-ray source to imager distance for the 0º projection, the distance from the 

imager to the center of rotation of the source, the number of projections and angle step 

to ray trace and the size and resolution of the volume and the projections. Since the 

Ray trace volume

Convert projection to set of 
monochromatic projections

Convert to digital units (DU)

Add scatter

Modify based on system 
resolution characteristics

Modify based on quantum 
and system noise

Figure 7.2 Summary of processes to simulate projection acquisition. 
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tracing of each ray is independent from all the others, the program was implemented as 

capable of parallel processing, to take advantage of multi-processor computers and 

computer clusters. For this study, a total of 61 projections were ray traced, covering an 

angular range of ±30º in steps of 1º. The detector size was set to 700 x 1600 pixels, with 

a resolution of 100 µm. The SID was set to 66 cm, and the DCOR to 0 cm. 

Conversion to monochromatic projections: Normally, to obtain a ray tracing that 

represents the acquisition of a projection with a spectral x-ray field two approaches can 

be taken. The voxel values of the ray traced volume can be set to represent either the 

average linear attenuation coefficient of the material in the voxel for the x-ray spectrum 

used, or the ray tracing can be performed once for each energy in the spectrum, with 

each voxel value representing the linear attenuation coefficient of the material in the 

voxel for that energy. Although the first option involves only one ray tracing, beam 

hardening, the preferential absorption of low energy x-rays is not accounted for with this 

method. Ray tracing once per energy and for each projection angle takes too much 

computation time. Therefore, the volume was ray traced with the voxel values 

representing percentage glandular fraction, and then the projections were converted to 

monochromatic projections, each representing an energy present in the x-ray spectrum. 

To perform this conversion, linear fits were performed for the glandular fraction to linear 

attenuation coefficients at each energy level, using the data for elemental attenuation 

coefficients from NIST (Berger et al 2005) and for the elemental composition of the 

glandular and adipose tissue from Hammerstein et al (Hammerstein et al 1979). This 

resulted in equations of the form:  

      vE g s E z E    (7.1) 

Where µ(E) is the energy dependent linear attenuation coefficient of a voxel containing 

material gv, and s(E) and z(E) are the linear fit coefficients. Given Equation (7.1), the 
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conversion of the projection performed using the volume representing glandular fraction 

to monochromatic projections can be performed using the following derivation: 
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 (7.2) 

This allows to ray trace the volume once per projection angle and, by storing the 

projection of the product of the voxel glandular fraction by the length traveled in each 

voxel and the projection of the total length traveled in the volume, and applying Equation 

(7.2), the projection of the product of the linear attenuation coefficient of each voxel by 

the length traveled in each voxel is obtained. The monochromatic projections for 5 to 26 

keV in 0.5 keV steps were determined in this manner. 

Conversion to digital units: To obtain simulated projections with the correct noise 

level, the result of the ray traces had to be scaled by the appropriate number of x-rays 

incident on the breast volume according to the number of projections in each set, and 

then convert the number of x-rays in each pixel to digital units (DU) in a clinical image. 

For this study, a total glandular dose to the imaged breast of 2 mGy resulting from the 

complete acquisition was set as the limiting factor. Using Equation (2.2) of Chapter 2 for 

Dg and the value for DgN0 found in Table 2.2 for a 5 cm thick breast in the CC view 

imaged with a Mo/Mo 26 kVp spectrum, the exposure per projection for each projection 

set was found. The projections sets used and the exposure incident on the breast 

volume found are listed in Table 6.1. The x-ray spectrum used for this study was the 

same one as that used in Chapter 6; Molybdenum target, 26 kVp, 30 µm Molybdenum 
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filter, 0.8 mm Beryllium window, and additional filtering by 2 mm of PMMA, representing 

the breast compression plate. The data used to obtain this spectrum were the x-ray 

spectra from Cranley et al (Cranley et al 1997) and the attenuation coefficients reported 

by NIST (Berger et al 2005). 

The total exposure available per projection was used to compute the number of 

x-rays incident on the breast at each energy level from 5 to 26 keV in 0.5 keV steps, 

N0(E). The number of x-rays at each energy that exited the breast and reached each 

pixel in the projection, N(x,y,E), were computed by multiplying N0(E) by the exponent of 

the negative of the corresponding monochromatic projection,  exp v v

v

E T
 
 
 
 . The 

total exposure arriving at each pixel was found by converting the number of photons at 

each energy level, N(x,y,E) to the exposure at each energy X(x,y,E) using the definition 

of the Roentgen (Johns et al 1983) and then summing the individual exposures to obtain 

a total exposure image, X(x,y). To convert this exposure image to an image in DU, the 

relationship between DU and exposure had to be found. This relationship was found 

empirically using a clinical digital mammography system (GE Senographe 2000D, GE 

Healthcare, Waukesha, WI) by measuring the exposure incident on the detector using a 

calibrated dosimeter with a mammography ionization chamber (Radcal Corp., Monrovia, 

CA) and recording the mean DU signal in the resulting image over an area close to the 

central ray. The variance of the same area was also recorded to be used later in the 

noise addition step. To obtain measurements appropriate for this study, the x-ray tube 

was set to Mo/Mo 26 kVp, a 5 cm slab of 50% glandular breast tissue equivalent was 

placed close to the exit port of the x-ray tube, and the tube collimation was closed to the 

smallest area that covered the entire ionization chamber to minimize the inclusion of 

scatter x-rays. The exposure to DU relation found for different mAs was fitted to a line 
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and applied to the exposure images to obtain primary (non-scatter) projection images in 

DU, I(x,y). 

Addition of x-ray scatter: Since the breast tissue volume projected in this study 

represents the central portion of a compressed breast, the x-ray scatter field present in 

each projection was estimated to be a smoothed version of the primary projection scaled 

by a constant scatter-to-primary ratio. Therefore, the x-ray scatter field was estimated by 

multiplying the primary image I(x,y) by the appropriate SPR for each projection angle 

and filtering the result with a smoothing filter with a kernel size of 21 x 21 pixels. The 

SPR to be applied was found using the surface fit for SPR at the center of mass found in 

Equation (5.2) of Chapter 5. The estimated scatter field was then added to the primary 

image. 

Application of system resolution characteristics: The resolution limitations of a 

digital tomosynthesis system were estimated to be equivalent to those of a clinical digital 

mammography system (GE Senographe 2000D, GE Healthcare, Waukesha, WI), 

combined with the drop off in high resolution response due to the incidence of x-rays at 

an angle in oblique projections. These are the same signal transfer characteristics as 

those used in Chapter 6. The product of the digital mammography system MTF 

(Suryanarayanan et al 2004) and the oblique incidence MTF (Mainprize et al 2006) was 

multiplied by the Fourier Transform of the projection images, using the appropriate 

oblique incidence MTF for the projection angle involved in each image.  

Introduction of noise: The magnitude of noise present in each projection is the 

limiting factor for not maximizing the number of projections in a tomosynthesis set. 

Therefore, the noise present in each projection must represent the appropriate 

magnitude of quantum and system noise given the exposure used to acquire it. To 

introduce noise in each projection the method described by Saunders et al (Saunders et 

al 2003) was followed. In the first step of this method a random white noise image is 
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multiplied in the frequency domain by the NPS of the system normalized to unity, 

resulting in a color noise image. The relationship between signal level and noise present 

in an image is then used to scale the color noise image in a pixel-by-pixel basis and the 

resulting noise is added to the noiseless image. To determine the relationship between 

signal and noise levels, the variance found for different exposure levels in the conversion 

to DU step was fitted against the mean signal. 

The final images obtained after these processing steps simulate the projections 

of a breast tissue volume acquired with a digital tomosynthesis system, taking into 

account realistic x-ray absorption, x-ray scatter, system resolution limitations, and 

quantum and system noise characteristics. 

Tomosynthesis reconstruction 

The reconstruction algorithm used to perform this study was based on the 

iterative maximum likelihood expectation maximization (MLEM) approach (Rockmore et 

al 1977; Shepp et al 1982; Levitan et al 1987; Hebert et al 1989; Browne et al 1992; 

Manglos et al 1995; Pan et al 1997; Wu 2002). This reconstruction method was chosen 

for its balance between control of noise amplification and good vertical resolution (Wu et 

al 2004a), its capability of constraining the solution with a priori knowledge (e.g. non-

negativity of voxel values), and the possibility of incorporating x-ray scatter correction in 

the reconstruction. MLEM reconstruction consists of an iterative approach in which the 

reconstructed volume maximizes the probability of resulting in the acquired projections, 

taking into account the Poisson statistics involved in x-ray imaging. This is achieved by 

performing an initial guess of the reconstructed volume, projecting this volume using the 

same geometry as that used for the acquired projections, and then adjusting the 

estimated volume by comparing the estimated projections with the acquired projections. 



108 
 

The maximization of the likelihood function dictates the adjustment of the estimated 

volume for the next iteration.  

The reconstruction program was implemented in Interactive Data Language (IDL 

6.3, ITT Visual Information Solutions, Boulder, CO) with multithreading capabilities to 

take advantage of multi-processor computers or computer clusters. The necessary 

inputs to the reconstruction algorithm are the acquired projections, the geometry used to 

acquire the projections (projection angles, x-ray source position and volume position with 

respect to the imager), the size and desired resolution of the reconstructed volume, the 

mean signal S, in DU, of the acquired projections where there is no attenuation present, 

and the number of iterations to run. Since this study involved ray tracing the same solid 

repeatedly for a fixed number of x-ray source locations, the ray tracing program based 

on Siddon’s algorithm (Siddon 1985) described above was modified so as to save the 

coordinates of the voxels that each ray travels through and the length traveled inside 

each to a database in a hard disk. The ray tracing performed in the MLEM reconstruction 

program was then designed to only have to access this database and perform the 

multiplication of the voxel values with the corresponding length traveled in each voxel. 

This allowed for an increase in the reconstruction speed of approximately a factor of five.  

In the first iteration, the reconstructed volume is estimated as a homogeneous 

solid of the appropriate size. This solid is then ray traced using the previously created 

database described above. The resulting ray trace R for projection angle α is denoted 

Rα(x,y). This image represents the array of sums of the products of the linear attenuation 

coefficients of each voxel with the length traveled in each voxel, specifically: 

  , v vp

v

R x y l   (7.3) 
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Where 
v  is the linear attenuation coefficient of the voxel v and lvp is the length travelled 

in voxel v by the ray that arrives at pixel p. To scale Rα(x,y) by the appropriate 

magnitude, the primary fluence incident on the volume is estimated by: 

 
1

S
P

SPR



 (7.4) 

Where S is the mean non-attenuated signal inputted by the user, and SPR is computed 

using the results from Chapter 5. The projections of the estimated volume are then 

computed using: 

       , , ,E x y P R x y SPR Sm P R x y       (7.5) 

Where  Sm  is the smoothing operator and P is the primary fluence found in Equation 

(7.4). Processing the ray tracing image Rα(x,y) with Equation (7.5) incorporates x-ray 

scatter correction into the reconstruction algorithm. This correction is especially 

important in tomosynthesis imaging of the breast due to the challenges involved in using 

a traditional anti-scatter grid. For clinical images where the whole breast is imaged and 

the SPR is not constant throughout the image, other methods of incorporating the x-ray 

scatter field in the projections can be used. These methods include convolving the 

primary projection with appropriate scatter PSF computed in Chapter 5. From the 

projections of the estimated volume found in Equation (7.5) the equivalent ray tracing is 

computed: 
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 (7.6) 

The images computed in Equations (7.5) and (7.6) are used to adjust the voxel 

values of the estimated solid according to the formula (Lange et al 1995; Wu 2002): 
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Where 
i

v  is the estimate of the attenuation coefficient of voxel v in iteration i, lvp is the 

length traveled by the ray p in the voxel v and Yp is the acquired projection. The solid 

with the adjusted linear attenuation values, 
1i

v


, is the input for the next iteration. If the 

number of iterations desired is reached, then this solid is the solution to the 

reconstruction. The number of iterations to perform on each projection set was set to 

four after testing a few projection sets by performing up to six iterations and finding that 

the noise present in the reconstruction started to increase in the fifth iteration.  

Reconstruction quality analysis 

To measure the quality of the in-plane feature reconstruction, the contrast-to-

noise ratio (CNR) was used as the metric, defined as: 

 S B

B B

CNR
 

 


  (7.8) 

Where µS is the mean of the region of interest (ROI) in the signal (either the mass or the 

spiculation, µB is the mean of the ROI in the background (an approximately constant 

area close to the signal ROI), and σB is the standard deviation of the ROI in the 

background, representing the noise in the image. The ROIs of the signals and the 

backgrounds were selected to be of the same size. 

To measure the quality of the vertical resolution of the reconstruction, the artifact 

vertical width (AVW), was defined. This metric measures the vertical resolution of the 

reconstruction by taking into account the amount of signal due to a feature present in the 

slices adjacent to the true position of that feature. To measure this for the simulated 

microcalcifications a ROI large enough to include the real signal and the artifacts present 

due to poor reconstruction was defined. The signal in the ROI of each slice was then 

averaged over the x direction, to obtain signal profiles in each slice. Then a 

morphological opening operation (Gonzalez et al 2002) was used to separate the signals 
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and artifacts of the microcalcifications present in the profiles from the background signal, 

and the result was subtracted from the original profile. This provided a profile for each 

slice consisting of only the signals and artifacts of the microcalcifications. The total area 

under the curve of each profile was then integrated, and the result was plotted against 

the vertical position. A linear combination of a quadratic and a Gaussian function was 

then fitted to each of these vertical profiles, from which the standard deviation of the 

Gaussian was used to obtain the full-width at half-maximum (FWHM) of the 

microcalcification signal, denoted the AVW. According to this definition, a low AVW 

represents better vertical resolution. 

To determine the projection set that resulted in the highest reconstruction quality, 

the CNR of the four soft tissue lesions and the AVW of the two microcalcifications of the 

best iteration for each projection set were averaged separately, and the results 

normalized. For the AVW, in which a lower value represents a better reconstruction, the 

normalization was performed by dividing the minimum AVW by each AVW. For the CNR, 

the normalization was performed by dividing its each CNR with the maximum CNR. The 

product of the normalized metrics, denoted the quality factor (QF) was used to determine 

the highest quality reconstruction. 

Results 

Glandular fraction to linear attenuation coefficients fit 

Figure 7.3 shows three of the linear fits computed for the conversion of the 

projections of the solid with voxels representing glandular fractions to monochromatic 

projections. The good fit of the linear functions over the whole range of the glandular 

fractions and a wide range of energies can be seen. 
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Relationship between image signal and exposure 

Figure 7.4 shows the empirically determined relationship between exposure on 

the detector and image signal. As expected, the detector response was found to be 

linear, and the resulting linear fit equation is included in the figure. This equation was 

used to convert the exposure images X(x,y) to the images in DU, I(x,y). 

Addition of noise to projection images 

Figure 7.5 shows the relationship found between image signal and image noise, 

given by the signal variance. This relationship, found empirically, was used to apply the 

appropriate magnitude of noise to the simulated projection images.  

The variation in magnitude of noise added to each projection with the number of 

projections in a projection set can be seen in Figure 7.6. The images in this figure are 

the 0º projections for sets with an angular range of ±30º.  

Figure 7.7 shows a sequence of the resulting images after each of the steps 

implemented for the realistic simulation of tomosynthesis projection acquisition. The  

Glandular Fraction (%)

0 20 40 60 80 100


 (

c
m

-1
)

0

1

2

3

4

5

6

10 keV

20 keV

30 keV

Figure 7.3 Sample of the linear fits computed for the conversion from glandular fraction 
to linear attenuation coefficients for various x-ray energies. 
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Figure 7.5 Empirically determined relationship between image signal and image noise. 

Figure 7.4 Empirically determined relationship between detector exposure and mean 
signal in the resulting image. The linear fit confirms the linearity of the imaging system.  
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image in Figure 7.7(a) shows the original 0º projection resulting from the ray tracing of 

the breast tissue volume. Figure 7.7(b) shows the result of adding scatter to the original 

projection image. The blurring and loss of contrast associated with the presence of x-ray 

scatter is apparent. Figure 7.7(c) shows the final image of the projection acquisition 

stage. This image includes the system and oblique incidence MTF and the noise 

characteristics of the imaging system. 

 

Figure 7.6 Difference in resultant noise levels according to the number of projections 
included in different projection sets. The increase in noise with increasing number of 
projections is apparent. 

(a) 3 projections (b) 31 projections (c) 61 projections 

Figure 7.7 Sequence of the results of the image modification stages. (a) Original 
projection outputted from the ray tracing program, (b) projection after addition of scatter, 
and (c) after addition of resolution and noise characteristics. A decrease in contrast and 
resolution and the introduction of noise can be seen. 

(a) Original (b) With scatter (c) Final 
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Tomosynthesis reconstruction 

The best reconstructions, in terms of the highest CNR and lowest AVW values, 

were found to be after one or two iterations, depending on the projection set. For each 

projection set the reconstruction used was the one that yielded the best metrics. 

Figure 7.8 shows the central slice of the reconstructions of the breast tissue 

volume resulting from six different projection sets with angular range ±30º after two 

iterations. The presence of the tissue superposition effect in the reconstructions of the 

sets consisting of 3 and 7 projections points to the lack of enough information in the 

projection sets for the reconstruction to be able to separate the vertical layers. This 

same limitation was found in all other reconstructions of the projection sets that included 

7 or less projections and the sets with 9 and 11 projections that covered the widest 

angular range. In addition, all the projection sets that covered an angular range of ±4º 

were also deemed unsuitable due to their lack of vertical resolution. This elimination by 

visual inspection left only 18 different projection sets to be analyzed quantitatively. The 

result of the low exposure necessary due to a high number of projections can be seen in 

Figure 7.8(f), where the noise present in the reconstruction is considerable. This points 

to the expected tradeoff between vertical resolution and noise presence with increasing 

number of projections. 

Quantitative tomosynthesis reconstruction analysis 

Figure 7.9 shows the result of the morphological opening implemented to 

separate the background from the microcalcification signal. Graph (a) shows the result 

12 slices away from the central slice, which contains the microcalcification. The correct 

separation from the larger central signal and the two artifact signals can be seen. Graph 

(b) displays the result for the central slice. The presence of only one higher peak is 

expected, and the correct separation of the background can again be seen. 
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Figure 7.8 Central slice of the reconstructed volume for six different projection sets, all 
with an angular range of ±30º. The presence of tissue superposition in (a) and (b) can be 
seen, while the increase in magnitude of noise in (e) and (f) is apparent. 

(a) 3 projections (b) 7 projections 

(e) 31 projections (f) 61 projections 

(d) 21 projections (c) 11 projections 
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Figure 7.9 Profiles of the microcalcification signal in (a) 12 slices away from the central 
slice, and (b) the central slice, showing the result of the morphological opening to 
separate the background from the signal. 

Figure 7.10 Vertical profile of the microcalcification signal for two different 
reconstructions. The better vertical resolution in the projection set with wider angular 
range is reflected in the narrower Gaussian fit, yielding a lower FWHM. 
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Figure 7.10 shows the Gaussian fit for two different reconstructions. The variation 

in vertical resolution with wider angular range is clear, yielding a lower AVW, which 

represents increased vertical resolution. 

Table 7.1 shows the results of the quantitative analysis performed in the 18 

reconstructions remaining after the qualitative elimination process, sorted by QF. The 

two reconstructions with the highest QF are shown in Figure 7.11. 

Discussion 

The visibility of all the inserted lesions except the bottom spiculation in Figure 

7.8(c)-(f) shows the effectiveness of tomosynthesis imaging, compared to the lack of 

visibility of the soft tissue lesions in the projection image shown in Figure 7.7(b). This is 

Table 7.1 Quantitative results of the acquisition geometry optimization study. 

Rank
Angular 

Range

Number of 

Projections
CNR AVW

Normalized 

CNR

Normalized 

AVW
Quality Factor

1 ±24 17 1.342 5.555 0.993 0.906 0.900

2 ±30 21 1.278 5.555 0.946 0.906 0.857

3 ±30 31 1.132 5.033 0.838 1.000 0.838

4 ±30 61 1.127 5.037 0.834 0.999 0.834

5 ±20 9 1.191 5.430 0.882 0.927 0.817

6 ±24 25 1.184 5.866 0.877 0.858 0.753

7 ±20 21 1.214 6.318 0.899 0.797 0.716

8 ±24 49 1.084 5.741 0.803 0.877 0.704

9 ±20 41 1.170 6.408 0.867 0.785 0.681

10 ±16 9 1.292 8.072 0.957 0.623 0.597

11 ±16 17 1.177 7.518 0.871 0.669 0.583

12 ±20 11 1.134 7.822 0.839 0.643 0.540

13 ±12 13 1.350 9.479 1.000 0.531 0.531

14 ±16 33 1.134 8.064 0.839 0.624 0.524

15 ±12 25 1.175 9.442 0.870 0.533 0.464

16 ±12 9 1.213 10.306 0.898 0.488 0.439

17 ±8 17 1.218 15.074 0.902 0.334 0.301

18 ±8 9 1.276 16.489 0.945 0.305 0.289
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especially true if the tomosynthesis reconstruction images are compared to Figure 

7.7(a), which include neither x-ray scatter nor system resolution and noise 

characteristics. 

Of the 38 projection sets studied, only 18 yielded reconstructions which 

presented enough vertical resolution to be analyzed quantitatively. This was expected 

due to the inclusion of extreme cases where very few projections were acquired per set 

or where the angular range covered was very narrow. Of these 18 projection sets, the 

expected trend of increased vertical resolution with increased angular range was 

observed. In terms of the number of projections per set, it appears that past a certain 

threshold in number of projections included in the set, the increase in vertical resolution 

diminishes. The in-plane visibility, measured in this study by the CNR, shows a clear 

inverse proportionality with the number of projections included in the set. This trend is 

expected given the necessity to decrease the exposure used per projection to maintain 

the dose to the breast constant. The effect of “diminishing returns” found in the vertical 

resolution, coupled with the clear trend of decreasing in-plane visibility with increasing 

(a) ±24º, 17 projections (b) ±30º, 21 projections 

Figure 7.11 Central slice of the two reconstructions with the highest QF. 
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number of projections leads to the conclusion that there is an optimum balance between 

number of projections and reconstruction quality. This balance seems to be achieved 

when the number of projections is approximately between 15 and 30, depending on the 

angular range, with the three best reconstructions found to be the ones that cover an 

angular range of ±24º and ±30º and have a projection angle step of 2º to 3º, yielding 17 

to 31 projections per set. It must be noted that the projection set that was found to result 

in the second highest QF is the one used in one of the prototype breast tomosynthesis 

imaging systems (Eberhard et al 2006). 

The use of the power law distribution for the modeling of breast tissue without 

any phase information limits the quality of the simulation of anatomic noise. This 

limitation, however, is minimized by the fact that the optimization is conducted by 

comparing the relative quality of the reconstructions using the same breast tissue for all 

the projection sets, and not by comparing the absolute quality against other models. 

Therefore, the need of generating accurate models of the normal breast tissue is 

somewhat relaxed. Other assumptions made in this study are the uniformity of the x-ray 

field incident on the breast, which ignores the heel effect, and the uniformity of the 

detector response within each projection, which disregards the variation in resolution 

due to the difference in incidence angle of the x-rays at different points in the detector. 

These effects were minimized by performing the study using a small breast volume, 

therefore using only a small area of the x-ray field and detector, minimizing the 

mentioned variations. 

Conclusion 

A simulation of a tomosynthesis imaging system with multi-threading capabilities 

was implemented. The simulation is capable of using different acquisition geometries 
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and incorporates the resolution and noise limitations present in a clinical mammography 

system, as described by the mathematical model derived in the previous chapter. In 

addition, the simulation accepts as input the glandular dose to be delivered to the 

imaged breast, which, using the results from Chapter 2, sets the exposure available per 

projection acquisition, resulting in the appropriate amount of noise being added to the 

images. Furthermore, the simulation computes the expected x-ray scatter present in the 

tomosynthesis projections from the results found in Chapter 5 is computed and 

incorporated to the simulated images. 

A reconstruction program based on a modified version of the MLEM 

reconstruction method was also implemented. The modification to the MLEM algorithm 

involved taking the presence of x-ray scatter in the projection images into account. This 

is especially important in tomosynthesis imaging, given the challenges involved in using 

a traditional anti-scatter grid. 

These two implementations, coupled with a methodology to analyze 

tomosynthesis reconstructions, were used to investigate the effect of angular range and 

number of projections on the quality of tomosynthesis reconstructions. As expected, it 

was found that a minimum number of projections and a minimum angular range must be 

used to successfully perform tomosynthesis imaging. In addition, it was found that 

beyond a certain threshold, an increase in the number of projections used per set does 

not increase the vertical resolution substantially and decreases the quality of the in-plane 

visibility, resulting in a decrease in the overall quality of the reconstruction. 
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CHAPTER 8  

CONCLUSIONS 

The objective of this work was to develop, implement and utilize a computational 

framework to study and address major pending issues in digital tomosynthesis imaging 

of the breast so as to accelerate its introduction into routine clinical use. To achieve this, 

advanced computer platforms were designed and implemented taking advantage of 

established theoretical methods like Monte Carlo simulations and serial cascaded 

modeling, among others. The issues studied with these tools included the radiation dose 

involved in tomosynthesis imaging, the presence of scattered x-rays in the projection 

images, the imaging system’s performance under tomosynthesis conditions, and the 

impact of acquisition geometry in image quality. 

From the dosimetric Monte Carlo simulations, it was found that it is possible to 

maintain exposure levels similar to those presently used in planar mammography for a 

complete tomosynthesis projection set without resulting in an increase in glandular dose 

to the breast. Furthermore, it was found that in some cases the same exposure level in 

tomosynthesis results in a lower glandular dose than that in planar mammography. The 

equations and coefficients found in this section can be used to obtain accurate estimates 

of the glandular dose during tomosynthesis imaging covering a wide range of conditions. 

More sophisticated geometrical simulations were used in conjunction with Monte 

Carlo methods to compute the dose to most of the radiosensitive organs in the body 

from all three breast imaging methods in clinical use or in the investigational stage. The 

results from these studies not only serve the purpose of computing the effective dose 

from breast imaging, but give epidemiologists and other scientists the tools necessary to 

perform advanced studies in the consequences of radiation dose and its effect on the 
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prevalence of different diseases. Of more direct consequence, concrete evidence was 

found on the relative safety of the use of radiographic breast imaging techniques in 

patients who present early pregnancies. 

Using a modified version of the Monte Carlo platform used for the breast 

dosimetry studies, a comprehensive understanding of the scattered x-ray behavior in 

tomosynthesis imaging conditions was obtained. The variation or lack thereof of the x-

ray scatter content in the projection images with projection angle, breast composition 

and size, and x-ray spectrum was characterized. The discovery of the importance of the 

presence of the breast support plate and detector cover plate in the content of x-ray 

scatter in the projection images is applicable to all forms of radiographic breast imaging, 

not only tomosynthesis. The scatter PSF and SPR map characterization, as well as the 

equations for SPR at the center of mass of the breast projection can be used to either 

correct for this effect in projection space or to incorporate this effect into the 

reconstruction algorithm. The latter option was used in this work, using the SPR at the 

center of mass information in the implementation of the iterative MLEM reconstruction 

algorithm used later. 

The dosimetry studies, in terms of glandular dose to the imaged breast, dose 

distribution in the other tissues, and resultant whole body dose characterize the limiting 

factors around which all other design decisions must be addressed. The resulting 

glandular dose from tomosynthesis projections imposes the exposure conditions that 

can be used during projection acquisition. These conditions, along with the imaging task, 

determine the detector specifications required. How these conditions affect the detector 

performance was studied using a mathematical model derived and implemented using a 

well established analytical methodology. The resultant signal and noise transfer 

characteristics of the modeled imaging system were also used to implement a simulation 

of a complete tomosynthesis imaging system which was used to study the effect that 
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acquisition geometry has on the final reconstruction quality. This study not only 

confirmed the benefit of a wider angular range for an enhanced vertical resolution, but 

also gave insight into the variation of the reconstruction quality with varying number of 

projections per set, pointing to the conditions necessary for the design of an acquisition 

geometry that maximizes reconstruction quality. 

The simulation of a complete tomosynthesis system, which includes all the 

relevant stages beginning with the creation of the simulated three dimensional volume to 

be imaged, may be used in the future for other studies, including the impact of improved 

detector technologies or image processing techniques. The ability to simulate all stages 

of a tomosynthesis imaging system allows for extensive developmental work to be 

performed without the limitation of having to minimize the number of parameters and 

parameter values to be studied, which is the case when the studies are performed using 

patients and physical systems. 
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APPENDIX A  

DESIGN OF MONTE CARLO PROGRAMS 

General Algorithm 

The Geant4 toolkit provides the libraries of functions necessary to define the 

geometrical description in the simulation, the properties of the particle generator, and the 

physical processes relevant to the conditions being simulated. Using these libraries, C++ 

programs were implemented to perform the simulations described in the previous 

chapters. Although the C++ programs were implemented to perform different 

simulations, they all follow the same general algorithm, diagramed in Figure A.1. The 

generator functions are used to simulate the emission of x-rays, which, following the 

appropriate physical models, travel through the defined geometry, interacting with both 

regular volumes and volumes that were defined to be active detectors. These detectors 

tally information according to their implemented properties, and integrate these 

Generator 

Tally Results 

Geometry 

Other 
Volumes 

Active 
Detectors 

Physics 

Figure A.1 Diagram of the basic flow of the Monte Carlo programs. 
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measurements over the length of the run, defined by the number of x-rays to be 

simulated. After the last x-ray has been tracked, the tallies are processed, yielding the 

final simulation results. 

Implementation Details 

Generator 

The Geant4 generator, denoted the primary generator, is capable of emitting 

many different types of particles with a wide variety of properties. In these 

implementations, the primary generator is used to emit x-rays of constant energy, which 

is varied with every run. The results from the different runs are combined to obtain 

spectral results, as described earlier. The primary generator requires the specification of 

the initial position of the emitted particle, and its initial momentum direction. The initial 

position of the x-rays was defined as the position of the x-ray focal spot, according to the 

source-to-imager distance, the projection angle, etc. The initial momentum direction was 

implemented as the result of two random number generations, one for the x direction 

and the other for the y direction, constrained in their magnitude so that the x-ray, if 

unencumbered, reached the top surface of the detector. The random number generators 

(RNG) used yield pseudo-random floating point numbers ranging from 0.0 to 1.0 

according to user-selectable distributions. For the simulations where the x-ray field was 

uniform over the detector, a RNG that follows a uniform probability distribution was used. 

Where the simulations included the effects of the heel effect, a RNG which allows for the 

description of the probability distribution was used. The variations in relative magnitude 

of the x-ray fluence over the detector due to the heel effect were used as input to 

describe the probability distribution function of the RNG. For the x-coordinate of the 

initial momentum direction the random number generated from 0.0 to 1.0 was scaled by 
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the size of the detector in this direction. For the y-coordinate, 0.5 was subtracted from 

the random number to yield a value from -0.5 to 0.5 and this number was scaled by the 

relative size of the detector. This relative size is defined as the width of the perpendicular 

projection of the detector presented to the x-ray source, given that the surface of the 

detector is not normal to the central ray when the projection angle is non-zero. This 

guarantees that the x-ray’s initial momentum direction will be towards the top surface of 

the detector. 

Physics 

The Geant4 toolkit includes a vast range of physics models, and it is the 

programmer’s responsibility to define the ones that are appropriate for each simulation. 

For all the simulations implemented in this work the physics models used were:  

 Photons: 

o Photoelectric effect (Low Energy Library) 

o Compton scattering (Low Energy Library) 

o Rayleigh scattering (Low Energy Library) 

 Electrons: 

o Bremsstrahlung (Low Energy Library) 

o Ionization (Low Energy Library) 

o Multiple Scattering (Standard Library) 

 Positrons: 

o Bremsstrahlung (Standard Library) 

o Ionization (Standard Library) 

o Multiple Scattering (Standard Library) 

o Annihilation (Standard Library) 
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The physics models of the Low Energy Library, although slower than the 

Standard Library, are specifically implemented for use in the energy ranges used in this 

work, and therefore were used when available. Although positrons were not relevant to 

these simulations, their inclusion was necessary due to a requirement of the Geant4 

implementation when electrons are defined. 

 The Auger electrons and fluorescent photons options of the photoelectric effect 

and the electron ionization models was activated, with a threshold energy for production 

of these secondaries of 5 keV. If the simulation required the production of one of these 

secondaries with energy below this threshold the particle was assumed to be absorbed 

locally and was not created. This setting allows for an important reduction in processing 

time avoiding the creation of particles with extremely short range, which can be 

approximated to be negligible. 

Geometry 

Although the geometries implemented in the different Monte Carlo simulations 

vary, the general algorithm behind the implementation is similar. All the volumes 

included in the simulation consisted of one or more geometrical shapes (boxes, spheres, 

ellipsoids, etc.) defined using the functions provided by Geant4 for geometry description. 

In the cases where more than one shape was needed to define a volume (e.g. the 

compressed breast in MLO or the gall bladder) these shapes were fused together using 

Geant4’s Boolean functions. 

In the description of the compressed breast, all the parameters needed to define 

the volumes representing the breast tissue, breast skin, and pectoralis muscle where 

defined using variables, whose value varied according to the inputted chest wall to 

nipple distance and breast thickness. In this way the breast could be defined using these 
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two parameters, and all the relevant volumes were re-defined automatically to conform 

to the new dimensions. 

This same algorithm was used for the organs of the human body implemented for 

the whole body dosimetry studies. All the dimensions of the volumes representing the 

various tissues were based on variables, which allow for the variation of the size of the 

organs according to the age of the phantom, as inputted by the user. Although in this 

work only the “15-AF” female phantom was used, the implementation allows for the use 

of anthropomorphic phantoms of six ages ranging from newborn to adult. 

The chemical composition of each volume defined in the simulation must be 

specified. In these simulations, the library of elements defined by the NIST that is 

provided in Geant4, which includes the naturally occurring relative abundance of the 

isotopes of each element, was used. To be able to define the breast tissue as composed 

of a homogeneous mixture of adipose and glandular tissue for any value of glandular 

fraction, the weight fractions of the different elements that compose adipose and 

glandular tissue were fitted to linear equations, and the resulting slopes and offsets were 

used to obtain the correct weight fraction of each element to represent the 

homogeneous mixture. 

The actual measurement of what is required of the Monte Carlo simulation is 

performed by defining any of the volumes present in the geometry as an active detector. 

Which of the volumes is defined as an active detector depends on what the simulation is 

measuring. For example, for the breast dosimetry studies, the breast tissue was defined 

as an active detector. For the x-ray scatter studies, the box volume representing the 

imager was defined as the active detector. For the whole body dosimetry studies, all the 

volumes representing tissues in the body were defined as separate active detectors. 

What the active detectors measure was custom defined, the libraries provided by 

Geant4 for this task were not used. During the simulation, when a particle interacts 
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inside a volume defined as an active detector, the function related to this detector is 

called. This function defines what is measured and where this information is stored. In 

the case of the breast dosimetry studies, the energy deposited by the interaction was 

multiplied by the G factor, as defined by Boone (Boone 1999), using fitted values for the 

mass-energy absorption coefficients for adipose and glandular tissues for the energy of 

the incident photon. If the energy deposition was due to an ionization event from an 

electron, the energy of the photon that produced that electron was used as input for the 

computation of the G factor. The result of this product was then added to the tally that 

persists throughout the simulation to produce the final total glandular dose. A similar 

algorithm was used for the volumes representing bones in the whole body dosimetry 

studies, although instead of the G factor, the deposited energy was multiplied by the 

appropriate coefficient given by the three-factor mass–energy absorption coefficient 

method, as described previously. For the other tissues where the radiation dose was 

sought, the energy deposited by each interaction was directly added to the tally that 

persisted throughout the simulation. 

In the Monte Carlo simulations that characterized the x-ray scatter present in the 

tomosynthesis projections, the simulated imager, which was the only volume defined as 

an active detector had to be implemented so as to discriminate between primary (non-

scattered) x-rays and scattered x-rays. Since Geant4 does not flag any particle as 

having undergone previous interactions, two tests were implemented in the detection 

algorithm to perform this discrimination. In the first place, the “ParentID” of the photon is 

tested to be zero, which means that the photon was emitted by the primary generator, 

and, if this test is passed, the momentum direction upon entering the imager volume is 

compared to the original momentum direction the photon had when emitted. If these 

momentum directions are equal, then the photon is determined to be a primary photon. 

The pixel to which to assign the energy of the incident photon is determined by dividing 
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the distance from the detector edges by the desired horizontal and vertical resolutions. 

In these simulations the tallied results consisted of two arrays, one representing the 

primary image, and one representing the scatter image. 

Results 

At the end of a simulation, the tallies containing the measured results are 

processed depending on the requirements of the simulation and the results saved to text 

files. For the dosimetry studies, the tallies consisting of the total energy deposited in 

each volume are divided by the corresponding volume mass to obtain the dose 

deposited in each volume. To obtain the normalized glandular dose values in the breast 

dosimetry studies, the computed doses are divided by the exposure at the reference 

point computed using the definition of the Roentgen, and the results saved to disk. For 

the x-ray scatter studies, the tallies representing the primary and scatter images are 

saved directly, with no further processing. 
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