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SUMMARY

Interference and jamming severely disrupt our ability to communicate by decreasing the

effective signal-to-noise ratio and by making parameter estimation difficult at the receiver.

The objective of this research work is to design robust wireless systems and algorithms to

suppress the adverse effects of non-intentional co-channel interference (CCI) or intentional

jamming. In particular, we develop chip-combining schemeswith timing, channel, and

noise-power estimation techniques, all of which mitigate CCI or jamming. We also exploit

the spatial diversity and iterative receiver techniques for this purpose.

Most of the existing timing estimation algorithms are robust against either large fre-

quency offsets or CCI, but not against both at the same time. Hence, we develop a new

frame boundary estimation method that is robust in the presence of severe co-channel in-

terference and large carrier-frequency offsets.

To solve the high peak-to-average-power ratio problem of a multicarrier code division

multiple access (MC-CDMA) system and enhance its robustness against fading and jam-

ming, we propose a constant-envelope MC-CDMA system employing cyclic delay diver-

sity (CDD) as transmit diversity. We analyze the diversity order, coding gain, and bit-error

rate (BER) upper bound for a quasi-static Rayleigh-flat-fading channel. We also propose a

blind, accurate, and computationally efficient signal-to-noise ratio (SNR) estimator for the

constant-envelope MC-CDMA-CDD system.

A robust anti-jam receiver must be able to suppress partial-band noise jamming and

pulse jamming. We propose a configurable receiver that estimates the frequency- or time-

domain jammer state information (JSI) and use it for chip combining in the corresponding

domain. A soft-JSI-based chip-combining technique is proposed that outperforms con-

ventional hard-JSI-based chip combining. We also derive a chip combiner that provides

sufficient statistics to the decoder.

xiii



Channel estimation is necessary for coherent signal detection and JSI estimation. Con-

versely, knowledge of the jamming signal power and JSI of different subcarriers can im-

prove the accuracy of the channel estimates. Hence, we propose joint iterative estimation

of the multiple-input multiple-output (MIMO) channel coefficients, jamming power, and

JSI for a coded MC-CDMA MIMO system operating under jamming and a time-varying

frequency-selective channel. Finally, we reduce the computational complexity of the JSI-

based anti-jam receivers by introducing an expectation-maximization (EM)-based joint

channel and noise-covariance estimator that does not need either the subcarrier JSI or the

individual powers of the AWGN and jamming signal.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Wireless communication is one of the fastest growing technologies in recent times that

has impacted our daily lives. The explosive demand to accommodate a higher number of

users, high data rates, and high mobility has spurred the introduction of new services, prod-

ucts, and standards like wideband code division multiple access (W-CDMA), evolution-

data optimized (EVDO), worldwide interoperability for microwave access (WiMax), and

high speed packet access (HSPA). To improve efficiency further, lower costs, make use of

new spectrum opportunities, and to make better integrationwith other open standards, the

development of several other standards are in progress now.These standards include long

term evolution (LTE) and ultra mobile broadband (UMB). Multipath-induced fading has

been the main technical issue that dominates wireless communication. The key technolo-

gies enabling the recent developments in wireless communication are orthogonal frequency

division multiplexing (OFDM) [1, 2] and multiple-input multiple-output (MIMO) wireless

communication [3].

Interference and jamming can severely disrupt the ability to communicate in a mili-

tary or commercial communication system. To accurately detect the intended signal, the

receiver must typically be able to characterize the jammingsignal or interference. The pres-

ence of jamming or interference also makes it difficult for the receiver to estimate many of

the unknown parameters necessary for signal detection.

Frame boundary or timing is one of the crucial parameters that has to be acquired be-

fore any communication begins. Timing estimation is performed in burst-mode cellular

data transmission during the initial cell search and in the idle and active modes. Because

most carrier-frequency and phase estimation methods [4, 5]are very sensitive to timing

errors, the receiver must perform the timing estimation before the carrier-frequency and
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phase estimation. Hence, during the timing estimation, carrier-frequency and phase offsets

between the transmitter and the receiver are unknown [6]. Moreover, the presence of CCI

in cellular frequency-reuse systems further impairs the timing estimation. If multiple an-

tennas are employed at the receiver, the additional spatialdegrees of freedom can be used

to mitigate the adverse effects of CCI during timing estimation and data detection. In any

case, a synchronization method that is robust to frequency and phase offsets and CCI is

highly desirable.

Multicarrier code division multiple access (MC-CDMA) [7, 8] combines OFDM and

code division multiple access (CDMA) and bears the hallmarks of both OFDM and CDMA.

Thus, MC-CDMA is robust against frequency-selective channels, jamming, and multiuser

interference (MUI) [9]. However, MC-CDMA is typically characterized by a high peak-to-

average-power ratio (PAPR). In [10], an MC-CDMA system thatuses quadratic spreading

sequences having a constant envelope (uplink only) in both the time and frequency domains

was introduced as a solution to this high PAPR problem. Thesesequences, also known

as poly-phase sequences proposed by Chu [11], have incidently been chosen as training

sequences in the IEEE 802.16 standard because of their excellent PAPR properties.

MIMO techniques can be combined with MC-CDMA systems to further increase the

robustness against fading and jamming or interference. Therandomness of wireless chan-

nels resulting from fading can be exploited to enhance performance through diversity,

where diversity is the method of conveying information through multiple independent

transmit/receive antennas. A crucial design rule for a MIMO system is full spatial di-

versity, that is, every transmit and receive antenna shouldcontribute its own diversity gain

to system performance. In receive diversity, the signals from multiple receive antennas

are combined, and performance gains, in terms of better linkbudget and tolerance to in-

terference or jamming, are obtained as a result of the independence of the fading paths

corresponding to the different receive antennas. Full receive diversity can be achieved with

maximal-ratio combining (MRC) [12].
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For full transmit diversity, special processing of the transmitting signal is essential,

which is known as space-time coding (STC). Signal processing at the receiver is required

to decode the superimposed signals coming from different transmit antennas. Delay di-

versity [13] is the simplest transmit diversity scheme [14]. Full diversity achieving, full

rate, space-time block code (STBC) was proposed by Alamouti[15] for two transmit an-

tennas. Later the concept was generalized to three and four transmit antennas [16], but

the corresponding STBCs do not attain full rate. Space-timetrellis codes (STTC) can also

provide full diversity. However, the decoding complexity increases exponentially with the

number of transmit antennas [17]. It is desirable that space-time codes be easily scalable

or configurable for an arbitrary number of transmit antennas. Therefore, the design of an

MC-CDMA system having a scalable full-diversity space-time code and low PAPR at the

same time is an interesting research topic.

Signal-to-noise ratio (SNR), defined as the ratio of the desired signal power to the noise

power, is widely used in wireless communication to describethe effect of noise on the

received signal. SNR estimation is essential at the receivers for various purposes; e.g., in

the calculation ofa posteriori probabilities, in chip combining, and in power control. The

sensitivity of a turbo decoder to mis-estimation of the SNR is investigated in [18], and a

scheme that estimates the unknown SNR from each code block with adequate accuracy is

presented. The SNR of different subcarriers can be used for calculating the chip-combining

weights to suppress the adverse effect of jamming or unintentional interference for an MC-

CDMA system. A modified maximal-ratio combining (MRC) scheme using the SNR of

different RAKE fingers is proposed in [19] for WCDMA systems.

SNR estimation has been studied by several researchers [20,21]. Data-aided signal-

space projection-based signal-to-interference-plus-noise ratio (SINR) estimators [22–24]

have been previously proposed for time division multiple access (TDMA) cellular sys-

tems and are well known for their excellent performance. However, these SNR estima-

tors require training sequences or data decisions. In our research, we are interested in a
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blind and computationally efficient, but accurate, SNR estimator for the constant-envelope

MC-CDMA system that uses cyclic delay diversity and operates under a time-varying

frequency-selective-fading channel.

Chip combining with appropriate weights at the despreader can mitigate jamming or in-

terference in an MC-CDMA system, where each symbol is typically spread in the frequency

domain. Maximal-ratio combining (MRC) [25, 26] has been used to combine different di-

versity branch signals with unequal Gaussian-noise power,where each combining weight is

inversely proportional to the noise power of the associateddiversity branch. There are two

common types of jamming threat: partial-band noise jamming(PBNJ) and pulse jamming

(PJ) [27]. To suppress PBNJ or PJ effectively, the system model must be configurable such

that the chips can be combined in either the frequency or timedomain, respectively. This

is because the discrete Fourier transform (DFT) in an MC-CDMA receiver converts any PJ

signal into a full-band jamming signal, which is difficult to suppress by a frequency-domain

(FD) chip combiner. On the other hand, any PBNJ signal is transformed into a continuous

PJ signal, which is difficult to suppress by a time-domain (TD) chip combiner. Hence,an

MC-CDMA receiver that is capable of combining the chips in both the frequency and time

domains is robust against different types of jamming.

For MC-CDMA anti-jam systems employing chip combining, jammer state information

(JSI), which indicates the presence of a jamming signal in a sub-band or time-domain chip,

is essential for determining the chip-combining weights [27, 28]. If the system employs

turbo or convolutional coding, JSI can be iteratively estimated and exploited to perform the

appropriate chip combining so as to enhance the input SINR tothe decoder [29]. Another

interesting idea is to apply the soft JSI (S-JSI) for chip combining.

Channel estimation is essential for achieving reliable information transmission in all

modern wireless communication systems. Channel estimatesare used for coherent signal

detection, combining different receive antenna signals, and frequency-domain equalization
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in multicarrier systems. The problem of channel estimationfor MC-CDMA systems has re-

ceived great attention in the last few years, and several solutions already exist [30–37]. The

presence of jamming signals makes channel estimation difficult. In [38], Da silva and Mil-

stein analyze the performance of ultra-wideband (UWB) systems under channel-estimation

error and narrowband interference. They have shown that theeffect of narrowband inter-

ference is exacerbated by channel-estimation errors. In ananti-jam receiver, channel es-

timation is also necessary for noise power and JSI estimation. Conversely, knowledge of

the jamming-signal power and JSI can improve the accuracy ofthe channel estimation.

For systems using multiple transmit antennas, any receivedsignal is the superposition of

the signals from multiple transmit antennas, which makes channel estimation even more

challenging [39]. Therefore, for a coded MC-CDMA system employing transmit diver-

sity, joint iterative estimation of MIMO time-varying fading-channel coefficients, jamming

signal power, and JSI with soft chip combining is an important research matter.

Although the JSI-assisted channel-estimation and chip-combining techniques efficiently

suppress the jamming signals, they require knowledge of theindividual additive white

Gaussian noise (AWGN) and jamming-signal variances in addition to the JSI. However, es-

timation of the JSI increases computational complexity of the receiver. Besides, the AWGN

and jamming signal are perceived as a single-compound entity, and obtaining an accurate

estimate of the AWGN variance in the presence of a jamming signal, or vice versa, is diffi-

cult. Hence, it is desirable to design an anti-jam receiver that does not require knowledge

of the JSI and individual variances of AWGN and the jamming signal on each subcarrier.

1.2 Contributions

The key contributions of this dissertation are

• A new timing estimator is derived that is robust in the presence of severe co-channel

interference and different carrier-frequency offsets [40]. The estimation metric is
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obtained by considering double correlation in the elementsof the spatio-temporal

cross-correlation between the signals from multiple receive antennas and a known

training sequence.

• A constant-envelope multicarrier code division multiple access (MC-CDMA) sys-

tem employing highly configurable cyclic delay diversity (CDD) is introduced. The

space-time coding aspects and bit-error rate (BER) of the MC-CDMA-CDD system

are analyzed for quasi-static Rayleigh-flat-fading channel [41].

• A blind signal-projection (SP)-based SNR estimator is derived for the constant-envelope

MC-CDMA-CDD system that operates under time-varying frequency-selective-fading

channel. Because the orthogonal spreading sequences form the basis of the signal

space, training sequences or data decisions are not needed,and orthonormalization

is not required. Thus, the proposed SNR estimator is computationally efficient, and

very accurate estimates are achieved without sacrificing power and bandwidth [42].

• Anti-jam receivers that iteratively estimate the JSI and use them for chip combining

in the frequency and time domains to suppress partial-band noise jamming (PBNJ)

and pulse jamming (PJ), respectively, are designed for a turbo-coded constant-envelope

MC-CDMA-CDD system [43]. The proposed soft-JSI (S-JSI)-based chip-combining

technique outperforms the conventional hard-JSI (H-JSI)-based chip combining by

at least 1.75 dB at BER of 10−4 under both types of jamming. It is also shown that

without pilot-assisteda priori JSI and with perfect channel estimates, iterative de-

spreading (includes JSI estimation and chip combining), demapping, and decoding

(IDDD) has almost similar performance as one-shot despreading followed by itera-

tive demapping and decoding (IDD).

• Anti-jam receivers are introduced where the MIMO channel coefficients, jamming

power, and JSI are jointly estimated to suppress the adverseeffects of PBNJ [44,45].

For PBNJ, weighted least square error (LSE) and linear minimum mean square error
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(MMSE) channel estimators (CE) are derived. The constraints on the cyclic delays

are also identified. The JSI for the pilot symbols is estimated to assist estimation

of the time-varying frequency-selective channel coefficients by updating the noise

covariance matrix. An optimum (sufficient statistics) chip combiner is derived that

guarantees no loss of information in the soft output generated by the demapper. The

optimum chip-combining weights for the data symbols require the JSI; hence, the

JSI for the data symbols is iteratively estimated using the decoder output. The pro-

posed iterative despreading, demapping, and decoding (IDDD) receiver with soft-JSI

(S-JSI)-assisted channel estimation and chip combining enhances the receiver’s ro-

bustness against PBNJ.

• An expectation-maximization (EM) joint channel and covariance estimator is derived

for the generic MC-CDMA system operating under PBNJ [46, 47]. In the proposed

receiver, the channel estimator or the chip combiner requires only the AWGN-plus-

PBNJ power of each subcarrier to suppress jamming. Therefore, a significant com-

plexity reduction is achieved because the receiver does notneed to estimate the JSI

and individual variances of the AWGN and PBNJ on each subcarrier for channel esti-

mation and chip combining [44]. Simulation results show that the sufficient-statistic

chip combiner always offers a smaller BER than the minimum mean square error

(MMSE) chip combiner provided that reliable estimates of the channel and AWGN-

plus-PBNJ-covariance are available.

1.3 Thesis Outline

The thesis is organized as follows. Chapter 2 provides a review of the related topics in-

cluding wireless channels, CCI, jamming, space-time coding, multicarrier modulation, and

parameter estimation. Chapter 3 presents the new frame boundary estimation technique.

The constant-envelope MC-CDMA system employing CDD is introduced in Chapter 4,

and its space-time coding aspects and bit-error rate (BER) are analyzed. Chapter 5 presents
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the blind signal-projection (SP)-based SNR estimator. TheIDDD-anti-jam receivers with

iterative JSI estimation and soft chip combining in the frequency-domain and time-domain

to suppress PBNJ and PJ, respectively, are discussed in Chapter 6. The next two chapters

present joint channel and jamming-parameter estimation techniques proposed for anti-jam

MC-CDMA systems. Chapter 7 presents the joint channel-coefficients, JSI, and jamming-

power estimation techniques with iterative soft chip combining for the constant-envelope

MC-CDMA-CDD system. The sufficient-statistic-based optimum chip combiner is also

derived in this chapter. The expectation-maximization joint channel and noise-covariance

estimator that does not require the JSI estimates and individual AWGN and PBNJ power

estimates is presented in Chapter 8 for a generic MC-CDMA anti-jam system. Finally,

Chapter 9 concludes the dissertation with future research interests.
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CHAPTER 2

BACKGROUND

Wireless communication presents numerous challenges for designers that arise as a result

of the demanding nature of the physical medium and the complexities of the dynamics of

the underlying network. The main technical issues dominating wireless communication are

fading of wireless channels, multiuser interference, co-channel interference, and jamming.

Technologies like OFDM and MIMO have brought breakthroughsin wireless communica-

tion. To detect the transmitted signal in an efficient manner, the receiver must characterize

the jamming or interference and estimate the parameters necessary for signal detection

in the presence of interference and/or jamming. These parameters include timing/frame

boundary, channel coefficients, SNR, and JSI.

2.1 Wireless Channels

Wireless channels place fundamental limitations on the performance of wireless communi-

cation systems because they introduce several forms of distortion to the transmitted signal.

Fading is the random fluctuations in the channel gain and phase that arise as a result of the

reflection, diffraction, and scattering of transmitted signals by intervening objects between

the transmitter and receiver [12, 48]. Different wireless channel modeling techniques [49]

are usually applied for different scenarios to simplify the design of communication systems.

2.1.1 Flat-Fading Channels

The simplest fading-channel model is the flat-fading channel. If xn andyn are the transmit-

ted and received signal at discrete timen, then flat fading can be represented by a single-tap

channel as

yn = hn xn + wn , (1)
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wherehn is the complex channel coefficient, andwn is the additive white Gaussian noise

(AWGN). The fading gain usually has Rayleigh, Ricean, or Nakagami distributions to

model isotropic scattering or line-of-sight (LOS) propagation [48].

2.1.2 Frequency-Selective-Fading Channels

In this case, the signal bandwidth is larger than the coherence bandwidth of the fading chan-

nel, i.e., the channel excess delay is longer than the symbolinterval causing intersymbol

interference (ISI) at the receive antennas. Frequency-selective-fading channels are usually

modeled as a delay-tapped filter as

yn = hn ∗ xn + wn , (2)

wherehn is the discrete time channel coefficients and∗ denotes convolution operation. The

fading gain of each channel taphn may be a Rayleigh or Ricean distribute random variable.

The taps,hn may be independent or correlated. The sum of sinusoids method is widely

used to generate multiple independent fading coefficients for frequency-selective-fading

channels [50,51].

2.1.3 Time-Varying Channels

If the channel coefficient changes over time, the channel is known as a time-varying chan-

nel. Whenhn is constant over a period of time or block, i.e.,hn = h, the channel is called

a quasi-static or block-faded channel. The rate at which thechannel tap changes depends

on the relative velocity between the transmitter and receiver. This rate is known as Doppler

rate or frequency and is defined as

fd =
v fc

c
, (3)

wherev is the relative velocity,fc is the carrier frequency, andc = 3× 108 m/s is the light

speed. The channel taps,hn at differentn, are correlated, where the correlation depends

on the Doppler rate and the distance in time. To make the channel taps at differentn
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Figure 1. Co-channel interference in a frequency-reuse system.

statistically independent, interleavers are widely used.Both frequency-selective and flat-

fading channels can be time varying or static over a block.

2.2 Co-Channel Interference (CCI)

Co-channel interference (CCI) is the crosstalk between twodifferent transmitters sharing

the same frequency channel. In wireless communication, spectrum is a very scarce re-

source. The explosive growth of wireless services in recentyears illustrates the huge and

growing demand for the spectrum, the reuse of which in cellular networks causes CCI.

The aim of frequency reuse is to increase spectrum efficiency. Therefore, characterization

of CCI, performance analysis [52–54], and estimation of thereceiver parameters [55] on

fading channels in the presence of CCI are of considerable interest.

Because system capacity is often limited by co-channel interference, receiver algo-

rithms for cancelling CCI have recently attracted much interest. A low-complexity single-

antenna interference-cancellation algorithm is introduced in [56]. Co-channel interference

may be controlled by various radio resource management schemes. Cognitive radio tech-

nology allows spectrum reuse in various dimensions, including space, frequency, and time,
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Figure 2. Partial-band noise jamming (PBNJ) and pulse jamming (PJ).

so as to obliterate the spectrum and bandwidth limitations.However, cognitive radio sys-

tems need to sense the environment and then alter transmission power, occupied frequency,

modulation, and other parameters to dynamically reuse the available spectrum.

Nonuniform CCI may be generated by other systems operating in the same frequency

band. For example, in hybrid in-band on-channel (HIBOC) DABsystems, analog and digi-

tal signals are transmitted simultaneously within the samelicense band [57–59]. Therefore,

these systems require a solution to combine the received signals on different subcarriers so

that the interference can be suppressed.

2.3 Jamming

Jamming is usually a deliberate transmission of radio signals that disrupts wireless com-

munication by decreasing the effective SNR. A variety of jamming waveforms have been

suggested in the literature, including partial-band noisejamming (PBNJ) and pulse jam-

ming (PJ) [27]. A partial-band noise jammer is one that jams acontiguous or noncontigu-

ous fraction of the signal bandwidth. On the other hand, a pulse jammer, or partial-time

jammer, intermittently jams the whole transmission bandwidth [12, 60]. When the entire
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signal bandwidth is continuously jammed, we refer to this type of jamming as full-band

noise jamming (FBNJ). The jamming signal is usually modeledas a Gaussian distributed

noise to a channel [60] as

yn = xn + jn + wn , (4)

wherexn andyn are the transmitted and received signals, respectively, and jn andwn are the

jamming noise and AWGN, respectively, during discrete timeor frequencyn. Techniques

used to mitigate the adverse effects of jamming are known as anti-jam techniques. Jammer

state information (JSI) is a parameter that indicates the presence of a jamming signal in a

subchannel (subcarrier or chip duration). When the jammer state is available at the receiver,

the worst jammer is forced to continuously jam the entire bandwidth [10].

It is well known that effective anti-jamming performance can be achieved despite these

threats by using either direct sequence spread spectrum (DS/SS) or frequency hopping

spread spectrum (FH/SS) along with channel coding and interleaving techniques.Most

previous work on hostile jamming focuses on FHSS systems [61,62]. In an FHSS system,

the most effective jamming strategy for many channels [63] is for the jammer to concentrate

its power in some portions of the system’s total spectrum, which is the same as PBNJ. After

dehopping, the partial-band interference appears as PJ at the input to the decoder.

Typically, error-control coding is used both to provide coding gain against the jamming

and to aid in the JSI estimation (discrimination between jammed and unjammed symbols

or chips). The use of error-control coding with jamming detection has been considered for

FHSS systems in [64–66]. In most of these works, the receiveris assumed either to use non-

coherent detection and hard-decision decoding [61,62,66]or to have perfect knowledge of

the amplitude and phase of the arriving signal [64, 67]. The latter assumption requires

that the receiver have some sufficiently accurate method to acquire at least the phase of

the received signal if coherent detection and soft-decision decoding are used. In [65], the

authors propose the use of pilot symbols to aid in this phase acquisition in the presence of

jamming. In [66], they further consider a fading-channel scenario in an FHSS system, in
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which the fading-channel coefficient is estimated in each dwell interval. In both papers,

the detection and estimation problems are simplified by the assumption that the jamming

is constant over each dwell interval.

In [28], a constant-envelope multicarrier frequency-diversity spread spectrum (MC-SS)

is proposed to combat PJ and PBNJ. When subjected to PJ, the proposed MC-SS system can

obtain JSI by processing the received signal in the time domain. Likewise, by processing

the received signal in the frequency domain, JSI can be obtained in the presence of PBNJ.

The performance of the system is analyzed for both types of jamming. For the proposed

MC-SS system with JSI estimation, the worst case partial-band jammer is the full-band

jammer and the worst pulse jammer is the continuous jammer. In either case, the worst

case jammer is forced to distribute its jamming power continuously in time over the entire

signal bandwidth [10]. A simple JSI-estimation scheme for both partial-band and pulse

jamming is also proposed.

2.4 Multicarrier Modulation
2.4.1 OFDM

OFDM is very a popular multicarrier modulation scheme suitable for block transmission

systems. In OFDM [1, 2], each block of symbols is modulated with an inverse discrete

Fourier transform (I-DFT) and transmitted on a set of subcarriers to form parallel over-

lapping but orthogonal subchannels. This is equivalent to saying that the symbol block is

precoded by an IDFT matrix. When a cyclic prefix longer than the channel delay spread

is used, a simple representation for the receiving symbol inthe frequency domain can be

obtained through circular convolution. Thus, in the frequency domain, OFDM converts

a time-dispersive frequency-selective channel into a set of flat-fading channels, which are

easy to equalize. In addition, OFDM allows adaptive bit loading, which can utilize the

channel in an efficient manner.

The combination of forward-error correction (FEC) and OFDMintroduces further ro-

bustness against frequency-selective fading. In a coded OFDM system, if the number of
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subchannels with high attenuation is less than the number ofbits the decoder can cor-

rect, the system is robust against frequency selectivity even without knowing which are

the most attenuated subchannels. As the name implies, the orthogonality of OFDM is key

to separating the symbols on different subcarriers. Therefore, OFDM is very sensitive to

synchronization errors.

Because of its ease of implementation and robustness against frequency-selective fad-

ing, OFDM has been chosen for most high-speed wireless communication systems. The

success of OFDM in wireless communication has been justifiedby wireless local area net-

works (WLAN), digital audio broadcasting (DAB) [87], digital video broadcasting (DVB)

[88], and wireless metropolitan area networks (MAN). OFDM has also been chosen for

most of the fourth-generation high-data-rate cellular systems.

2.4.2 MC-CDMA

Code division multiple access (CDMA) is the core wireless access technology for third-

generation wireless systems. The performance of CDMA is limited by channel dispersion

causing intersymbol interference (ISI), and complex detection algorithms are required to

remove ISI. The combination of OFDM and CDMA (also known as spread spectrum tech-

niques) has drawn a lot of attention because of its simple receiver implementation, robust-

ness to channel dispersion, and ability to accommodate a higher number of users compared

to CDMA alone. Several multicarrier (MC) spread spectrum techniques have been pro-

posed that include MC-CDMA, MC direct-sequence CDMA, and multitone CDMA [8].

In an MC-CDMA system, one or more symbols are spread in the frequency domain

using a spreading sequence, i.e., the spread chips are transmitted over all or a subset of

the subcarriers. Multiuser access is possible through orthogonal spreading codes. For

frequency-selective channels, MC-CDMA can use a cyclic guard interval to remove ISI
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similar to OFDM. In [68, 69], it is shown that MC-CDMA systemsoutperform a con-

ventional direct sequence spread spectrum (DS/SS) system in partial-band jamming. De-

spite having all these benefits, the MC-CDMA systems suffer from a high peak-to-average-

power ratio (PAPR). The complex envelope of an MC-CDMA signal is not constant, even

with BPSK or QPSK signaling. This property is due to the IDFT applied at the transmitter

and causes distortion when the signal is passed through a high-efficiency nonlinear power

amplifier. In [28], an MC-CDMA system that uses quadratic spreading sequences [11]

having a constant envelope in both the time and frequency domains was introduced as a

solution to this high PAPR problem.

2.5 Space-Time Coding

MIMO technology, which uses multiple transmit and multiplereceive antennas, consti-

tutes a breakthrough in the field of wireless communication.Several key ideas devel-

oped in the mid-1990s prompted a tremendous amount of research and development in

this field. Multipath scattering is commonly known for causing impairments to wireless

signals. However, it also provides an opportunity to improve channel capacity and commu-

nication reliability. MIMO wireless communication can exploit the rich scattering channel

to either increase the data rate by spatial multiplexing or improve the reliability through

increased spatial diversity. In MIMO systems, interference may also be mitigated by ex-

ploiting the spatial dimensions to increase separation between users, which improves the

signal-to-interference-plus-noise ratio (SINR) [70].

In MIMO wireless communication, space-time coding (STC) isa method of improving

the reliability of data transmission by using multiple transmit antennas as opposed to in-

creasing the data rate by spatial multiplexing. In STC, by using special signal processing,

spatial and temporal correlation is introduced into the signals transmitted from different

antennas without increasing the total power. It is assumed that the redundant copies of a

data signal are conveyed through multiple independent instantiations of the random fades.
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The idea is to exploit the randomness of fading to enhance performance through diversity.

The goal of STC is to achieve full transmit diversity and goodSTC gain without requiring

multiple receive antennas. The receiver needs signal processing to decode the space-time

codes.

There have been extensive works on the design of STC. The mainSTC schemes are

described in the following sections.

2.5.1 Delay Diversity (DD)

Delay diversity is the simplest and earliest form of spatialtransmit diversity proposed by

[13, 71]. In delay diversity, a signal is transmitted from one antenna and then delayed one

or multiple time slots before transmitting from another antenna. In [14], Winters showed

that delay diversity usingM transmit antennas provides a diversity gain within 0.1 dB of

that withM receive antennas for any number of antennas.

2.5.2 Space-Time Block Code (STBC)

The first STBC was proposed by Alamouti [15]. The goal was to replace the receive di-

versity with transmit diversity without performance degradation. Alamouti code transmits

two symbols at different times with two transmit antennas and achieves full rate in addition

to achieving full diversity. The STBCs as originally introduced, and as usually studied, are

orthogonal; i.e., the vectors representing any pair of columns taken from the coding matrix

are orthogonal. This code design results in simple, linear,and optimal decoding at the re-

ceiver. The same concept was generalized to three and four transmit antennas [16], but the

corresponding STBCs do not attain full rate.

2.5.3 Space-Time Trellis Code (STTC)

A space-time trellis code (STTC) encoder maps the information bits into symbols simul-

taneously transmitted from multiple transmit antennas. Delay diversity is a special form

of STTC. The STTC design criteria are based on minimizing thecodeword pairwise-error
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probability (PEP), which involves two criteria; the first one is the full spatial diversity cri-

terion, and the second one is the coding gain criterion. The STTCs can also provide full

diversity. STTC design criteria for single-carrier transmission over frequency-selective-

fading channels are presented in [72].

The initial STC research focused on narrowband flat-fading channels [15,16,73]. Suc-

cessful implementation of STC for multiuser broadband frequency-selective channels re-

quires the development of novel and high-performance signal processing algorithms for

channel estimation, joint equalization/decoding, and interference/jamming suppression.

However, such algorithms for broadband wireless channels promise more significant per-

formance gains than those reported for narrowband channels[15, 16, 73] because of avail-

able multipath gain in addition to STC gain. In [73, 74], it isshown that STCs are robust

aginst non-ideal operating conditions such as antenna correlation, channel-estimation error,

and Doppler effects.

Both STBC and STTC have some technical issues like lack of scalability for transmit

antennas. That is, when the number of transmit antennas is changed, different space-time

codes are needed to ensure full diversity. Besides, the complexity of STTC increases expo-

nentially with the number of transmit antennas [17].

2.6 Time Synchronization under CCI and Frequency Offset

Time synchronization is a process of locating the start of the frame from the received com-

plex baseband samples. A receiver operating in the acquisition mode must perform time

synchronization before transmitting any data. Time synchronization is normally divided

into coarse time synchronization and fine time synchronization. Coarse time synchroniza-

tion consists of estimating the approximate range of samples over which a frame is likely

to start, whereas fine time synchronization consists of locking the receiver onto the most

dominant component of the received signal.

Time synchronization, also known as frame boundary estimation, is necessary in burst
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mode cellular data transmission during initial cell searchand the idle and active modes.

Because most carrier-frequency and phase estimation methods [4, 5] are very sensitive to

timing errors, the receiver must perform timing estimationbefore carrier-frequency and

phase estimation. Hence, during timing estimation, carrier-frequency and phase offsets

between the transmitter and the receiver are unknown [6]. Moreover, the performance of

timing synchronization schemes in digital mobile communication systems, such as global

system for mobile communications (GSM) [75,76] and digitalEuropean cordless telecom-

munications (DECT), is severely degraded when CCI is present.

Typically, correlation methods and maximum-likelihood (ML) methods are used for

timing estimation [77–80]. Data-aided and non-data-aidedML frame synchronization

methods for unknown frequency-selective channels are proposed in [81]. The ML methods

proposed in [79, 82, 83] outperform the correlation methods, but they are intolerant to fre-

quency offsets and/or CCI. The ML algorithm proposed in [84] is tolerant to frequency off-

set. Choi and Lee [85] introduced a double-correlation (DC)method that is robust against

frequency offsets, but is vulnerable to CCI. A timing estimation method using array anten-

nas is presented in [86] that is robust against CCI because ofincreased receive diversity.

2.7 SNR Estimation

Signal-to-noise ratio (SNR) is widely used in digital communication. Many receiver algo-

rithms need the SNR information. For example, knowledge of SNR is required in power

control [89], rate adaptation [90], and calculation of the maximal-ratio combining (MRC)

weights [25]. SNR is also used in the calculation of the log-likelihood ratio (LLR) that

goes into decoder.

Numerous applications justify the motivation behind investigating SNR estimation tech-

niques. In [91], a maximum-likelihood SNR estimator for pulse-code modulated signals in

a real AWGN channel is derived and shown to be asymptoticallyoptimal in minimum vari-

ance sense. Later, the same technique was extended for M-aryphase shift keying (MPSK)
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modulated signals in complex AWGN [92]. However, these estimators have fairly large bi-

ases when the true value of SNR is small. In [20], four SNR estimators are proposed based

on the receiver statistics related to SNR and its inverse. A maximum-likelihood SNR esti-

mator is introduced in [21] for slow-Ricean-fading channels. A subspace-based technique

is proposed in [22] to estimate the signal-to-interference-plus-noise ratio (SINR) for time

division multiple access (TDMA) cellular systems. In [23],the interference plus AWGN

variance is estimated for the same system by projecting the received signal onto a single

vector of the left-null space of the matrix formed by the known training sequence or esti-

mated data symbols. The signal projection (SP)-based SNR estimator [24] introduced for

a TDMA system has less complexity, shorter estimation time,and smaller estimation error

than the previous two methods. In [93], the noise power estimation for a turbo decoder has

been improved by utilizing hard-decision output from the decoders to obtain an extended

number of symbol samples.

2.8 Channel Estimation

Wireless channels introduce various impairments such as time-varying attenuation and

phase changes that distort the transmitted data. A receivermitigates these distortions for

reliable demodulation of the transmitted data. This reception strategy is called coherent

detection [12]. In non-coherent detection, compensation for the channel distortions is not

required, but the performance of this reception scheme is inferior compared to that of the

coherent detection in terms of the bit-error rate (BER) achieved for a given amount of

transmit power [48]. Therefore, most modern communicationsystems employ coherent

detection.

The wireless radio channel is widely parameterized by a combination of paths, each

characterized by a delay and a complex amplitude, also knownas channel coefficient.

The channel coefficients show temporal variations resulting from the mobility of terminals,

while the delays are usually almost constant over a large number of symbols.
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In general, pilot symbols or training sequences multiplexed with data symbols are used

for channel estimation. For multicarrier applications like OFDM and MC-CDMA, the

known symbols are inserted in both the frequency and time dimensions [94]. Once the

initial channel coefficients are acquired, the estimates may be used for channel tracking

(e.g. least mean square (LMS) tracking) or interpolation (e.g., Wiener or optimal minimum

mean square error (MMSE) filtering).

An enormous amount of research has been done in the field of channel estimation.

Most of the existing literature assumes that time and frequency synchronization has been

achieved prior to channel estimation. Some of the work on channel estimation for MIMO-

OFDM systems can be found in [95–98]. In [95], least square (LS) channel estimation

using pilot tones followed by noise reduction in the time domain is performed. In [97], the

initial channel estimates are obtained using the LS approach, followed by mean squared er-

ror (MSE) reduction using the frequency-domain channel-correlation matrix and the noise

variance. Raleigh and Jones [99] have suggested channel estimation for MIMO-OFDM

system using a training structure consisting of independent and orthogonal training se-

quences from various transmit antennas. The structure is composed such that no two trans-

mit antennas send a training symbol on the same subcarrier. Yang [98] suggested the use

of windowing in the frequency domain before processing the channel estimates in the time

domain to reduce the spectral leakage. In [96, 100], Li has derived channel estimators for

an OFDM system with transmitter diversity based on the minimum MSE (MMSE) princi-

ple using both the time- and frequency-domain correlationsof the channel. A significant

tap catching (STC) approach is suggested to reduce the computational complexity of this

estimator. Li has made further contributions with simplified channel estimation for OFDM

systems using transmit diversity in [39,101].

Channel estimation for MC-CDMA systems has also received attention in the last few

years, and several solutions are proposed in [30–37]. Zemen[36] has applied Slepian basis

expansion [102] to estimate the time-varying channel for anMC-CDMA system, where the
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complete knowledge of the second-order channel statisticsis not required. A maximum-

likelihood channel acquisition and least mean square (LMS)channel tracking for a single-

transmit-antenna MC-CDMA system are presented in [37]. In [38], the authors propose

an analytical formulation that allows the analysis of channel estimation in the presence of

narrowband interference or jamming for ultra-wideband (UWB) systems. They conclude

that the effect of narrowband interference is deteriorated by channel-estimation errors.
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CHAPTER 3

FRAME BOUNDARY ESTIMATION UNDER CO-CHANNEL
INTERFERENCE AND FREQUENCY OFFSET

3.1 Overview

The objective of this thesis is to design robust wireless systems and receiver algorithms to

alleviate the adverse effects of co-channel interference (CCI) or intentional jamming. To

achieve our goal, first, we consider the problem of frame synchronization under CCI and

other parameter uncertainties. These parameters include phase and frequency offsets.

Timing or frame boundary defines the beginning of a frame at the receiver. Frame

boundary is estimated in almost all communication systems.Typically, frame boundary

is estimated using training sequences (TS), which are periodically inserted into the data

stream. In burst mode cellular data transmission, timing estimation is performed during

the initial cell search and in the idle and active modes. Because most carrier-frequency

and phase estimation methods [4, 5] are very sensitive to timing errors, the receiver must

perform timing estimation before carrier-frequency and phase estimation. Hence, during

timing estimation, carrier-frequency and phase offsets between the transmitter and the re-

ceiver are unknown [6]. Moreover, the presence of co-channel interference (CCI) in cellular

frequency-reuse systems further impairs timing estimation. However, if multiple antennas

are employed at the receiver, then the additional spatial degrees of freedom can be used

to mitigate the adverse effects of CCI during timing estimation and data detection. In any

case, a synchronization method that is robust to frequency and phase offsets, and CCI is

highly desirable.

Correlation methods and maximum-likelihood (ML) methods are typically used for

timing estimation [77–80]. Some of the ML methods [79,82,83] outperform the correlation

methods but they are intolerant to frequency offsets and/or CCI. Most existing algorithms

are robust against either large frequency offsets or CCI, but not against both at the same
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time. The ML algorithm in [84] is tolerant to frequency offset. In [85], a double-correlation

(DC) method is introduced that improves the performance in [84]. The method is robust

against frequency offsets, but is vulnerable to CCI. The timing estimation methodusing

array antennas in [86] is very sensitive to frequency and phase errors.

In this chapter, a new timing (frame boundary) estimation method is proposed that is

robust in the presence of severe co-channel interference and large carrier-frequency offsets.

We apply the concept of double correlation [85] to the array antenna method of [86]. To

be more specific, the estimation metric is obtained by considering double correlation in

the elements of the spatio-temporal cross-correlation between the signals from multiple

receiver antennas and a known training sequence. The methodis applied to GSM and

results show that the spatial freedom of the signals from multiple receiver antennas along

with a double correlation in the cross-correlation terms yields a robust timing estimator.

Under large frequency offsets and CCI, it works much better than the estimators of [86]

and moderately better than the estimator in [85].

The remainder of this chapter is organized as follows. Section 3.2 introduces the system

and channel models. The proposed method for timing estimation is derived in section 3.3.

Simulation results are presented in section 3.4 followed bysome concluding remarks in

section 3.5.

Data TS Data Guard

Figure 3. Synchronization burst bearing the extended training sequence in GSM

3.2 System Model

Each transmitter periodically transmits a training sequence of lengthNTS symbols as shown

in Fig. 3. The overall system model under consideration is shown in Fig. 4. The desired
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Figure 4. System model

and co-channel signals have powerP0 andP1, respectively, while the additive white Gaus-

sian noise (AWGN) has powerPN . Therefore, the signal-to-interference ratio (SIR), and

signal to noise ratio (SNR) can be expressed asP0
P1

and P0
PN

, respectively. The terme j2πv0t+θ0

models the frequency offset,v0, and phase offset,θ0, between the desired transmitter and

the receiver. The phase offsetθ0 is uniformly distributed over [0, 2π]. Similarly, the term

e j2πv1t+θ1 is used to model the frequency and phase offsets for the interfering co-channel

signal. The desired and co-channel signals are passed through a time-varying frequency-

selective-fading channel with impulse response

gi j(t, τ) =
Nl−1∑

l=0

gi j,l(t)δ(τ − τ̃i j,l(t)) , (5)

wheregi j,l(t) andτ̃i j,l are the complex channel gain and delay, respectively between trans-

mitter i and receiver antennaj, andNl is the number of rays.

For the Gaussian Minimum Shift Keying (GMSK) modulated signals, the complex en-

velope of theith GMSK modulated signal is

si(t) = e jψ(t;αi ) , (6)

where theαi = {αm,i} is a sequence of independent, differentially encoded, data symbols
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with αm,i ∈ {±1}. The phase termψ(t, αi) is

ψ(t, αi) = π
∑

m

αm,iq(t − mT ) , (7)

whereq(t) is the GMSK phase pulse, characterized by the normalized filter bandwidthBT

equal to 0.3 for GSM.

3.3 Derivation of Timing Estimators

In this study, the spatial dimension of the receiver is exploited to improve the synchroniza-

tion performance. Assume the receiver hasM antennas. The received signal at thejth

antenna is

r j(t) =
√

2P0

Nl−1∑

l=0

g0 j,l(t)e
j(2πv0(t−τ0 j,l)+θ0)s0(t − τ0 j,l)

+
√

2P1

Nl−1∑

l=0

g1 j,l(t)e
j(2πv1(t−τ1 j,l )+θ1)s1(t − τ1 j,l) + n j(t) , (8)

whereθ0 and θ1 are random phase offsets corresponding to the desired and interfering

transmitters, respectively.v0 andv1 are frequency offsets between the receiver and desired

transmitter, and the receiver and interferer, respectively, andn j(t) is the AWGN at thejth

antenna. The first and second terms on the RHS of (8) are the contributions tor j(t) from

the desired and co-channel signal, respectively. We consider a single dominant co-channel

interferer.

The received baseband signals is over-sampled by a factorJ. The channel is modeled

as a length-L FIR filter, whereL is a design parameter that is chosena priori to handle the

maximum expected time dispersion. The sampled sequences are arranged [103] as

y(k) = H aL (k − n) + w(k) , (9)

wherey(k) = [r0(kTs), r1(kTs), . . . , rM−1(kTs)]T is a M × 1 column vector,Ts = T/J is

the sampling period, andr j(kTs) is the received baseband sample at thejth antenna. The

M × (L + 1) matrix,H represents the single-input-multiple-output (SIMO) channel and the
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(L+1)×1 column vectoraL contains samples from the transmitted training sequence (TS).

These are expressed as

H = [h0, h1, ..., hL ] ,

aL (k) = [a(k), a(k − 1), . . . , a(k − L)]T , (10)

respectively. TheM × 1 column vectorw(k) represents the CCI and noise. Ifw(k) is

modeled as a wide-sense stationary random process then (9) can be rewritten as

y(k + n) = H aL (k) + w̃(k) , (11)

wherew̃(k) is the time shifted process associated withw(k). The goal is to find the time

indexn where the training sequence starts.

The co-channel and desired signals have the same structure.The digital sequences

transmitted by the interferers are in general unknown. So the optimum solution to the

synchronization problem involves a joint exhaustive search over all possible sequences.

Since this is computationally cumbersome, a suboptimal approach treats the CCI and the

AWGN astemporally white complex Gaussian random process. However, the CCI canbe

modeled as being eitherspatially colored or white. Under the assumption that the AWGN

and CCI are temporally white, and that the training sequencestarts at indexn, the negative

log-likelihood function forN = JNTS −L consecutive observations ofy(n) can be expressed

as

Λ(n,H,Q) = −
JNT S−1∑

l=L

log f (y(n + l) − HaL (l); Q) , (12)

where f ( · ; Q) is the pd f of a zero-mean complex Gaussian vector with covarianceQ.

The negative log-likelihood function in (12) is a function of unknown channelH(n) and

unknown spatial covariance matrixQ(n), which must be estimated at everyn. Thus, the

timing estimate is

n̂ = arg min
n
Λ(n) . (13)
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In [86] two metrics are derived for spatially colored and white CCI models. The first

metric that considers the CCI as spatially colored [86] is obtained as

Λcolor(n) = log |Q̂(n)| . (14)

The second metric that ignores the spatial coloring and models CCI as spatially white [86]

is

Λwhite(n) = trace{Q̂(n)} . (15)

When deriving the above metrics, the ML estimates of the channel and the covariance

matrix are obtained by minimizing the cost function in (12) as

Ĥ(n) = R̂yaR̂−1
aa , (16)

Q̂(n) = R̂yy − R̂yaR̂−1
aaR̂H

ya , (17)

where the ML channel estimate is a least-square (LS) fit to thereceived signal, and the ML

spatial covariance matrix estimate is the sample covariance matrix of the residuals. The

sample covariance matrices are calculated as

R̂yy(n) =
1
N

JNT S−1∑

l=L

y(l + n)yH(l + n) , (18)

R̂ya(n) =
1
N

JNT S−1∑

l=L

y(l + n)aL
H(l) , (19)

R̂aa =
1
N

JNT S−1∑

l=L

aL (l)aL
H(l) (20)

for a correlation window of lengthN = (JNTS − L) samples.

The frequency offset causes phase rotation in the received signal at each antenna with

respect to the reference training sequence,a(k). Therefore, the elements of the spatio-

temporal cross-correlation matrix

[
R̂ya(n)

]
i j
=

1
N

JNT S−1∑

l=L

ri(l + n)a∗(l − j);

i = 0, .., M − 1; j = 0, .., L (21)
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are affected by the frequency offset. However, the phase rotations due to frequency offset

are cancelled out in the elements of the auto-correlation matrix R̂yy(n).

In the case of GMSK, the received signal in (8) can be expressed as

r j(t) =
√

2P0

Nl−1∑

l=0

g0 j,l(t)e
j(2πv0(t−τ0 j,l)+θ0)s0(t − τ0 j,l) + w j(t)

=
√

2P0


Nl−1∑

l=0

g0 j,l(t)e
j(−2πv0τ0 j,l+θ0+θ

′
0 j,l)



· e j[ψ(t;α0)+2πv0t] + w j(t) , (22)

wherew j(l) is the CCI and noise at thejth antenna, and desired signal received by the

jth antenna and thelth path iss0(t − τ0 j,l) = e jψ(t−τ0 j,l ;α0) = e jθ′0 j,l e jψ(t;α0). Assuming that

the channel remains constant over the training sequence, the effect of the channel on the

desired signal received by thejth antenna can be approximated as

Nl−1∑

l=0

g0 j,l(t)e
j(2πv0(t−τ0 j,l)+θ0+θ

′
0 j,l) ≈ G0e jφ0 , (23)

whereG0 is a real number andφ0 is a random variable uniformly distributed on [0, 2π].

Therefore, the sampled received signal at thejth antenna is approximately

r j(n) ≈
√

2P0G0 e j[ψ(nTs ;α0)+2πv0nTs+φ0] + w j(n) . (24)

Following the methodology in [85], the cross-correlation between the training sequence

and the received signal at each antenna can be measured to mitigate frequency offset. The

idea is to replace each of the spatio-temporal cross-correlation elements of̂Rya(n) by the

corresponding double cross-correlation (DC) term. In [85], several metricsL0, L1 andL2

are introduced for the DC. Applying the balanced DC metricL1 to (21) yields the following

new spatio-temporal cross-correlation

[
R̂(DC)

ya (n)
]

i j
=

1
N′

JNT S −1∑

m=1



∣∣∣∣∣∣∣

JNT S−1∑

l=L+m

r∗i (l + n) a(l − j) ri(l + n − m)

· a∗(l − m − j)| −
JNT S−1∑

l=L+m

|ri(l + n)| |ri(l + n − m)|
 , (25)
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wherei = 0, · · · , M − 1, j = 0, · · · , L, andN′ = 1
2(JNTS − 1)(JNTS − 2L).

Using this new cross-correlation matrixR̂(DC)
ya (n) in (17), a new estimate of the covari-

ance matrix is obtained as

Q̂(DC)(n) = R̂yy(n) − R̂(DC)
ya (n)R̂−1

aa(n)R̂(DC)H

ya (n) . (26)

ReplacingQ̂(n) in (14) and (15) byQ̂(DC)(n) gives two new DC timing estimation metrics

for colored and white CCI-plus-noise models, respectively, as

Λ
(DC)
color(n) = log |Q̂(DC)(n)| , (27)

Λ
(DC)
white(n) = trace{Q̂(DC)(n)} . (28)

3.4 Numerical Results and Discussions

During initial cell search, the receiver exploits the extended training sequence of the syn-

chronization burst. The desired transmitter periodicallytransmits the training sequence

of length,NTS = 64 symbols whereas the co-channel interferer transmits a random data

sequence. The receiver uses a two-element antenna (i.e.M = 2) and over-samples the

received signal by a factorJ = 4. The channels considered are COST207 typical-urban

(TU) and rural-area-non-hilly (RANH) channels [104].

Figures 5 and 6 show the timing estimation error rate with different frequency offsets

for typical-urban and rural-area-non-hilly channel models when the SIR is fixed at−2 dB

and SNR= 20 dB, and the maximum Doppler frequency is 5 Hz and 100 Hz, respectively.

A synchronization error occurs when the estimated frame boundary is more than half a

symbol away from the true frame boundary [6]. The solid and dotted lines correspond to

the rural-area-non-hilly and typical-urban channels, respectively. For comparison purposes,

results using the correlation method [6], the double-correlation method of [85] with metric

L1, and the colored and white CCI-plus-noise models of [86] arealso plotted. The results

illustrate that the proposed metric in (27) outperforms theother methods. Such performance

30



0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

10
−1

10
0

Frequency Error  [Normalized by 1/T]

F
al

se
 A

la
rm

 P
ro

ba
bi

lit
y

 

 

Correlation [6] (TU)
White [86] (TU)
Color [86] (TU)
DC: L1 metric [85] (TU)
Proposed−white (28) (TU) 
Proposed−color (27) (TU)
Correlation [6] (RANH)
White [86] (RANH)
Color [86] (RANH)
DC: L1 metric [85] (RANH)
Proposed−white (28) (RANH) 
Proposed−color (27) (RANH)

Figure 5. Timing estimation error rate against frequency offset for TU and RANH channel models
(S IR = −2 dB, M = 2, fm = 5 Hz)

improvement could be valuable in applications where the receiver implements co-channel

interference cancellation schemes and must synchronize atlow SIR. Finally, it should be

noticed that the performance is fairly insensitive to Doppler frequency.

The proposed DC color method (27) outperforms the DC white method (28) at SIR=

−2 dB. However they perform almost the same at higher SIR. In fact, at very high SIR

values, the white DC metric (28) slightly outperforms the color DC metric (27). This is be-

cause the covariance matrix,QDC(n) containsM2 real parameters that are jointly estimated.

For the color DC method, allM2 elements of the covariance matrix are used, while only

31



0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

10
−1

10
0

Frequency Error [Normalized by 1/T]

F
al

se
 A

la
rm

 P
ro

ba
bi

lit
y

 

 

Correlation [6] (TU)
White [86] (TU)
Color [86] (TU)
DC: L1 metric [85] (TU)
Proposed−white (28) (TU) 
Proposed−color (27) (TU)
Correlation [6] (RANH)
White [86] (RANH)
Color [86] (RANH)
DC: L1 metric [85] (RANH)
Proposed−white (28) (RANH) 
Proposed−color (27) (RANH)

Figure 6. Timing estimation error rate against frequency offset for TU and RANH channel models
(S IR = −2 dB, M = 2, fm = 100Hz)

the M diagonal elements are used in the white DC method. Ideally, the channels corre-

sponding to the different receiver antennas are uncorrelated, but in practice there will exist

some cross-correlation. At low SIR, even a small amount of cross-correlation improves

the synchronization performance of the DC color method. However, as the SIR increases

the diagonal elements of the covariance matrix dominate theoff-diagonal elements. So the

white DC method (28), which only considers diagonal elements of the covariance matrix

performs somewhat better at high SIR. However, at low SIR thecolor DC method out-

performs the white DC method, since it exploits the off diagonal elements as well in the

32



covariance matrix.

3.5 Summary

Two new timing estimators have been derived by applying the concept of double correlation

to the spatio-temporal cross-correlation matrix elementsof the colored and white CCI-plus-

noise models. Simulation results demonstrate that the proposed timing estimator given by

(27) performs better than the correlation method of [6] and the two estimators of [86]

using white- or color-CCI-noise models, respectively. It also moderately outperforms the

double-correlation method [85], which is known to be robustto large frequency offsets.

The improved performance of the estimator (27) at low SIR values can be attributed to the

fact that the spatially colored model helps to boost the effective SIR by considering all the

elements of the covariance matrix at low SIR, while the phaseoffset due to frequency error

that exists in the cross-correlation is diminished by the double correlation that is applied to

the spatio-temporal cross-correlation matrix.
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CHAPTER 4

CONSTANT-ENVELOPE MC-CDMA SYSTEMS USING CYCLIC
DELAY DIVERSITY

4.1 Overview

Orthogonal frequency division multiplexing (OFDM) systems have been proposed for high

data rate wireless applications due to their robustness on frequency-selective-fading chan-

nels and simplicity of implementation. Multicarrier code division multiple access (MC-

CDMA) [8] that combines orthogonal frequency division multiplexing (OFDM) and code

division multiple access (CDMA) is robust against fading, jamming, and multiuser inter-

ference (MUI) [9]. However, MC-CDMA is typically characterized by a high peak-to-

average-power ratio (PAPR). In [10,11], an MC-CDMA system that uses quadratic spread-

ing sequences having a constant envelope in both the time andfrequency domains was

introduced as a solution to this high PAPR problem. These sequences, also known as Chu

sequences, have incidently been chosen as training sequences in the IEEE 802.16a standard

due to their excellent PAPR properties.

Multiple-input multiple-output (MIMO) systems with suitable space-time coding (STC)

can significantly improve power efficiency. Delay diversity [13] is the simplest transmit di-

versity scheme [14]. Full diversity achieving, full rate, space-time block code (STBC) was

proposed by Alamouti [15] for two transmit antennas. Later the concept was generalized to

three and four transmit antennas [16], but the corresponding STBCs do not attain full rate.

Space-time trellis codes (STTC) can also provide full diversity. However, the decoding

complexity increases exponentially with the number of transmit antennas [17].

It is desirable that space-time codes be easily scalable or configurable for an arbitrary

number of transmit antennas. Although STBCs and STTCs provide full diversity, they

require different space-time codes for different numbers of transmit antennas. Cyclic delay

diversity (CDD) with OFDM is easily scalable to an arbitrarynumber of transmit antennas
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compared to STBC and STTC. When OFDM is used with CDD, an error-correction code

having minimum distance greater than or equal to the number of transmit antennas will

achieve full diversity, and suitable block interleaving will yield good coding gain [105].

In the pursuit of a robust wireless system, in this chapter, we study a constant-envelope

MC-CDMA system using CDD (CE-MC-CDMA-CDD). The constant envelope provides

a low probability of intercept (LPI) for the transmitted waveform. A simple receiver im-

plementation that is independent of the number of transmit antennas is possible [106–108].

The proposed system does not need additional error-correction coding beyond multicar-

rier spreading to guarantee full diversity and, thus, thereis no additional loss in data rate.

Moreover, interleaving is not needed to guarantee satisfactory coding gain. Potential appli-

cations of our proposed system include military communication links and the transmission

of control channels (CCH) in commercial MC-CDMA systems where link reliability is

of primary concern. The space-time coding performance is also analyzed for quasi-static

Rayleigh-flat-fading channel. It is shown that full diversity is always achieved regardless of

the modulation-type and modulation-order provided that the number of transmit antennas

is less than or equal to the number of subcarriers. However, the minimum symbol distance

determines the minimum coding gain. Pairwise symbol error probability is derived and

utilized for calculating the bit-error rate (BER) upper bound (UB) for arbitrary modulation

type, which is verified by simulation results.

The chapter is organized as follows. Section 4.2 describes the system and signal mod-

els of CE-MC-CDMA-CDD. The analysis of space-time coding diversity order and cod-

ing gain are presented in Sections 4.3.1 and 4.3.2, respectively. Bit-error rate (BER) up-

per bound (UB) utilizing the symbol pairwise error probability (PEP) is derived in Sec-

tion 4.3.3. Numerical results are presented in Section 4.4 and Section 4.5 concludes the

chapter.
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Figure 7. Constant-envelope MC-CDMA-CDD transmitter.

4.2 CE-MC-CDMA-CDD System

Fig. 7 shows a CE-MC-CDMA-CDD transmitter withP ≤ Nc transmit antennas, whereNc

is the spreading factor (an even number). We consider M-ary phase shift keying (MPSK),

since the MC-CDMA waveform with MPSK will have constant envelope. However, if other

modulations are used, the envelope will still remain constant during every MC-CDMA

symbol period. Each mapped symbols(m) = e j 2πm
M , m ∈ {0, 1, · · · , M − 1} is multiplied

by the u-th user’s frequency-domain spreading sequence{B(u)
k }, k = 0, 1, · · · ,Nc − 1 to

generate the frequency-domain signal (normalized by
√

Es) X(u,m)
k = s(m)B(u)

k , whereEs is

the average received symbol energy.

The time- and frequency-domain polyphase spreading sequences [10, 11] considered

are defined asbn = e− j π8 e j πn2
Nc , n = 0, 1, · · · ,Nc−1 andBk = e j π8 e− j πk2

Nc , k = 0, 1, · · · ,Nc−1,

respectively. The attractive features of the sequences{bn} and{Bk} are: they are a discrete

Fourier transform (DFT) pair, i.e.,bn DFT−−−−→ Bk, Bk IDFT−−−−−→ bn; they are auto-orthogonal, i.e.

orthogonal to any non-zero cyclic shifts; and they have a constant envelope in both the time

and frequency domains.

If {Bk} = {B(0)
k } is the frequency-domain spreading sequence assigned to thedesired user
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(u = 0), the frequency-domain spreading sequence for theu-th user is [10]

B(u)
k = e− j 2π

Nc
ku Bk, k = 0, 1, · · · ,Nc − 1. (29)

The corresponding time-domain sequence of theu-th user’s spreading sequence is{b(u)
n =

b(n−u)Nc
}, which is a cyclicly shifted replica of the desired user’s time-domain sequence

{b(0)
n = bn}. Here, (n)Nc denotes the residue ofn modulo-Nc. Since{bn} and {b(n−u)Nc

} are

orthogonal for anyu , 0, this method of allocating spreading codes does not generate any

multiuser interference unless the transmitted signal experiences delay spread or is delayed

by the transmitter for CDD. Hence, CDD withP transmit antennas will cause multiuser

interference even with a flat-fading channel unless the total number of users,U, is con-

strained byU ≤ ⌊Nc

P ⌋. To maintain orthogonality among the signals transmitted from all

transmit antennas, the following multiuser spreading codeassignment is used:

u ∈ U =
{

0, P, · · · ,
(⌊Nc

P

⌋
− 1

)
P

}
, (30)

where⌊c⌋ denotes the largest integer that is smaller than or equal to the real numberc.

The frequency-domain signal is transformed by an IDFT to generate the time-domain

signal,x(u,m)
n = 1√

Nc

∑Nc−1
k=0 X(u,m)

k e j2πkn/Nc = s(m)b(u)
n , n = 0, . . . ,Nc. Throughout the chapter,

the number of subcarriers is assumed equal to the spreading factorNc. Before transmission

from the p-th transmit antenna, the sequence{x(u,m)
n } is cyclic delayed byp chip periods,

p ∈ {0, 1, · · · , P− 1} and a cyclic prefix or guard of lengthG is appended [108] to facilitate

frequency-domain equalization at the receiver. The guard interval G is greater than or

equal to the maximum channel delay. To compare fairly with the single-antenna case and

to account for different spreading factorsNc, the signal power from each of theP transmit
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antennas is reduced by the factor
√

1/(PNc). After removing the cyclic prefix, the space-

time codeword generated by symbolm of useru ∈ U (normalized by
√

Es) is

C(u,m) =

√
1

PNc



x(u,m)
0 x(u,m)

1 · · · x(u,m)
Nc−1

x(u,m)
Nc−1 x(u,m)

0 · · · x(u,m)
Nc−2

...
...

. . .
...

x(u,m)
Nc−P+1 x(u,m)

Nc−P+2 · · · x(u,m)
Nc−P


P×Nc

=

√
1

PNc
s(m)



bn−u

bn−u−1

...

bn−u−P+1


P×Nc

, (31)

where row vectorbn = [b0, b1, · · · , bNc−1] and row vectorbn−u is generated fromu cyclic

delays ofbn.

Suppose the codewordC = C(u,m) is transmitted, but the maximum-likelihood (ML)

detector erroneously decides in favor of a different codeword̃C = C(u, m̃), whereC , C̃,

i.e., m , m̃. Then the conditional pairwise error probability averagedover the Rayleigh-

fading channel gain is upper bounded by [17]

Pc|m,m̃ = Pr{ C(u,m)→ C(u, m̃) | m, m̃ }

≤
Q−1∏

q=0

r−1∏

p=0

1

1+ Es

4N0
λp(m, m̃)

≤
(

Es

4N0
Gc(m, m̃)

)−rQ

, (32)

whereλl(m, m̃)s are the nonzero eigenvalues of theP × P matrix defined asA(m, m̃) =

[C(u,m) − C(u, m̃)] [C(u,m)− C(u, m̃)]H, r is the minimum rank ofA(m, m̃), Q is the num-

ber of receive antennas,N0 is the variance of the complex additive white gaussian noise

(AWGN), and the coding gain isGc(m, m̃) = ( λ0(m, m̃) . . . λr−1(m, m̃) )1/r = (det [A(m, m̃)])1/r.

From the multiuser code allocation given by (10), it is obvious that the MUI in AWGN

channel will be zero. In flat fading,h(u,p,q)
n = h(u,p,q) δn, whereh(u,p,q) are assumed i.i.d.
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complex Gaussian random variables with zero mean and unit variance. Using (38) and

(40), the equivalent frequency-domain channel coefficients are

H(u,q)
k =

1
√

Nc

P−1∑

p=0

h(u,p,q)e− j2π pk
Nc . (33)

If the symbols belonging to the interferers are denoted bymu and mapped tos(mu) =

e j2πmu
M , then the multiuser interference for flat fading becomes

I =
1

Nc

√
Es

P

∑

u∈U′

Nc−1∑

k=0

Q−1∑

q=0

P−1∑

p1=0

P−1∑

p2=0

s(mu) · h(0,p1,q)∗h(u,p2,q)e− j 2πk
Nc

(u−p1+p2)

=

√
Es

P

∑

u∈U′

Q−1∑

q=0

P−1∑

p1=0

P−1∑

p2=0

s(mu) h(0,p1,q)∗ · h(u,p2,q)δu−p1+p2

= 0. (34)

The above result ofzero MUI is obtained by using the constant-envelope property (|Bk|2 =

1) of the frequency-domain spreading sequences and the factthat (u − p1 + p2) , 0 for any

p1, p2 ∈ {0, 1, · · · , P − 1} and any interfereru ∈ U′.

In uplink, the transmitters are usually located at different places. Therefore,h(0,p,q) and

h(u,p,q) are i.i.d. in uplink; whereas, in downlink,h(0,p,q) = h(u,p,q) for all u ∈ U′. However,

the MUI in both the uplink and downlink will be zero since the condition (u − p1 + p2) , 0

is satisfied in both cases.

4.3 Performance Analysis
4.3.1 Diversity Order

Full diversity is achieved if only if the matrixA(m, m̃) has full rank for all possible code-

word pairs (C(u,m),C(u, m̃)), C(u,m) , C(u, m̃). Because the signals from different users

are orthogonal to each other, it suffices to consider the codewords of any user e.g. useru.

The auto-orthogonal property of the time-domain spreadingsequences (bnbH
n−d = Ncδd, d

any integer) can be used to simplify the matrixA(m, m̃) as

A(m, m̃) =
1
P

∣∣∣s(m) − s(m̃)
∣∣∣2 I P

=
1
P

d2
m,m̃ I P , (35)

39



whereI P denotesP × P identity matrix anddm,m̃ =
∣∣∣s(m) − s(m̃)

∣∣∣ is the distance between the

symbolsm andm̃. Therefore,rank{A(m, m̃)} = P and the diversity order of our CE-MC-

CDMA-CDD scheme forQ = 1 isr = P, which is the maximum achievable minimum rank

of the matrixA over all possible codeword pairs.

In [105], it has been shown for any OFDM system with cyclic delay diversity that the

maximum possible number of transmit antennas achieving full diversity is determined by

the minimum number of subcarrier coordinates where all possible frequency-domain se-

quence pairs, corresponding to the desired and erroneous codewords, are different. Let

{X(u,m)
k = s(m)B(u)

k } and{X(u,m̃)
k = s(m̃)B(u)

k } be the frequency-domain sequences after spread-

ing associated with the codewordsC(u,m) andC̃(u, m̃), respectively. The conditionm , m̃

guarantees thatX(u,m)
k , X(u,m̃)

k for all subcarrier coordinatesk ∈ {0, 1, · · · ,Nc − 1}. There-

fore, maximumNc transmit antennas can be used while achieving full diversity. The above

result is valid for any modulation-type of any order. From the above results, we can con-

clude this section with the following theorem:

Theorem 1 (Diversity Order): The CE-MC-CDMA-CDD with multiuser code assign-

ment given by (10) always achieves full diversity in flat-fading channel for any number of

transmit antennasP ≤ Nc.

4.3.2 Coding Gain

For achieved full diversity, the corresponding coding gainis obtained using (35) as

Gc(m, m̃) =
1
P

d2
m,m̃. (36)

Thus the coding gainGc(m, m̃) is proportional to the squared distance between the desired

and erroneous data symbols, and inversely proportional to the number of transmit antennas.

Therefore, the coding gain will diminish as the number of transmit antennas increases.

For MPSK modulation,s(m) = exp(j2πm/M) ands(m̃) = exp(j2πm̃/M). So, the coding

gain is simplified asGc(m, m̃) = 2
P

[
1− cos

(
2π
M (m − m̃)

)]
, m , m̃. Thus the minimum

coding gain decreases with the increase of the modulation order M. The maximum coding
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gainGc,max = 4/P is achieved when 2( ˜m − m)/M is an odd integer.

4.3.3 BER Upper Bound

To calculate the upper bound of the BER, we first consider the symbol pairwise error prob-

ability (PEP). The receiver of the CE-MC-CDMA-CDD system isa simple implementation

in the frequency domain similar as MC-CDMA receivers. Fig. 8shows the receiver for the

CE-MC-CDMA-CDD system. It is assumed that the channel coefficients corresponding to

the desired user (u = 0) are perfectly known at the receiver. The received signal at theq-th

antenna,q = 0, 1, 2, · · · ,Q − 1 can be expressed as

y(q)
n =

√
Es

PNc

P−1∑

p=0

h(0,p,q)
n ⊛ x(0,m)

n−p +

√
Es

PNc

∑

u∈U′

P−1∑

p=0

h(u,p,q)
n ⊛ x(u,mu)

n−p + w(q)
n , (37)

where⊛ denotes convolution, andh(u,p,q)
n is the Rayleigh faded channel coefficient between

thep-th transmit antenna ofu-th user and theq-th receive antenna. The channel coefficients

are assumed independent complex Gaussian random variableswith zero mean. The second

term on the right side of (11) is the multiuser interference contributed by usersu ∈ U′ =
{
P, 2P, · · · ,

(⌊
Nc

P

⌋
− 1

)
P

}
and w(q)

n is the AWGN at theq-th receive antenna having zero

mean and varianceN0. If the DFT of the time-domain channel coefficients is

H(u,p,q)
k =

1
√

Nc

Nc−1∑

n=0

h(u,p,q)
n e− j2π nk

Nc , (38)

then the received frequency-domain signal after applying DFT at each receive antenna be-

comes

Y (q)
k =

√
Es

P

P−1∑

p=0

H(0,p,q)
k X(0,m)

k e− j 2πpk
Nc + I(q)

k +W (q)
k

=

√
Es

P
H(0,q)

k X(0,m)
k + I(q)

k +W (q)
k , (39)
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Figure 8. CE-MC-CDMA-CDD receiver.

wherew(q)
n DFT−−−−→W (q)

k . The DFT of the interference at theq-th receive antenna isI(q)
k =

√
Es

P

∑
u∈U′ H(u,q)

k X(u,mu)
k and equivalent frequency-domain channel coefficients are defined as

H(u,q)
k =

P−1∑

p=0

H(u,p,q)
k e− j 2πpk

Nc (40)

Therefore, the output after maximal-ratio combining (MRC)of different receive-antenna

signals is

Yk =

Q−1∑

q=0

H(0,q)
k

∗
Y (q)

k

=

√
Es

P
s(m)

Q−1∑

q=0

∣∣∣H(0,q)
k

∣∣∣2 Bk +

Q−1∑

q=0

H(0,q)
k

∗
I(q)
k +

Q−1∑

q=0

H(0,q)
k

∗
W (q)

k . (41)

Let the Rayleigh flat-fading channel coefficients be expressed ash(u,p,q)
n = h(u,p,q)δn, where

the channel coefficients,h(u,p,q), are i.i.d. complex Gaussian random variables with zero

mean and unit variance. After despreading, the signal at theinput to the demapper is

expressed as

ŝ =
Nc−1∑

k=0

Bk
∗Yk

=

√
Es

P
α s(m) + I + ñ , (42)

where the contribution from AWGN is ˜n =
∑Nc−1

k=0

∑Q−1
q=0 H(0,q)

k

∗
Bk
∗W (q)

k . The channel effect
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is α =
∑Nc−1

k=0

∑Q−1
q=0

∣∣∣H(0,q)
k

∣∣∣2 = ∑P−1
p=0

∑Q−1
q=0

∣∣∣h(0,p,q)
∣∣∣2 and multiuser interference (MUI) isI =

∑Nc−1
k=0

∑Q−1
q=0 H(0,q)

k

∗
Bk
∗I(q)

k .

Although multiple users (u ∈ U) transmit signal simultaneously, the MUI in flat-fading

channel is always zero (in both the uplink and downlink) for the multiuser code assignment

of (10). This has been shown in Section 4.2. Therefore, the PEP conditioned onα is

obtained as

P(m→ m̃ | α) = Pr{P(ŝ|s(m̃), α) ≥ P(ŝ|s(m), α)}

= Q


√

Es

2PN0
d2

m,m̃ α

 , (43)

whereQ(.) denotes the GaussianQ-function. The channel effectα has chi-square distribu-

tion with 2PQ degrees of freedom verifying again that the system achievesspatial diversity

of orderPQ. The symbol PEP is obtained by averaging the conditional PEPoverα as [109]

P(m→ m̃) = βPQ
PQ−1∑

i=0


PQ − 1+ i

i

 [1 − β]i

β =
1
2
− 1

2

1+
1

Es

4N0Pd2
m,m̃

 . (44)

Assuming that the transmitted symbols are equally likely, the average BER upper bound

can be calculated as [110]

Pb =
1
M

M−1∑

m=0

Pb(m)

=
1

M log2 M

M−1∑

m=0

M−1∑

m̃=0

H(m, m̃) P(m̃|m)

≤ 1
M log2 M

M−1∑

m=0

M−1∑

m̃=0

H(m, m̃)P(m → m̃). (45)

Here, the BER conditioned on transmitted symbolm is Pb(m) = 1
log2 M

∑M−1
m̃=0 H(m, m̃) ·

P(m̃|m) ,whereH(m, m̃) is the Hamming distance between the bits associated with symbols

m andm̃, andP(m̃|m) is the probability that the ML decoder detects the symbol ˜m when

symbolm is transmitted.
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Figure 9. Analytical BER upper bound and simulated BER for QPSK (Q = 1,Nc = 32).

4.4 Numerical Results and Discussions

We consider an uncoded constant-envelope MC-CDMA system employing cyclic-delay

diversity (CE-MC-CDMA-CDD). Figs. 9 and 10 show the analytical BER UB plotted with

the simulated BER for QPSK andNc = 32, whenQ = 1 and 2, respectively. Figs. 11

and 12 show the analytical BER upper bounds plotted with the simulated BER for 8PSK

andNc = 32, whenQ = 1 and 2, respectively. In each figure,P = 1, 2, and 4 transmit

antennas have been used where the total number of users isU = 32, 16, and 8, respectively.

The results demonstrate the full diversity achieved by the CE-MC-CDMA-CDD system.

They also show that the analytical BER upper bound and simulated BER match very well.

Similar results have been verified for other antenna configurations and PSK modulation

orders.
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Figure 10. Analytical BER upper bound and simulated BER for QPSK (Q = 2,Nc = 32).

4.5 Summary

In this chapter, we have introduced a constant-envelope MC-CDMA system using cyclic

delay diversity (CE-MC-CDMA-CDD) with PSK modulation. Foruplink, the system

maintains constant envelope both in the time and frequency domains. Thus, the system

can exploit efficient, nonlinear power amplifiers. The space-time coding aspects of the sys-

tem have been analyzed including the diversity order and coding gain. It is shown that full

diversity is always achieved if the number of transmit antennas is less than or equal to the

number of subcarriers, independent of the modulation type and alphabet size. The proposed

MC-CDMA system does not require additional error-correction coding or interleaving to

guarantee full spatial diversity. It has also been shown that the coding gain is determined

by the squared symbol distance. Analytical and simulation results on BER are presented,

which confirm the achieved full diversity.
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Figure 11. Analytical BER upper bound and simulated BER for 8PSK (Q = 1,Nc = 32).
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Figure 12. Analytical BER upper bound and simulated BER for 8PSK (Q = 2,Nc = 32).
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CHAPTER 5

BLIND SNR ESTIMATION

5.1 Overview

In Chapter 4, we have introduced an uncoded multi-input multi-output (MIMO) constant-

envelope MC-CDMA system employing cyclic delay diversity (CE-MC-CDMA-CDD [41])

as a solution to the high peak-to-average-power ratio (PAPR) problem prevalent in multicar-

rier systems. Beyond multicarrier spreading, the MC-CDMA-CDD system require neither

error-correction coding to achieve full spatial diversity, nor chip interleaving to achieve a

satisfactory space-time coding (STC) gain [105]. It also provides a simple STC implemen-

tation, which is independent of the number of transmit antennas [106, 108]. This chapter

presents a blind signal-projection (SP)-based Signal-to-noise-ratio (SNR) estimator for the

CE-MC-CDMA-CDD system that operates under time-varying frequency-selective-fading

channel.

SNR, defined as the ratio of the desired signal power to the noise power, is widely used

in communication to describe the effect of noise on the received signal. SNR estimation

is essential at the receivers for various purposes, e.g., inthe calculation ofa posteriori

probabilities, in chip combining, in power control so that the transmitter can decide the

transmission power, etc. The sensitivity of a turbo decoderto mis-estimation of the SNR is

investigated in [18] and a scheme that estimates the unknownSNR from each code block

with adequate accuracy is presented. The SNR of different subcarriers can be used for

calculating the chip-combining weights to suppress the adverse effect of jamming signal or

unintentional interference for an MC-CDMA system. A modified maximal-ratio combining

(MRC) scheme using the SNR of different RAKE fingers is proposed in [19] for wideband

code division multiple access (WCDMA) systems.

Data aided signal-space projection-based signal-to-interference-plus-noise ratio (SINR)
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estimators have been previously proposed for time divisionmultiple access (TDMA) cel-

lular systems and are well known for their excellent performance and computational sim-

plicity. A subspace-based technique is proposed in [22] to estimate the SINR for TDMA

cellular systems. In [23], the interference plus AWGN variance is estimated by projecting

the received signal onto a single vector of the left-null space of the matrix formed by the

known training sequence or estimated data symbols. In [24],the interference plus noise

variance for TDMA systems is estimated by projecting the received signal onto the entire

signal subspace. The signal-projection (SP) method [24] has less complexity, shorter esti-

mation time, and smaller estimation error than the previoustwo methods. In this chapter,

we apply the SP method to estimate SNR for the single-user constant-envelope (uplink

only) MC-CDMA-CDD system. Because the orthogonal spreading sequences form the ba-

sis of the signal space, a training sequence or data decisions are not needed and orthonor-

malization is not required. Thus, the proposed SNR estimator is computationally efficient

and very accurate estimates are achieved requiring training symbols or symbol decisions,

i.e., without sacrificing power and bandwidth.

The remainder of this chapter is organized as follows. Section 5.2 illustrates the MC-

CDMA-CDD transmitter. The channel model is discussed in Section 5.3. The SNR estima-

tor is introduced in Section 5.4. Section 5.5 presents the simulation results and Section 5.6

concludes the chapter.

5.2 MC-CDMA-CDD Transmitter

Fig. 13 shows the constant-envelope MC-CDMA-CDD transmitter with P(≤ N) transmit

antennas, whereN is the number of subcarriers, which is also equal to the spreading factor.

The subcarriers are uniformly spread over the system bandwidth so that the frequency

diversity of the channel can be well exploited. The transmitter is same as the one shown

in Chapter 4 except that there is only one single user in this case. However, extending

the techniques developed in this chapter for multiuser caseis fairly straight forward. We
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Figure 13. Constant-envelope MC-CDMA-CDD transmitter.

consider M-ary phase shift keying (MPSK). Throughout the chapter the following notations

are used: (·)T , and (·)H denote transpose and conjugate transpose, respectively.

Themth mapped symbols[m] is spread by the frequency-domain spreading sequence

{B[k]}, k = 0, 1, · · · ,N − 1, to generate the frequency-domain signalX[m, k] = s[m]B[k].

The time- and frequency-domain complex-quadratic or polyphase spreading sequences

considered here are defined asb[n] = e− j π8 e j πn2
N , n = 0, 1, · · · ,N−1 andB[k] = e j π8 e− j πk2

N , k =

0, 1, · · · ,N − 1, respectively. If the corresponding time- and frequency-domain chips with-

out any cyclic shifts are arranged in vector form asb(0) = [b[0], b[1], · · · , b[N − 1]]T and

B(0) = [B[0], B[1], · · · , B[N − 1]]T , respectively, thenB(0) = F b(0), where the elements of

the discrete Fourier transform (DFT) matrix are [F]k,n = e− j 2πkn
N ; k, n = 0, 1, · · · ,N − 1. As

mentioned in the previous chapter, the sequences{b[n]} and {B[k]} are a discrete Fourier

transform (DFT) pair, i.e.,b[n] DFT−−−−→ B[k], B[k] IDFT−−−−−→ b[n]; they are auto-orthogonal, i.e.

orthogonal to any non-zero cyclic shifts; and they have a constant envelope in both the time

and frequency domains.
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The frequency-domain signal is transformed by an inverse DFT (IDFT) into the time-

domain signal,x[m, n] = 1√
N

∑N−1
k=0 X[m, k] e j2πkn/N = s[m]b[n], wheren = 0, 1, . . . ,N −1 is

the time-domain (TD) chip index. Before transmission from the p-th (1≤ p ≤ P) antenna,

the sequence{x[m, n]}N−1
n=0 is cyclic delayed (CD) bydpTc so that the transmitted signal on

the kth subcarrier isT (p)[m, k] =
√

Es

PN X[m, k] e− j
2πkdp

N , whereEs = NEc is the average

received symbol energy,Ec is the average received chip energy,dp is the number of unit

cyclic shifts applied to thepth transmit antenna, andTc is the time-domain chip duration

equal to the sampling period. A cyclic prefix (CP) or guard of lengthGTc is appended [108]

to facilitate frequency-domain equalization at the receiver.

5.3 Channel Model

We consider time-varying multipath-Rayleigh-fading channels. Considering any receive

antennaq ∈ {1, · · · ,Q}, whereQ is the total number of receive antennas, the discrete

channel frequency response corresponding to thekth subcarrier of themth symbol and

pth transmit antenna isH(p,q)[m, k] = 1√
N

∑L−1
l=0 h(p,q)[m, l] e− j2πkl/N for p = 1, · · · , P and

k = 0, 1, · · · ,N − 1, whereL is the number of channel taps, andh(p,q)[m, l] is a zero mean

complex Gaussian distributed channel coefficient associated with thelth (l = 0, 1, · · · , L−1)

path between thepth transmit andqth receive antenna. The frequency response vector

corresponding to thepth transmit andqth receive antenna pair isH(p,q)[m] = 1√
N
F h(p,q)[m],

whereh(p,q)[m] = [h(p,q)[m, 0], h(p,q)[m, 1], · · · , h(p,q)[m, L − 1]]T ; H(p,q)[m] = [H(p,q)[m, 0],

H(p,q)[m, 1], · · · , · · · , H(p,q)[m,N − 1]]T and the elements of the DFT matrix are [F]k,l =

e− j 2πkl
N for k = 0, 1, · · · ,N − 1 andl = 0, 1, · · · , L − 1.
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5.4 ProposedEc

N0
Estimator

After removing the cyclic prefix and applying DFT at each receiver antenna, the frequency-

domain signal corresponding to themth symbol andqth receive antenna is

Y (q)[m, k] =
√

N
P−1∑

p=0

H(p,q)[m, k] T (p)[m, k] + V (q)[m, k]

=

P−1∑

p=0

L−1∑

l=0

h(p,q)[m, l] T (p)[m, k] e− j2πkl/N + V (q)[m, k] , (46)

whereV (q)[m, k] are independent identically distributed (i.i.d.) additive white Gaussian

noise (AWGN) samples having zero mean and varianceN0. The signals received on the

different subcarriers by any receive antennaq can be arranged in a column vector as follows

Y(q)[m] =
[
Y (q)[m, 0], Y (q)[m, 1], · · · , Y (q)[m,N − 1]

]T

= A[m] h(q)[m] + V(q)[m]; q = 1, · · · ,Q , (47)

whereh(q)[m] =
[
h(1,q)T [m], · · · , h(P,q)T [m]

]T
is the channel coefficient vector for themth

symbol, h(p,q)[m] = [h(p,q)[m, 0], h(p,q)[m, 1], · · · , h(p,q)[m, L − 1]]T is the channel coeffi-

cient vector associated with thepth transmit andqth receive antenna pair,V(q)[m] =
[
V (q)[m, 0],V (q)[m, 1], · · · · · · ,V (q)[m,N − 1]

]T
is the AWGN vector, and

A[m]=



T (1)[m, 0] · · · T (P)[m, 0] · · · T (P)[m, 0] e− j2πk(L−1)/N

...
...

...

T (1)[m,N − 1] · · · T (P)[m,N − 1] · · · T (P)[m,N − 1] e− j2πk(L−1)/N


(48)

is aN×PL matrix that depends on the transmitted symbol, cyclic shifts, and channel delays.

The AWGN vectorV(q)[m] has zero mean and covarianceN0 I N, whereI N denotesN × N

identity matrix.

The vector obtained by applyingl (0 < l < N −1) cyclic shifts to the TD spreading chip

vector,b(0) = {b[n]}N−1
n=0 can be expressed asb(l) = [b[N−l], · · · , b[N−1], b[0], · · · , b[N−l−

1]]T . The corresponding frequency-domain vector isB(l) = [B[0], B[1]e− j2πl/N , · · · , B[N −

1]e− j2π(N−1)l/N ]T . By using the expression of the transmitted signal on thekth subcarrier,
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T (p)[m, k] =
√

Es

PN s[m]B[k] e− j
2πkdp

N , theN ×PL matrixA[m] given in (38) can be expressed

as

A[m] =

√
Es

PN
s[m] B , (4)

where theN × PL matrix B =
[
B(0)N , · · · ,B(L−1)N , · · · · · · , B(dP)N , · · · ,B(dP+L−1)N

]
does not

depend on the transmitted symbol, and (·)N denotes modulo-N operation. Thus, the re-

ceived frequency-domain signal vector at theqth antenna can be expressed as

Y(q)[m] =

√
Es

PN
s[m] B h(q)[m] + V(q)[m]. (5)

Lemma 1: The matrixB is full rank, only if the following conditions on cyclic delays

are satisfied

0 ≤ dp ≤ N − L, ∀ p ∈ {1, 2, · · · , P};

|dp − dp−1| ≥ L, ∀ p ∈ {2, 3, · · · , P}. (6)

Proof: If N − L < dp < N or |dp − dp−1| < L, the columns ofB are no longer unique

(independent). As a consequence of the conditions given by (6), the number of transmit

antennas must be upper bounded byP ≤ ⌊N
L ⌋, where⌊x⌋ denotes the largest integer less

than or equal tox.

When the cyclic delays applied for achieving transmit diversity satisfy the conditions of

(6), by using the auto-orthogonal property of the complex quadratic spreading sequences,

we haveB(k)H B(l) = Nδkl, andBHB = N I N, whereδkl is the Kronecker delta function.

Thus,E
[
‖ Y(q)[m] ‖2

]
= Es + NN0.

The channel and AWGN vectors can be separated as shown in (41)for the alternative

expression of the received signal vector at theqth antenna. Let the column space (also

known as range or signal subspace) and left-null space of matrix B be denoted asR(B) and

N(BT ), respectively. If the conditions of Lemma 1 are satisfied, matrix B has full rank,

i.e., dim(R(B)) = PL and dim(N(BT )) = N − PL. For simplicity, let the cyclic delays be
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dp = (p−1)L for p = 1, 2, · · · , P. From (40), the basis ofR(B) andN(BT ), respectively, are

1√
N

{
B(0),B(1), · · · ,B(PL−1)

}
and 1√

N

{
B(PL),B(PL+1), · · · ,B(N−1)

}
. If Ỹ(q)[m] is the projection

of Y(q)[m] onto the entire left-null space then

E
[
‖ Ỹ(q)[m] ‖2

]
=

1
N

E


N−1∑

d=PL

∣∣∣〈B(d),Y(q)[m]〉
∣∣∣2


=
1
N

N−1∑

d=PL

E
[∣∣∣∣B(d)H

V(q)[m]
∣∣∣∣
2]

= (N − PL)N0 , (7)

where〈x, y〉 = xHy. BecauseN >> PL, the dimension ofN(BT ) is large compared to the

dimension of the signal subspace,R(B). Using the Pythagorean theorem, a computationally

efficient expression for the AWGN variance is obtained by projecting the received signal

vector ontoR(B) as

N0 =
1

N − PL
E

[
‖ Ỹ(q)[m] ‖2

]

=
1

N − PL
E

[
‖ Y(q)[m] ‖2 − ‖ Ys

(q)[m] ‖2
]

=
1

N − PL

E
[
‖ Y(q)[m] ‖2

]
− 1

N

PL−1∑

d=0

E
[∣∣∣∣B(d)H

Y(q)[m]
∣∣∣∣
2]

 , (8)

whereYs
(q)[m] is the projection ofY(q)[m] on the entire signal space. Thus, consider-

ing empirical averaging over multiple symbols andQ receive antennas, theEc

N0
estimator

becomes

γ̂ =
Êc

N0
=

N − PL
N

·
∑

m∈S
∑Q

q=1 ‖ Y(q)[m] ‖2

∑
m∈S

∑Q
q=1

(
‖ Y(q)[m] ‖2 − 1

N

∑PL−1
d=0

∣∣∣∣B(d)HY(q)[m]
∣∣∣∣
2) − 1 , (9)

whereS is the set of symbol indexes over which averaging is performed.

The aboveEc
N0

estimator for the MC-CDMA-CDD system is more power and bandwidth

efficient, and it requires fewer number of computations than theestimators for TDMA sys-

tems proposed in [23] and [24]. For the estimators of TDMA system,B depends on the

training sequence or estimated data symbols. Thus, either atraining sequence is required
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Table 1. Computational complexity - Blind SNR Estimation
Operation Ê[‖ Y(q)[m] ‖2] Ê[‖ Ys

(q)[m] ‖2

Multiply 2NQ|S| 2PL(2N + 1)Q|S| + 1
Add 2NQ|S| − 1 PL(3N + 1)Q|S| − 1
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Figure 14. Bias of Êc
N0

for different averaging intervals and mobile speed,v = 5 and 100kmh (P = 2, Q =
2, Es/N0 = 5 dB).

or the basis ofR(B) has to be computed every timeB changes according to the symbol

decisions. However, for the constant-envelope MC-CDMA-CDD system,B is constant,

and orthonormalization is not required since the columns ofB are orthogonal spreading se-

quences. Therefore, estimation ofEc
N0

for the constant-envelope MC-CDMA-CDD system is

computationally less demanding and the estimation interval can be long enough to achieve

very accurate estimates without any loss of power and bandwidth. Table 1 shows the to-

tal number of real additions and multiplications required to calculate the sample means

Ê[‖ Y(q)[m] ‖2] and Ê[‖ Y(q)
s [m] ‖2 are presented.

55



0.005 0.01 0.015 0.02 0.025 0.03 0.035
10

−5

10
−4

10
−3

10
−2

10
−1

Averaging Interval [s]

M
S

E

v = 5 kmh
v = 100 kmh
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for different averaging intervals and mobile speed,v = 5 and 100kmh (P = 2,
Q = 2).

5.5 Numerical Results and Discussions

For all simulation results, we use two transmit antennas. Considering lemma 1, the cyclic

delays are selected asdp = (p − 1)L for p = 1, 2, · · · , P. The delay and power profiles

of the time-varying multipath-Rayleigh-fading channel are 0, 1, 2 [Tc] and 0,−3,−6 [dB],

respectively. All transmit and receive antenna pairs have same channel power and delay

profiles. The carrier frequency, bandwidth, and number of subcarriers arefc = 5 GHz,

B f = 2 MHz, andN = 32, respectively. Thus, the sampling period isTc = 0.5µs, MC-

CDMA symbol period including the guard interval isTs = (N + G)Tc = 17.5µs, and

Doppler frequency isfd = v fc/c, wherev is the mobile velocity, andc = 3× 108 m/s is the

light speed.

Figs. 14, 15, and 16, respectively, show the bias, mean square error (MSE), and variance
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Figure 16. Variance of Êc
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for different averaging intervals and mobile speed,v = 5 and 100kmh (P = 2,
Q = 2).

of Êc
N0

for different averaging intervals and mobile velocity,v = 5 and 100 kmh when the

true Es

N0
= 5 dB at each receive antenna and two receive antennas are used. The averaging

interval range is|S| = [16, 2048] symbols corresponding to [0.28, 35.8] ms. The bias,

MSE and variance of the estimate reduces as the averaging interval increases. To achieve a

Ec

N0
estimate with average error below 0.5 dB, the estimation interval should be at least 15

and 30 ms when the mobile speed is 5 and 100 kmh, respectively.We define normalized

bias, MSE, and variance as follows. Bias= E
[
γ̂−γ
γ

]
,MSE = E

[(
γ̂−γ
γ

)2
]
, and variance=

E
[(
γ̂−E[γ̂]

γ

)2
]
, whereγ = Ec

N0
andγ̂ is expressed by (9). Figs. 17, 18, and 19 illustrate the

normalized bias, MSE, and variance ofÊc

N0
at different Es

N0
when the mobile speed is 5 kmh,

two transmit and one receive antennas are used. The number ofsymbols used for averaging

is |S| = 128, 512, and 1024.
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5.6 Summary

We have introduced a signal-space projection-based SNR estimator for the single-user

constant-envelope MC-CDMA system with cyclic delay diversity operating under time-

varying multipath-fading channel. The proposed SNR estimator does not require training

symbols or symbol decisions to operate. Therefore, long estimation intervals can be cho-

sen to achieve high-quality SNR estimates without any poweror bandwidth constraint.

Numerical results illustrate the impressive performance of the estimator. The normalized

bias, MSE, and variance of the estimator do not degrade much even at smallEs/N0. The

estimator can be used for post interference cancelation signal-to-noise-plus-(residual) in-

terference/jamming ratio estimation.
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CHAPTER 6

SOFT-CHIP-COMBINING CE-MC-CDMA-CDD ANTI-JAM
SYSTEMS

6.1 Overview

In an MC-CDMA system, the data symbols are spread in the frequency domain, and the

spread signals, also known as chips, are transmitted over the subcarriers. The received

frequency-domain signals or chips, associated with each data symbol, must be combined

considering the channel’s frequency response (if necessary) and noise/jamming statistics

of the corresponding sub-channels, in addition to being multiplied by the complex con-

jugate of the frequency-domain spreading sequence. We refer to this frequency-diversity

combining or weighted despreading aschip combining.

To achieve our goal of developing a multiuser wireless system that is robust against

multipath fading and jamming, so far we have exploited the constant-envelope polyphase

spreading sequences and cyclic delay diversity (CDD) at thetransmitter side of the con-

sidered MC-CDMA system as shown in Chapter 4. In this chapter, we demonstrate that

the proposed constant-envelope MC-CDMA-CDD (CE-MC-CDMA-CDD) system facili-

tates frequency- or time-domain chip combining to mitigatedifferent types of jamming.

We focus on developingiterative receivers that significantly improves the system perfor-

mance against different types of jamming. We assume a Rayleigh-flat-fading channel and

the channel coefficients are perfectly known at the receiver.

Chip combining with appropriate weights at the despreader can mitigate jamming/ in-

terference in an MC-CDMA system, where each symbol is spreadin the frequency domain

(FD) and/or time domain (TD). Maximal-ratio combining (MRC) [25] [26] is optimum

for unequal Gaussian-noise power on different diversity branches, where each combining

weight is inversely proportional to the noise power of the associated diversity branch. For

anti-jam MC-CDMA systems that employ chip combining, jammer state information (JSI),
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which indicates the presence of a jamming signal in a sub-band or a time-domain chip, is

essential for determining the chip-combining weights [28][27]. Our proposed MC-CDMA-

CDD system employs turbo coding. We iteratively estimate and exploit JSI to perform the

appropriate chip combining so as to enhance the input signal-to-interference-plus-noise

ratio (SINR) to the turbo decoder [29].

For our MC-CDMA system, time and frequency domain JSI estimation, followed by

chip combining in the respective domain, is essential for effective suppression of pulse

jamming (PJ) and partial-band noise jamming (PBNJ), respectively. After the discrete

Fourier transform (DFT) in our MC-CDMA receiver, any PJ signal is converted into a

full-band jamming signal, which is similar to AWGN and difficult to suppress. On the

other hand, any PBNJ signal is transformed into a continuousPJ signal to be suppressed

by time-domain chip combining in our MC-CDMA receiver. Therefore, in this chapter,

anti-jam receivers estimating the JSI and using them for chip combining in frequency-

and time-domains to suppress partial-band noise jamming (PBNJ) and pulse jamming (PJ),

respectively, are studied for the turbo-coded constant-envelope MC-CDMA-CDD system

[41]. In other words, we investigate iterative despreading(includes JSI estimation and

chip combining using the estimated JSI), demapping, and decoding (IDDD) receivers that

include anti-jam processing in both the frequency and time domains. The performance

of the IDDD receivers is compared with that of iterative demapping and decoding (IDD)

receivers [112], which use only the initial (i = 0) JSI estimate to perform chip combining,

i.e., the iterative (i ≥ 1) JSI estimation and chip combining of the IDDD receivers are

turned off in the IDD receivers. We also propose a soft-JSI (S-JSI)-based chip-combining

technique that outperforms the conventional hard-JSI (H-JSI)-based chip combining by at

least 1.75 dB at BER of 10−4 under both types of jamming. It is also shown that with

perfect channel information and without pilot-assisteda priori JSI, iterative despreading,

demapping, and decoding (IDDD) has almost similar performance as one-shot despreading

followed by iterative demapping and decoding (IDD).

62



Turbo
Encode

Map

C
o
p
y

I
D
F
T

Add
Guard

CD

Add
Guard

Add
Guard

CD

∏ bi s
B(u)

0

B(u)
Nc−1

X(u)
0

X(u)
Nc−1

x(u)
n

√
Es

PNc

×

×

×

Figure 20. MC-CDMA-CDD transmitter.

The chapter is organized as follows. Section 6.2 describes the transmitter. Section 6.3

illustrates the anti-PBNJ frequency-domain receiver thatincludes iterative frequency-domain

JSI estimation for IDDD, and soft-JSI-based chip combining. The anti-PJ time-domain re-

ceiver with iterative time-domain-JSI estimation is presented in Section 6.4. Section 6.5

presents simulation results and Section 6.6 concludes the chapter.

6.2 Transmitter

Fig. 20 shows the turbo-coded and interleaved MC-CDMA-CDD transmitter withP(≤ Nc)

transmit antennas, whereNc is the spreading factor. We consider M-ary phase shift keying

(MPSK), since the MC-CDMA waveform with MPSK will have a constant envelope in the

uplink. Each mapped symbols = e j 2πm
M , m ∈ {0, 1, · · · , M − 1} is spread by theu-th user’s

frequency-domain spreading sequence ({B(u)
k }

Nc−1
k=0 ) to generate the frequency-domain signal

(normalized by
√

Es), X(u)
k = sB(u)

k , whereEs is the average received symbol energy. The

time and frequency-domain complex-quadratic or polyphasespreading sequences [11, 28]

considered here are defined asbn = e− j π8 e j πn2
Nc , n = 0, 1, · · · ,Nc −1 andBk = e j π8 e− j πk2

Nc , k =

0, 1, · · · ,Nc − 1, respectively.

If {Bk} = {B(0)
k } is the frequency-domain spreading sequence assigned to thedesired user

(u = 0), the frequency-domain spreading sequence [28] for theu-th user isB(u)
k = e− j 2π

Nc
ku Bk
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for k = 0, 1, · · · ,Nc−1. [28] To maintain orthogonality among the signals transmitted from

all transmit antennas, the following multiuser spreading code assignment is used [41]

u ∈ U =
{

0, P, · · · ,
(⌊Nc

P

⌋
− 1

)
P

}
, (10)

whereU is the set of multiuser codes indexed byu and⌊c⌋ denotes the largest integer less

than or equal toc.

The frequency-domain signal is transformed by an inverse DFT (IDFT) into the time-

domain signal,x(u)
n = 1√

Nc

∑Nc−1
k=0 X(u)

k e j2πkn/Nc = sb(u)
n , n = 0, . . . ,Nc. Throughout the

chapter, the number of sub-carriers is assumed equal to the spreading factorNc. Before

transmission from thep-th transmit antenna, the sequence{x(u)
n } is cyclicly delayed (CD)

by pTc, wherep ∈ {0, 1, · · · , P − 1} andTc is the chip duration. A cyclic prefix (CP) or

guard interval of lengthG is appended [108] to facilitate frequency-domain equalization

at the receiver. The guard intervalG is greater than or equal to the maximum channel de-

lay spread. The MC-CDMA-CDD system with multiuser code assignment given by (10)

always achieves full diversity in flat-fading channel for any number of transmit antennas,

P ≤ Nc [41].

6.3 Anti-PBNJ Frequency-Domain Receiver

Any partial-band noise jammer (regardless of the value of the jamming fraction,η) becomes

a continuous pulse jammer in the time domain with duty factor, α = 1.0, because the

jamming signal power of the jammed sub-carriers are spread evenly over all time-domain

chips. Therefore, frequency-domain JSI estimation and chip combining can be used to

effectively suppress a PBNJ signal for jamming fraction rangeη = (0, 1.0). In the case

of full-band jamming, whereη = 1.0, equal-gain chip combining is optimal since all the

sub-carriers are jammed in this case.

The MC-CDMA-CDD receiver for PBNJ is shown in Fig. 21. The signal received at

the q-th antenna (q = 0, 1, · · · ,Q − 1) corresponding to then-th time-domain chip (n =
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Figure 21. Anti-PBNJ receiver with frequency-domain JSI estimation and chip combining.

0, 1, · · · ,Nc − 1) can be expressed as

y(q)
n =

√
Es

PNc

P−1∑

p=0

h(0,p,q) x(0)
(n−p)Nc

+

√
Es

PNc

∑

u∈U′

P−1∑

p=0

h(u,p,q) x(u)
(n−p)Nc

+ j(q)
n + w(q)

n , (11)

whereh(u,p,q) is the flat-faded channel coefficient between thep-th transmit antenna ofu-th

user and theq-th receive antenna. The channel coefficientsh(u,p,q) are assumedi.i.d. com-

plex Gaussian random variables with zero mean and unit variance. The second term on

the right side of (11) is the multiuser interference (MUI) contributed by usersu ∈ U′ =
{
P, · · · ,

(⌊
Nc
P

⌋
− 1

)
P

}
, j(q)

n is the time-domain PBNJ signal at theq-th receive antenna hav-

ing zero mean and average (over the entire bandwidth) power spectral density (psd)NJ ,

andw(q)
n is the AWGN having zero mean and varianceN0. For simplicity of analysis, it

is assumed that each sub-channel is either jammed completely or not jammed at all. If

H(u,p,q)
k = H(u,p,q) = 1√

Nc
h(u,p,q) is the discrete frequency response of the flat-fading channel

for k = 0, · · · ,Nc − 1, then the received frequency-domain signal after applying DFT at

each receive antenna becomes

Y (q)
k =

√
Es

P
H(0,q)

k X(0)
k + I(q)

k + Ck J(q)
k +W (q)

k , (12)

wherew(q)
n DFT−−−−→ W (q)

k , j(q)
n DFT−−−−→ Ck J(q)

k , J(q)
k is i.i.d. Gaussian jamming signal at theq-th

receive antenna with zero mean and varianceσ2
J = NJ/η, andη is the jamming fraction.

The frequency-domain JSI isCk = 1 when thekth subcarrier is jammed andCk = 0 when

the kth subcarrier is not jammed. The total number of jammed sub-carriers is
∑Nc−1

k=0 Ck
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and jamming fraction isη = 1
Nc

∑Nc−1
k=0 Ck. It is assumed that jamming signals in different

sub-channels are i.i.d. Gaussian random variables with equal varianceσ2
J. The equivalent

frequency-domain channel coefficients and DFT of the MUI at theq-th antennaI(q)
k , re-

spectively, are defined asH(u,q)
k =

∑P−1
p=0 H(u,p,q)e− j 2πpk

Nc andI(q)
k =

√
Es

P

∑
u∈U′ H

(u,q)
k X(u)

k . After

maximal-ratio combining of different receive-antenna signals, the output corresponding to

thek-th subcarrier is

Yk =

√
Es

P
s

Q−1∑

q=0

∣∣∣H(0,q)
k

∣∣∣2 Bk + Ik + Jk +Wk , (13)

wheres is the transmitted symbol,Bk is the frequency-domain spreading chip correspond-

ing to thek-th subcarrier, and the contributions from MUI, PBNJ, and AWGN, respectively,

are Ik =
∑Q−1

q=0 H(0,q)
k

∗
I(q)
k , Jk = Ck

∑Q−1
q=0 H(0,q)

k

∗
J(q)

k , andWk =
∑Q−1

q=0 H(0,q)
k

∗
W (q)

k . The Jk and

Wk are Gaussian distributed with zero mean and their variancesare

σ2
Jk
=



0 ; Ck = 0

NJ

η

PQ
Nc

; Ck = 1
(14)

andσ2
Wk
= N0

PQ
Nc

, respectively. Assuming independent channel coefficients, independent

interferer symbols with zero mean, and using the central limit theorem, the MUI contri-

bution before despreadingIk can be approximated as Gaussian distributed with zero mean

and varianceσ2
Ik
= Ec(U − 1)PQ

Nc
[111], whereEc = Es/Nc is the received chip energy.

After MRC at the despreader, the input signal to the demappercan be expressed as

ŝ =

Nc−1∑

k=0

ρk B∗k Yk

=

√
Es

P

Nc−1∑

k=0

ρk

Q−1∑

q=0

∣∣∣H(0,q)
k

∣∣∣2 s + Ĩ + J̃ + W̃ , (15)

where the chip-combining weight,ρk, is the SINR of the corresponding sub-channelk,

k ∈ {0, 1, · · · ,Nc − 1}. If the total number of users isU, the weights after scaling can be

expressed as

ρk =



γ0 =
Ec Q

Ec(U−1)+N0
; Ck = 0

γ1 =
Ec Q

Ec(U−1)+NJ/η+N0
; Ck = 1

(16)
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Therefore, the frequency-domain JSI, average jamming psd,and jamming fraction must

be estimated before despreading. The contributions from MUI, PBNJ and AWGN at the

despreader output arẽI =
∑Nc−1

k=0 ρkB∗kIk, J̃ =
∑Nc−1

k=0 ρkB∗k Jk, andW̃ =
∑Nc−1

k=0 ρkB∗kWk, re-

spectively. The MUI under flat-fading channel and perfect timing assumption is always

zero [41] for equal-gain chip combining and the multiuser code assignment given by (10).

Given the JSI{Ck}, weights{ρk} and channel coefficients{H(0,q)
k }, and i.i.d. Rayleigh faded

channel assumption, the AWGN plus PBNJ variance at the despreader output is

σ2
W̃
+ σ2

J̃
=

Nc−1∑

k=0

ρ2
k

Q−1∑

q=0

|H(0,q)
k |2

(
N0 + Ck

NJ

η

)
(17)

The iterative demapper uses the despreader outputs and the previous iteration’s extrinsic

information from the turbo decoder to generate the log likelihood ratios (LLRs) of the

interleaved bits, which are then fed to the turbo decoder [112].

6.3.1 Iterative Frequency-Domain JSI Estimation

The JSI is estimated iteratively by exploiting the soft information or LLRs of the coded bits

from the turbo decoder [113,114]. The LLRs from the turbo decoder are interleaved and fed

back to the JSI estimator and to the soft demapper [112]. Thus, blockwise despreading (i.e.,

JSI estimation and chip combining using these JSI estimatesfor each symbol in the block),

demapping, and decoding are performed on the same set of received data. Reliable LLRs

from the decoder will enable refined JSI estimates as the iteration among the despreader,

demapper and decoder progress. In this chapter, we call thisprocess iterative despreading ,

demapping, and decoding (IDDD). Depending upon whether thehard or soft values of the

JSI estimates are used in the frequency-domain chip combining at the despreader, we will

further refer to this process as H-JSI-IDDD or S-JSI-IDDD, respectively.

If p(Ĉk = c), c ∈ {0, 1} is thea posteriori probability of the frequency-domain JSI,Ck,
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corresponding to thek-th subcarrier, then

p(Ĉk = c) △ P
(
Ck = c | Yk, {H(0,q)

k }Q−1
q=0

)

∝
∑

s∈S
P

(
Yk | s,Ck = c, {H(0,q)

k }Q−1
q=0

)
p(s)p(Ck = c) , (18)

whereS denotes the set of all possible decoded symbols, the symbol probability p(s) =
∏log2 M−1

i=0 P(bi) is calculated using the LLR of the bits from the turbo decoder, and{b(log2 M−1),

· · · , b0} are the coded and interleaved bits associated with the symbol s. Because of bit

interleaving after error-correction coding, the bits corresponding to any symbol can be

handled independently from each other. Then the LLR of the JSI at i-th IDDD iteration,

i = 1, 2, . . . , can be derived as

L(Ĉ(i)
k ) = log


p(Ĉ(i)

k = 1)

p(Ĉ(i)
k = 0)



= log



∑
s∈S P

(
Yk | s,Ck = 1, {H(0,q)

k }Q−1
q=0

)
p(s(i−1))

∑
s∈S P

(
Yk|s,Ck = 0, {H(0,q)

k }Q−1
q=0

)
p(s(i−1))

 + L(Ĉ(i−1)
k ) (19)

In the derivation of (19),p(Ck = c) and p(s) in (18) are replaced by thea posteriori

probability of the frequency-domain JSIp(Ĉ(i−1)
k = c) and decoded symbol probability

p(s(i−1)), respectively, that are obtained from the previous (i − 1)-th IDDD iteration. The

conditional probability of the received signalP
(
Yk|s,Ck = c, {H(0,q)

k }Q−1
q=0

)
has a Gaussian

distribution with variance

σ2
c =

Q−1∑

q=0

|H(0,q)
k |2



N0 + Ec(U − 1) ; c = 0

N0 + Ec(U − 1)+ σ̂2(i)
J ; c = 1

, (20)

where the estimates of the jamming fraction and jamming signal variance used in thei-

th IDDD iteration are ˆη(i) = 1
Nc

∑Nc−1
k=0 Ĉ(i−1)

k and σ̂2(i)
J = N̂J/η̂

(i), respectively, andN̂J is

calculated from the sample variance ofYk. For the initial iteration, ˆσ2(1)
J = N̂J is used. The

hard-JSI estimates at the end ofi-th IDDD iteration are obtained aŝC(i)
k = 0, if L(Ĉ(i)

k ) < 0,

andĈ(i)
k = 1, if L(Ĉ(i)

k ) > 0.
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6.3.2 Soft-JSI-Based Chip Combining

The calculation of the optimum chip-combining weights involves inversion of the noise

plus interference covariance matrix of dimensionNc, which is computationally demanding

[115]. However, suboptimal combining requires only the noise and interference power.

While conventional hard JSI (Ck) reveals the presence of a jamming signal in a par-

ticular subchannel, the soft JSI (LLR,L(Ck)) bears the same information with additional

reliability information, which depends on the dominant jamming signal and MUI before

despreading. In the presence of perfect JSI (ideal case), the hard values of JSICk ∈ {0, 1}

are used to determine the weights for MRC of the chips on the different subcarriers as

shown in (15) and (16). With hard-JSI-IDDD (and also in hard-JSI-based despreading be-

fore IDD), the hard-JSI estimates,Ĉ(i)
k ∈ {0, 1}, are used to calculate the chip-combining

weights at thei-th IDDD iteration as

ρ
(i)
k =



γ0 =
Ec Q

Ec(U−1)+N0
, Ĉ(i)

k = 0

γ̂
(i)
1 =

Ec Q

Ec(U−1)+σ̂2(i)
J +N0

, Ĉ(i)
k = 1

, (21)

whereγ̂(i)
1 andĈ(i)

k ∈ {0, 1} are the SINR and hard-JSI estimates at thei-th (i = 1, 2, · · · )

IDDD iteration. The estimated LLRs given by (19) are noisy. Hence, the use of soft-

JSI estimates in the despreader will yield better performance. In this chapter, we propose

a simple scheme using the soft-JSI estimates to calculate the chip-combining weights by

using the probabilities of the random JSI,Ck, as follows:

ρ
(i)
k = γ0 p(Ĉ(i)

k = 0)+ γ̂(i)
1 p(Ĉ(i)

k = 1)

=
EcQ

Ec(U − 1)+ N0
.

1

1+ eL(Ĉ(i)
k )
+

EcQ

Ec(U − 1)+ σ̂2(i)
J + N0

.
1

1+ e−L(Ĉ(i)
k )

, (22)

whereγ0 =
EcQ

Ec(U−1)+N0
andγ1 =

Ec Q
Ec(U−1)+σ2

J+N0
are the ideal SINR in the absence and presence

of PBNJ, respectively. The soft-JSI-based combining weights are then used for iterative

chip combining and despreading as

ŝ(i) =

Nc−1∑

k=0

ρ
(i)
k B∗k Yk , (23)
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Figure 22. Anti-PJ receiver with time-domain JSI estimation and chip combining.

where ˆs(i) is the despreader (chip combiner) output at thei-th IDDD iteration. Throughout

the thesis, we refer to this type of soft-JSI-based chip combining assoft-chip combining.

For soft-chip combining despreading, the variance of the AWGN plus PBNJ contributions

at the despreader output is calculated as

σ
2(i)
W̃
+ σ

2(i)
J̃
=

Nc−1∑

k=0

ρ2
k

Q−1∑

q=0

|H(0,q)
k |2

[
N0.

1

1+ eL(Ĉ(i)
k )

+(N0 + σ̂
2(i)
J ).

1

1+ e−L(Ĉ(i)
k )

]
(24)

6.4 Anti-PJ Time-Domain Receiver

With pulse jamming (PJ), the jammer intermittently jams theentire desired signal band-

width [27]. If the average jamming power isPJ over the signal bandwidthW, the power

spectral density of the jamming signal isNJ = PJ/W. At any time instant, the jamming

pulse is present with probabilityα and with powerPJ/α, whereα is called the duty cy-

cle [27]. If the frequency-domain receiver of Fig. 21 is used, the DFT operation at the re-

ceiver maintains the wide-band PJ signal as a full-band jamming (FBJ) signal. Therefore,

time-domain-JSI estimation and chip combining is necessary for effective suppression of

PJ signals. In the following, we show that the MC-CDMA-CDD receiver can be easily con-

figured to facilitate time-domain JSI estimation and chip combining. The anti-PJ receiver

is shown in Fig. 22.
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The received time-domain signal at theq-th antenna (q = 0, 1, · · · ,Q−1) corresponding

to then-th chip (n = 0, 1, · · · ,NC − 1) of a symbol is

y(q)
n =

√
Es

PNc

P−1∑

p=0

h(0,p,q) x(0)
(n−p)Nc

+

√
Es

PNc

∑

u∈U′

P−1∑

p=0

h(u,p,q)x(u)
(n−p)Nc

+ cn j(q)
n + w(q)

n

=

√
Es

PNc
h(0,q)

n s + i(q)
n + cn j(q)

n + w(q)
n , (25)

whereh(u,p,q) is the Rayleigh-flat-fading channel between thep-th transmit antenna ofu-th

user and theq-th receive antenna. The channel coefficients,h(u,p,q) are assumed independent

complex Gaussian random variables with zero mean and unit variance. The second term on

the right side of (25) is the MUI,j(q)
n is the time-domain PJ signal at theq-th receive antenna

having i.i.d. white Gaussian distribution with zero mean and psd,σ2
J = NJ/α, andw(q)

n is

the AWGN having zero mean and variance,N0. For simplicity of analysis, it is assumed

that each time-domain chip is either completely jammed or not jammed at all. Hence, the

pulse JSI,cn = 1, if then-th chip is jammed, andcn = 0, if it is not jammed. The equivalent

channel plus spreading code is combined into a single coefficient as

h(0,q)
n =

P−1∑

p=0

h(0,p,q)b(n−p)Nc
(26)

After MRC of the signals from different receive antennas

yn =

Q−1∑

q=0

h(0,q)
n
∗
y(q)

n

=

√
Es

PNc

Q−1∑

q=0

∣∣∣h(0,q)
n

∣∣∣2 s + in + cn jn + wn , (27)

where MUI, PJ and AWGN contributions arein =
∑Q−1

q=0 h(0,q)
n
∗
i(q)
n , jn =

∑Q−1
q=0 h(0,q)

n
∗

j(q)
n , and

wn =
∑Q−1

q=0 h(0,q)
n
∗
w(q)

n , respectively. Differing from the frequency-domain receiver described

for PBNJ, the above MRC eliminates the phase shift due to the spreading code along with

the phase shift due to the equivalent channel. The SINR varies on the different time-domain

chips depending upon whether each chip is jammed or not. Using MRC to combine the
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chips corresponding to each data symbol, the chip combiner output becomes

ŝ =
NC−1∑

n=0

ρnyn

=

√
Es

PNc

NC−1∑

n=0

ρn

Q−1∑

q=0

∣∣∣h(0,q)
n

∣∣∣2 s + ĩ + j̃ + w̃ , (28)

where MUI, PJ and AWGN contributions, respectively, areĩ =
∑NC−1

n=0 ρnin, j̃ =
∑NC−1

n=0 ρncn jn

andw̃ =
∑NC−1

n=0 ρnwn with time-domain JSI,cn ∈ {0, 1}. In order to maximize the SINR at

the combiner output, the time-domain combining weight corresponding to then-th chip is

ρn =



γ0 =
EcQ

Ec(U−1)+N0
, cn = 0

γ1 =
EcQ

Ec(U−1)+NJ/α+N0
, cn = 1

(29)

6.4.1 Iterative Time-Domain JSI Estimation

The time-domain JSI,cn (n = 0, 1, · · · ,NC − 1), is estimated iteratively by using the LLR

from the pervious IDDD iteration of the turbo decoder [113].Like the PBNJ case, de-

pending on whether the hard or soft values of time-domain JSIare used for calculating the

chip-combining weights at the despreader, we will refer to the process as H-JSI-IDDD or

S-JSI-IDDD, respectively.

Let us define thea posteriori probability of the time-domain JSI,cn = c, c ∈ {0, 1} as

p(ĉn = c) △ P
(
cn = c | yn, {h(0,q)

n }Q−1
q=0

)

∝
∑

s∈S
P

(
yn | s, cn = c, {h(0,q)

n }Q−1
q=0

)
p(s) p(cn = c) , (30)

where the symbol probabilityp(s) is calculated from the LLR of the coded bits from the

turbo decoder and the conditional probability

P
(
yn | s, cn = c, {h(0,q)

n }Q−1
q=0

)
=

1
πσ2

c

exp


−

∣∣∣∣∣yn −
√

Es

PNC

∑Q−1
q=0 |h

(0,q)
n |2 s

∣∣∣∣∣
2

σ2
c


(31)
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Assuming that the MUI, AWGN and PJ signal are independent from each other, the vari-

ance ofyn with known channel coefficients is equal to

σ2
c =

Q−1∑

q=0

|h(0,q)
n |2



Ec(U − 1)+ N0 ; c = 0

Ec(U − 1)+ N0 + NJ/α ; c = 1

(32)

Finally, the LLR of the time-domain JSI,cn, at the end ofi-th IDDD iteration is obtained

as

L(ĉ(i)
n ) = log

[
p(ĉ(i)

n = 1)

p(ĉ(i)
n = 0)

]

= log



∑
s∈S P

(
yn | s, cn = 1, {h(0,q)

n }Q−1
q=0

)
p(s(i−1))

∑
s∈S P

(
yn|s, cn = 0, {h(0,q)

n }Q−1
q=0

)
p(s(i−1))

 + L(ĉ(i−1)
n ) , (33)

wherep(s(i−1)) is the symbol probability calculated using the LLR from theturbo decoder

and L(ĉ(i−1)
n ) is the LLR of JSI estimated in the previous iteration. For the initial chip

combining in IDDD (also in the only hard-/soft-JSI-based chip combining before IDD), we

assume thatL(ĉ(0)
n ) = 0 and all symbols are equally likely (p(s) = 1/M) yielding the LLR

of the time-domain JSI as

L(ĉ(1)
n ) = log



∑
s∈S P

(
yn | s, cn = 1, {h(0,q)

n }Q−1
q=0

)

∑
s∈S P

(
yn|s, cn = 0, {h(0,q)

n }Q−1
q=0

)
 . (34)

In order to calculate the variance of the PJ signal, we assumethat the desired signal,

MUI, PJ and AWGN contributions inyn are independent random variables with zero mean.

Then the variance ofyn can be calculated asσ2
yn
= PQ{Ec(Q + 1)+ Ec(U − 1)+ NJ + N0}.

Therefore, using the method of moments, the average jammingsignal variance can be

estimated from the sample variance ˆσ2
yn
= 1

NC−1

∑NC−1
n=0

∣∣∣yn − myn

∣∣∣2 as

N̂J =
σ̂2

yn

PQ
− Ec(Q + U) − N0 , (35)

wheremyn is the sample average ofyn. Because the duty factor estimate is not available in

the initial JSI estimate with IDDD (i = 1) or with JSI estimation before IDD, this value of
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Figure 23. BER for different receiver schemes under the worst case PBNJ (η = 1.0, 4x4 iterations,
Eb/N0=20dB, P = 4, Q = 1). Soft-JSI-based chip combining improves the performancein both IDD
and IDDD. IDDD has slightly better performance than IDD. [Perf /H/S-JSI: Perfect/hard/soft jammer
state information, IDD: Iterative demapping and decoding,IDDD: Iterative despreading, demapping,
and decoding]

N̂J is used instead ofσ2
J = NJ/α in (32) to calculate the conditional probabilities in (31)

and, thus,L(ĉ(1)
n ) in (34). In subsequent IDDD iterations (i ≥ 2), the estimate of the duty

factorα̂(i) = 1
Nc

∑Nc−1
n=0 ĉ(i−1)

n is used to calculate the jamming signal variance as ˆσ2
J = N̂J/α̂

(i).

6.4.2 Soft-JSI-Based Chip Combining

In 6.3.2, the frequency-domain soft-JSI-based weight calculation and chip combining were

described in the context of PBNJ. In the presence of PJ, the same technique can be applied

for time-domain soft-JSI-based (L(ĉ(i)
n )) chip combining.

6.5 Numerical Results and Discussions

Information bits are turbo coded before modulation, spreading and the application of cyclic

delay diversity. The code polynomials used for the 16-statecomponent encoders areG1 =
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Figure 24. BER for different receiver schemes under the worst case PJ (α = 1.0, 4x4 iterations,
Eb/N0=20 dB,P = 4, Q = 1). Soft-JSI-based combining yields much better performance than hard-JSI-
based combining. [Perf/H/S-JSI: Perfect/hard/soft jammer state information, IDD: Iterative demap-
ping and decoding, IDDD: Iterative despreading, demapping, and decoding]

21 andG2 = 37, each having constraint length five. In all simulations, code blocks of

2048 bits, code rate ofR = 1/2, QPSK modulation, four transmit antennas, andNc = 32

subcarriers are used on a Rayleigh-flat-fading channel. Assuming jamming is dominant,

the signal to AWGN power ratio is set atEb/N0 = 20 dB. In each IDD or IDDD iteration,

four turbo iterations are performed to obtain reliable LLR from the turbo decoder.

Fig. 23 shows the BER for different signal energy-to-jamming power spectral density

ratios (SJR=Eb/NJ) for different anti-jam receiver schemes with four transmit and one re-

ceive antenna under the worst case PBNJ. Compared to conventional hard-JSI-based chip

combining, the soft-JSI-based chip combining improves theperformance in both the IDD

and IDDD cases by at least 1.75 dB at BER of 10−4. On the other hand, iterative despread-

ing with IDDD improves the performance only marginally compared with IDD.
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Fig. 24, shows the BER vs. SJR=Eb/NJ performance under the worst case pulse jam-

ming (α = 1.0) for non-iterative hard- and soft-JSI-based (given by (34)) chip combining

followed by IDD, and for iterative hard- and soft-JSI-based(given by (33)) chip combining

used in IDDD. For the worst case continuous pulse jamming (α = 1.0), the performance

gains of soft-JSI-based combining over the hard-JSI-basedcombining are 1.7 and 2.0 dB at

BER of 10−3 and 10−4, respectively. This is because the soft-JSI-based chip combining al-

ways provides more improved SINR at the input to the turbo decoder [29] after demapping

than the hard-JSI-based chip combining does.

Use of pilot aided JSI estimates asa priori information is the most efficient way to it-

eratively detect the presence of interference when the interference pattern over sub-carriers

or time-domain chips is constant between two consecutive pilot symbols. This has been

pointed out in interference suppression (from the FM band) with OFDM digital audio
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broadcasting [116]. Since the jamming pattern can randomlychange from symbol to sym-

bol, the pilot aided JSI estimates can not be used asa priori information during the chip

combining of data symbols. Because the JSI used in both IDD and every IDDD iteration is

estimated under the same instantaneous jamming signal, AWGN, and MUI present in the

data symbols, iterative estimation of JSI does not reap any significant new information in

the subsequent IDDD iterations. Thus, the performance of IDDD does not improve much

over the IDDD iterations, yielding similar performance as IDD. Hence, soft-JSI-IDD re-

ceiver is a better option to combat jamming than soft-JSI-IDDD because of the increased

complexity of the IDDD receivers. In order to illustrate thesuperiority of soft-JSI-IDD over

hard-JSI-IDD, Fig. 25 shows the required minimumEb/NJ to guarantee the BER≤ 10−4

under PJ for different values of the duty factor. The performance gain of the soft-JSI-IDD

over hard-JSI-IDD increases as the duty factor decreases. Fig. 26 shows the BER vs.Eb/NJ

performance of the soft-JSI-IDD receiver under PJ with different values of the duty cycle.
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6.6 Summary

In this chapter, we have demonstrated that the proposed receivers for the constant-envelope

MC-CDMA system using cyclic delay diversity are indeed capable of estimating the JSI

and combining the chips in both the frequency and time domains for effective mitigation

of PBNJ and PJ, respectively. This configurability makes thereceiver more robust against

different types of jamming. A simple but elegant soft-JSI-basedweight calculation method

for chip combining is proposed that enhances the SINR at the despreader output and out-

performs the conventional hard-JSI-based chip combining under both PBNJ and PJ. The

soft-JSI-based chip-combining method can be applied to anyMC-CDMA or OFDM sys-

tem under jamming or interference from other systems havingunequal power. Also, it-

erative JSI estimators with frequency- or and time-domain despreading, demapping, and

decoding (IDDD) are investigated. Without the use of pilot aided JSI estimates asa pri-

ori information and with perfect channel information, the IDD and IDDD schemes have

similar performances.
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CHAPTER 7

JOINT ITERATIVE CHANNEL AND JAMMING-PARAMETER
ESTIMATION WITH SUFFICIENT-STATISTIC CHIP

COMBINING FOR CE-MC-CDMA-CDD ANTI-JAM SYSTEMS

7.1 Overview

In Chapter 6, we have shown that the constant-envelope MC-CDMA system using cyclic

delay diversity (CDD) facilitates frequency- or time-domain chip combining to mitigate

different types of jamming. Jammer state information (JSI) and jamming-signal-power-

assisted chip combining have been used at the despreader forthe constant envelope MC-

CDMA-CDD system, where each symbol is spread into chips in the frequency or time

domain. We have only considered flat-fading channels, and the channel coefficients are

assumed perfectly known at the receiver thus far. In this chapter, the time-varying multiple-

input multiple-output (MIMO) frequency-selective-fading-channel coefficients and jam-

ming parameters are jointly estimated to suppress the adverse effects of partial-band noise

jamming (PBNJ). These jamming parameters include JSI and jamming-signal power.

Channel estimation is necessary for coherent demodulation, combining different receive

antenna signals, and estimation of JSI and jamming-signal power. Conversely, knowledge

of the jamming-signal power and JSI can improve the accuracyof the channel estimates.

For systems with multiple transmit antennas, any received signal is the superposition of

the signals from multiple transmit antennas, which makes channel estimation even more

challenging. If the signals transmitted from each antenna have equal power, then the re-

ceived signal-to-interference-plus-noise ratio (SINR) is always less than or equal to 0 dB

and, hence, the mean square error (MSE) of the channel estimates is very large [100].

Hence, special parameter estimation approaches are neededwhen using transmit diversity

or space-time coding [39]. In [36], the time-varying channel for an MC-CDMA system is

estimated using a Slepian basis expansion [102] that does not require complete knowledge
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of the second-order channel statistics. A maximum-likelihood (ML) channel acquisition

and least mean square (LMS) channel tracking method for a single transmit antenna MC-

CDMA system is presented in [37]. However, neither of these papers consider transmit

diversity or the presence of any jamming signal.

In this chapter, the MIMO channel coefficients, jamming-signal power, and JSI are

jointly estimated for a convolutional-coded single-user MC-CDMA-CDD system [41] op-

erating on a time-varying multipath-fading channel in the presence of partial-band noise

jamming. To increase the system’s robustness against jamming, we use multiple receive

antennas at the receiver. We derive pilot-assisted weighted least square error (LSE) and

linear minimum mean square error (MMSE) channel estimatorsthat iteratively use the JSI

estimates associated with the pilot symbols to update the noise covariance matrix. On

the other hand, the JSI associated with the pilot symbols is iteratively estimated by us-

ing the updated channel estimates. We also specify the constraints on cyclic delays that

are essential for the LSE channel estimator to exist and minimize the LSE and MMSE

channel-estimation errors under full-band noise jamming (FBNJ).

Using the sufficient-statistic criterion of information theory, we show that the optimum

chip-combining weights are inversely proportional to the PBNJ-plus-AWGN variance of

the corresponding subcarriers. The chip combiner requiresthe JSI; hence, the JSI for the

data symbols is iteratively estimated using the decoder output. For data detection, we use

the iterative despreading, demapping, and decoding (IDDD)receiver. The despreading

process consists of two steps: 1) JSI estimation using the decoder outputs and 2) chip com-

bining based on the estimated JSI. The performance of the IDDD receiver is compared with

that of an iterative demapping and decoding (IDD) receiver [112], where the JSI estima-

tion and chip combining are performed just once without using the decoder output, i.e., the

iterative (i > 1) JSI estimation and chip combining of the IDDD receiver areturned off in

the IDD receiver. Simulation results demonstrate that the proposed iterative despreading

(includes JSI estimation and chip combining), demapping, and decoding (IDDD) receiver
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Figure 27. Constant-envelope MC-CDMA transmitter using cyclic delay diversity.

with soft-JSI (S-JSI)-assisted channel estimation and chip combining is very robust against

PBNJ. The anti-jam techniques proposed in this chapter for PBNJ can be applied to sup-

press PJ in a straight forward fashion.

The remainder of the chapter is organized as follows. Section 7.2 illustrates the MC-

CDMA-CDD transmitter. The signal model is discussed in Section 7.3. Pilot-assisted

channel estimation and optimum (sufficient statistics) chip combining under PBNJ are de-

scribed in Sections 7.4 and 7.5, respectively. Section 7.6 presents the estimation techniques

of different jamming parameters. The computational complexitiesof the proposed anti-jam

algorithms are discussed in Section 7.7. Section 7.8 presents the simulation results and

Section 7.9 concludes the chapter.

7.2 Transmitter

Fig. 27 shows the convolutional-coded MC-CDMA-CDD transmitter withP(≤ N) transmit

antennas, whereN is the number of subcarriers, which is also equal to the spreading factor.

The subcarriers are uniformly spread over the system bandwidth so that the frequency

diversity of the channel can be well exploited. The use of anyM-ary phase shift keying

(MPSK) provides a constant envelope in the frequency or timedomain for uplink. For the

purpose of parameter estimation, one pilot symbol is inserted everyNt symbols. The sets
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of pilot and data symbol positions are denoted byP andD, respectively. Throughout the

chapter, the following notations are used: (·)∗, (·)T , and (·)H denote conjugate, transpose,

and conjugate transpose, respectively.

Themth mapped symbol,s[m], is spread by the frequency-domain spreading sequence

{B[k]}, k = 0, 1, · · · ,N − 1, to generate the frequency-domain signal,X[m, k] = s[m]B[k]

for m ∈ P ∪ D, where∪ denotes the union of sets. The time- and frequency-domain

complex-quadratic polyphase spreading sequences [28] considered here are same as the

previous chapters, which are defined asb[n] = e− jπ/8 e jπn2/N , n = 0, 1, · · · ,N − 1 and

B[k] = e jπ/8 e− jπk2/N , k = 0, 1, · · · ,N − 1, respectively. If the corresponding time- and

frequency-domain chips without any cyclic shifts are arranged in vector form asb(0) =

[b[0], b[1], · · · , b[N −1]]T andB(0) = [B[0], B[1], · · · , B[N −1]]T , respectively, thenB(0) =

F b(0), where the elements of the discrete Fourier transform (DFT)matrix are [F]k,n =

e− j 2πkn
N ; k, n = 0, 1, · · · ,N − 1.

The frequency-domain signal is transformed by an inverse DFT (IDFT) into the time-

domain signal asx[m, n] = 1/
√

N
∑N−1

k=0 X[m, k] e j2πkn/N = s[m]b[n], wheren = 0, 1, . . . ,N−

1 is the time-domain chip index. Before transmission from the p-th (1 ≤ p ≤ P) antenna,

the sequence,{x[m, n]}N−1
n=0 , is cyclic delayed bydpTc so that the transmitted signal on the

kth subcarrier isT (p)[m, k] =
√

Es/(PN) X[m, k] e− j2πkdp/N , whereEs is the average received

symbol energy,dp is the number of unit cyclic shifts applied to thepth transmit antenna,

andTc is the time-domain chip duration equal to the sampling period. For simplicity, no

cyclic delay is applied to the signal transmitted from the first antenna, i.e.,d1 = 0. A cyclic

prefix or guard of lengthGTc is appended [108] to facilitate frequency-domain equalization

at the receiver. The guard interval is greater than or equal to the maximum excess delay of

the channel.
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7.3 Signal Model

We consider time-varying multipath-Rayleigh-fading channels. Considering any receive

antennaq ∈ {1, · · · ,Q}, whereQ is the total number of recieve antennas, the discrete

channel frequency response corresponding to thekth subcarrier of themth symbol and

pth transmit antenna isH(p,q)[m, k] = 1/
√

N
∑L−1

l=0 h(p,q)[m, l] e− j2πkl/N for p = 1, · · · , P and

k = 0, 1, · · · ,N − 1, whereL is the number of channel taps, andh(p,q)[m, l] is a zero mean

complex Gaussian distributed channel coefficient associated with thelth (l = 0, 1, · · · , L−1)

path between thepth transmit andqth receive antenna. The frequency response vector cor-

responding to thepth transmit andqth receive antenna pair isH(p,q)[m] = 1/
√

N F h(p,q)[m],

where the elements of the DFT matrix are [F]k,l = e− j2πkl/N for k = 0, 1, · · · ,N − 1

and l = 0, 1, · · · , L − 1; h(p,q)[m] = [h(p,q)[m, 0], h(p,q)[m, 1], · · · , h(p,q)[m, L − 1]]T ; and

H(p,q)[m] = [H(p,q)[m, 0],H(p,q)[m, 1], · · · , · · · ,H(p,q)[m,N − 1]]T .

We assume that the channel coefficients among different transmit and receive antenna

pairs and among different multipaths are independent identically distributed(i.i.d.). The

correlation [48] of the channel coefficients areE[h(p,q)[m1, l] h(p,q)∗[m2, l]] = E[|h(p,q)[m, l]|2]

J0(2π fd(m1 − m2)Ts), whereJ0(·) is the zeroth order Bessel function of first kind,Ts =

(N+G)Tc is the MC-CDMA symbol period,fd = v fc/c is the maximum Doppler frequency

for mobile velocity,v m/s, carrier frequency,fc Hz, and light speed,c = 3× 108 m/s. The

fading statistics are exploited when the pilot-assisted channel estimates are filtered [7] to

obtain the channel estimates for the data symbol positions.

The partial-band noise jammer transmits a jamming signal with a power ofPJ watts

over a bandwidthηB f Hz, whereB f is the signal bandwidth, andη is the fraction of band-

width jammed (also called jamming fraction), hence,η ∈ (0, 1]. The average power spectral

density (psd) of the jammer isNJ = PJ/B f . The power spectral density of the jammer is

NJ/η in the jammed frequency band and zero in the unjammed band [28].

The complete anti-jam receiver having the channel, jamming-signal power, and JSI

estimators and the chip combiner is shown in Fig. 28. After removing the cyclic prefix
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and applying DFT, the frequency-domain signal corresponding to themth symbol andqth

receive antenna is

Y (q)[m, k] =
√

N
P−1∑

p=0

H(p,q)[m, k] T (p)[m, k] +C[m, k] J(q)[m, k] +W (q)[m, k]

=

P−1∑

p=0

L−1∑

l=0

h(p,q)[m, l] T (p)[m, k] e− j2πkl/N +C[m, k]J(q)[m, k] +W (q)[m, k](36)

whereW (q)[m, k] are independent identically distributed (i.i.d.) additive white Gaussian

Noise (AWGN) samples having zero mean and varianceN0, C[m, k] ∈ {0, 1} is the jammer

state information (JSI), andJ(q)[m, k] is the i.i.d. Gaussian jamming signal at theqth receive

antenna having zero mean and varianceσ2
J = NJ/η. The JSI associated with themth symbol

andkth subcarrier isC[m, k] = 1 when thekth subcarrier of themth symbol is jammed, and

C[m, k] = 0 when thekth subcarrier is not jammed. The JSI for a subcarrier changes

independently over the MC-CDMA symbols. For simplicity of analysis, it is assumed that

each subchannel is either completely jammed or not jammed atall. The total number of

jammed subchannels is
∑N−1

k=0 C[m, k] and the jamming fraction isη = 1/N
∑N−1

k=0 C[m, k].

Therefore,η = 1.0 under FBNJ. The goal of the anti-jam receiver is to sense theJSI and

exploit the JSI estimates to suppress the adverse effects of jamming on channel estimation

by updating noise covariance matrix and on despreading by weighted despreading or chip

combining.

The signals received on different subcarriers by any receive antennaq can be arranged

in a column vector as follows

Y(q)[m] =
[
Y (q)[m, 0], Y (q)[m, 1], · · · , Y (q)[m,N − 1]

]T

= A[m] h(q)[m] + V(q)[m]; q = 1, · · · ,Q , (37)

whereh(q)[m] =
[
h(1,q)T [m], · · · , h(P,q)T [m]

]T
is the channel coefficient vector for themth

symbol,h(p,q)[m] = [h(p,q)[m, 0], h(p,q)[m, 1], · · · , h(p,q)[m, L − 1]]T is the channel-coefficient

vector associated with thepth transmit andqth receive antenna pair,V(q)[m] =
[
V (q)[m, 0],

V (q)[m, 1], · · · · · · ,V (q)[m,N − 1]
]T

is the AWGN-plus-PBNJ vector, whereV (q)[m, k] =
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C[m, k] J(q)[m, k] +W (q)[m, k], and

A[m] =



T (1)[m, 0] · · · T (P)[m, 0] · · · T (P)[m, 0] e− j2πk(L−1)/N

...
. . .

...
. . .

...

T (1)[m,N − 1] · · · T (P)[m,N − 1] · · · T (P)[m,N − 1] e− j2πk(L−1)/N


(38)

is a N × PL matrix that depends on the transmitted symbol, cyclic shifts, and channel

delays. Because the AWGN and PBNJ signals are independent random processes, the

AWGN-plus-PBNJ signal vectorV(q)[m] has zero mean and covariance

CV [m] = E
[
V(q)[m]V(q)[m]

H
]
=

NJ

η



C[m, 0] 0 · · · 0

0 C[m, 1] · · · 0
...

...
. . .

...

0 0 · · · C[m,N − 1]



+ N0 I N , (39)

whereI N is N × N identity matrix.

The vector obtained by applyingl (0 < l < N − 1) cyclic shifts to the time-domain

spreading chip vector,b(0) = {b[n]}N−1
n=0 , can be expressed asb(l) = [b[N − l], · · · , b[N −

1], b[0], · · · , b[N − l − 1]]T . The corresponding frequency-domain vector isB(l) = [B[0],

B[1]e− j2πl/N , · · · , B[N − 1]e− j2π(N−1)l/N ]T . By using the expression of thekth subcarrier

transmitted signal,T (p)[m, k] =
√

Es/(PN) s[m]B[k] e− j2πkdp/N, theN × PL matrix,A[m] in
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(38), can be expressed as

A[m] =

√
Es

PN
s[m]

[
B(0)N , · · · ,B(L−1)N , · · · · · · ,B(dP)N , · · · ,B(dP+L−1)N

]

=

√
Es

PN
s[m] B; m ∈ P ∪D , (40)

where (·)N denotes modulo-N operation. TheN×PL matrix,B =
[
B(0)N , · · · ,B(L−1)N , · · · · · · ,

B(dP)N , · · · ,B(dP+L−1)N
]
, does not depend on the transmitted symbol. Thus, the received

frequency-domain signal vector can be expressed as

Y(q)[m] =

√
Es

PN
s[m] B h(q)[m] + V(q)[m]; q = 1, · · · ,Q , (41)

7.4 Pilot-Assisted Channel Estimation

The task of channel estimation is challenging for transmit diversity [39]. This is mainly

because every subcarrier at each receive antenna entails multiple channel parameters as-

sociated with the multiple transmit antennas. The presenceof a jamming signal makes

channel estimation even more difficult. Since the channel estimates are used in JSI estima-

tion, the quality of the JSI estimates depends on the available channel estimates. On the

other hand, the initial channel estimates, which are estimated without JSI, can be refined

by using the JSI estimates as they become available during the later iterations.

Because the number of subcarriers is usually much larger than the product of the num-

ber of transmit antennas and the channel length (i.e.,N > PL), the estimation ofh(p,q)[m]

involves fewer unknowns than the estimation ofH(p,q)[m]. Therefore, for any transmit-

ted symbol, it suffices to estimate the parameters,{h(p,q)[m, l]} for l = 0, · · · , L − 1 and

p = 1, · · · , P, from the received signal at each antenna. Because both the received sig-

nal vector and the unknown channel vector are Gaussian distributed, the posterior density

function, f (h(q)|Y(q)), is also Gaussian distributed. Therefore, for each receive antenna

q ∈ {1, · · · ,Q}, the LSE and MMSE channel estimators can be derived as [117]

ĥ(q)
LS E[m] =

√
PN
Es

(
BHC−1

V [m]B
)−1

BH
(
C−1

V [m] Ỹ(q)[m]
)
; m ∈ P (42)
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and

ĥ(q)
MMS E [m]=

√
Es

PN

(
C−1

h +
Es

PN
BHC−1

V [m]B
)−1

BH
(
C−1

V [m] Ỹ(q)[m]
)
; m ∈ P , (43)

respectively, whereCh = E{h(q)[m]h(q)H[m]} is the covariance matrix of the zero-mean

channel-coefficient vector, and̃Y(q)[m] = s∗[m] Y(q)[m]. Because the AWGN-plus-PBNJ

signal is Gaussian distributed andC−1
V [m] is a diagonal matrix with diagonal elements

[
C[m, k]NJ/η +N0]

−1, the cost function for LSE channel estimation can be viewed as a

summation of weighted squares of different error elements. Thus, the maximum-likelihood

channel estimator is same as the weighted-LSE channel estimator given in (42). Finally,

the channel frequency response estimates are calculated asĤ(p,q)[m] = 1/
√

N F ĥ(p,q)[m],

whereĥ(p,q)[m] is eitherĥ(p,q)
LS E [m] or ĥ(p,q)

MMS E [m].

The noise covariance matrix depends on the jamming-signal variance and JSI as shown

in (39). Therefore,σ2
J = NJ/η and{C[m, k]}N−1

k=0 for m ∈ P must be estimated for accurate

channel estimation, especially whenη < 1.0. The average PBNJ psd (NJ) is blindly es-

timated by projecting the received signal vector onto the entire column space ofA[m] as

described later in Section 7.6.1. Because the jamming pattern over the subcarriers changes

randomly from symbol to symbol,{C[m, k]}N−1
k=0 has to be estimated during every symbol

position,m ∈ P ∪ D, for either channel estimation or chip combining. The hard or soft

JSI and corresponding noise covariance matrix, and thus, the channel coefficients, are iter-

atively estimated as described in Section 7.6.2.

Lemma 1: The LSE channel estimator exists, only if the following conditions on cyclic

delays are satisfied

0 ≤ dp ≤ N − L, ∀ p ∈ {1, 2, · · · , P};

|dp − dp−1| ≥ L, ∀ p ∈ {2, 3, · · · , P}. (44)

Proof: In order for the LSE channel estimator to exist,B must be full rank, i.e.,

rank[B] = PL when PL ≤ N. If N − L < dp < N or |dp − dp−1| < L, the columns of

B are no longer unique (independent); hence, the LSE channel estimator does not exist. As
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a consequence of the conditions given by (44), the number of transmit antennas must be

upper bounded byP ≤ ⌊N/L⌋, where⌊x⌋ denotes the largest integer less than or equal tox.

�

7.4.1 Mean Square Error (MSE)

The mean square errors of the LSE (or ML) and MMSE channel estimators can be ex-

pressed as [117]

MS ELS E =
N

EsL
tr

{(
BHC−1

V [m]B
)−1

}
(45)

and

MS EMMS E =
1

PL
tr

{(
C−1

h +
Es

PN
BHC−1

V [m]B
)−1}

, (46)

respectively, wheretr{·} denotes the trace of a matrix. The continuous full-band noise jam-

mer inflicts the worst BER to the receiver having jammer stateinformation [10]. Poor

channel estimates deteriorate the BER further. Therefore,minimizing the channel estima-

tion mean square errors under full-band noise jamming is an important feature of a robust

channel estimator operating under PBNJ. The following lemma specifies the conditions

that minimize the estimation mean square errors.

Lemma 2: Under full-band noise jamming (η = 1.0), the conditions of (44) on cyclic

delays also minimize the mean square errors of both the LSE and MMSE channel estima-

tors.

Proof: Under full-band noise jamming, the PBNJ-plus-AWGN covariance isCV [m] =

(σ2
J + N0) I N. So, the mean square errors associated with the LSE and MMSE channel

estimators, respectively, are

MS E (η=1.0)
LS E =

N
EsL

(σ2
J + N0) tr

{(
BHB

)−1
}

(47)

and

MS E (η=1.0)
MMS E =

1
PL

tr



(
C−1

h +
Es

PN
1

σ2
J + N0

BHB
)−1

 . (48)
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The mean square errors of the channel estimators will be minimized if BHB is diago-

nal [118]. When the cyclic delays applied for achieving transmit diversity satisfy the con-

ditions of (44), by using the auto-orthogonal property of the complex-quadratic spreading

sequences, we haveB(k)H B(l) = Nδkl, andBHB = N I N, whereδkl is Kronecker delta func-

tion. Thus, the conditions of (44) minimize the mean square errors for both the LSE and

MMSE channel estimators. �

Assuming that all the transmit and receive antenna pairs have the same channel delay

and power profiles, the minimum MSEs for LSE and MMSE estimators can be expressed

as

MS E (η=1.0)
LS E,min =

(
Es

σ2
J + N0

)−1

P (49)

and

MS E (η=1.0)
MMS E,min =

1
L

L−1∑

l=0

(
1

σ2
h[l]
+

Es

σ2
J + N0

1
P

)−1

, (50)

respectively, where the channel-coefficient variance associated withlth path isσ2
h[l] =

E{|h(p,q)[m, l]|2}. The analytical and simulated minimum MSEs of the LSE and MMSE

channel estimators under FBNJ are shown in Fig. 29 for a three-ray frequency-selective-

fading channel with delay profile 0, 1, 2 [Tc] and power profile 0,−3,−6 [dB].

7.5 Sufficient-Statistic Chip Combining

In our MC-CDMA system, the data symbols are spread in the frequency-domain and the

spread signals or chips are transmitted over the subcarriers. After removing the cyclic pre-

fix and applying DFT at the receiver, maximal-ratio combining (MRC) is used to combine

the signals received at different antennas for each subcarrier. After MRC, the frequency-

domain signals, associated with each data symbol, must be combined considering the chan-

nel’s frequency response (if necessary) and noise/jamming statistics of the corresponding

sub-channels, in addition to being multiplied by the complex conjugate of the frequency-

domain spreading sequence. We refer to this frequency-diversity combining or weighted
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Figure 29. Minimum mean square errors of LSE and MMSE channelestimators under full-band noise
jamming (Two transmit antennas,Es/N0 = 15 dB, three-tap channel).

despreading aschip combining. To calculate the chip-combining weights, different opti-

mization criteria, e.g., MRC, MMSE [8] [7] etc., are used. Inthis section, we use sufficient

statistics as the optimization criterion to determine the chip-combining weights.

Frequency domain JSI estimation and chip combining is necessary to suppress the

PBNJ signal effectively for the jamming-fraction rangeη = (0, 1.0]. When JSI is available

at the receiver, the worst case PBNJ is a full-band jammer, whereη = 1.0 [28]. The MRC

of different receive antenna signals, applied prior to chip combining, renders compensation

for the channel’s frequency selectivity unnecessary during chip combining, as will be evi-

dent from the derived sufficient-statistic chip-combining weights. Thus, for full-band noise

jamming, equal-gain chip combining is optimal since all thesubcarriers are jammed with

equal noise power. However, whenη < 1.0, the receiver can operate more efficiently (with

a smaller required minimumEb/NJ at a given BER) with JSI-assisted chip combining than
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equal-gain chip combining, whereEb is the average received energy per information bit.

The receivedkth subcarrier signal after removing the cyclic prefix and applying DFT at

each receive antenna can be expressed as

Y (q)[m, k] =

√
Es

P
H(q)[m, k] X[m, k] + C[m, k]J(q)[m, k] +W (q)[m, k] , (51)

whereC[m, k] ∈ {0, 1} is the JSI, andH(q)[m, k] =
∑P

p=1 H(p,q)[m, k] e− j2πkdp/N is the equiv-

alent channel response or frequency-domain channel coefficient at theqth receive antenna.

After maximal-ratio combining of the different receive-antenna signals, the output corre-

sponding to thekth subcarrier of themth symbol is

Y[m, k] =

√
Es

P
s[m]

Q∑

q=1

∣∣∣H(q)[m, k]
∣∣∣2 B[k] + J[m, k] +W[m, k] , (52)

wheres[m] (m ∈ P ∪ D) is the transmitted pilot or data symbol,B[k] is the frequency-

domain spreading chip associated with thekth subcarrier, and the contributions from PBNJ

and AWGN, respectively, areJ[m, k] = C[m, k]
∑Q

q=1 H(q)[m, k]∗J(q)[m, k] and W[m, k] =
∑Q

q=1 H(q)[m, k]∗W (q)[m, k]. Given the channel coefficients,J[m, k] andW[m, k] have zero-

mean Gaussian distributions with variances (dropping the symbol indexm from the nota-

tion)

σ2
Jk
=



0 , C[m, k] = 0

NJ

η

∑Q
q=1

∣∣∣H(q)[m, k]
∣∣∣2 , C[m, k] = 1

(53)

andσ2
Wk
= N0

∑Q
q=1

∣∣∣H(q)[m, k]
∣∣∣2 , respectively.

The maximal-ratio combined frequency-domain signals corresponding to each data

symbol, given in (52) for different subcarriers, are (chip-) combined, then demapped and

decoded. Considering the known frequency-domain spreading sequence, the chip combiner

output (input signal to the demapper) for themth data symbol can be expressed as

ŝ[m] =
N−1∑

k=0

ρ[m, k] B∗[k] Y[m, k]; m ∈ D , (54)

whereρ[m, k] is the chip-combining weight corresponding to thekth subchannel of themth

data symbol.
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Theorem: Under Gaussian distributed PBNJ and AWGN, for any data symbol, the chip-

combining weights that provide a sufficient statistic to the demapper are inversely propor-

tional to the AWGN-plus-jamming signal variance and do not depend on the channel’s

frequency response.

Proof: To derive the chip-combining weights, we begin with the log-likelihood ratio

(LLR) computation at the demapper. If the coded and bit-interleaved sequence correspond-

ing to themth symbol is denoted by{bi}log2 M−1
i=0 , the log-likelihood ratio ofa posteriori

probability ofbi generated by the demapper is [112]

L(bi) = log


p(bi = 1 | Y[m], {H(q)[m, k]}Q, N−1

q=1, k=0)

p(bi = 0 | Y[m], {H(q)[m, k]}Q, N−1
q=1, k=0)



= log



∑
s∈S:bi=1 p

(
Y[m] | s, {H(q)[m, k]}Q, N−1

q=1, k=0

)
p(s)

∑
s∈S:bi=0 p

(
Y[m] | s, {H(q)[m, k]}Q, N−1

q=1, k=0

)
p(s)

 , (55)

where the received signal vector associated with themth data symbol isY[m] = [Y[m, 0], · · · ,

· · · , Y[m,N − 1]]T , s ∈ S is the hypothetical data symbol, andS is the set of possible data

symbols. Let us consider the conditional likelihood function,p
(
Y[m] | s; {H(q)[m, k]}Q, N−1

q=1, k=0

)
,

where the equivalent channel coefficients{H(q)[m, k]}Q, N−1
q=1, k=0 are known, ands is the ran-

dom parameter of interest. After ignoring the irrelevant additive terms, the conditional

log-likelihood function, can be expressed as

log p
(
Y[m] | s, {H(q)[m, k]}Q, N−1

q=1, k=0

)
= −

N−1∑

k=0

log
[
π(σ2

Wk
+ σ2

Jk
)
]

−
N−1∑

k=0

1

σ2
Wk
+ σ2

Jk

∣∣∣∣∣∣∣
Y[m, k] −

√
Es

P

Q∑

q=1

∣∣∣H(q)[m, k]
∣∣∣2 B[k] s

∣∣∣∣∣∣∣

2

≈ 2

√
Es

P
Re




N−1∑

k=0

1

N0 + C[m, k] NJ

η

B∗[k] Y[m, k]

 s∗
 , (56)

whereRe[·] denotes the real part of a complex number. The hypotheticalparameter of inter-

est (s) must be coupled with the sufficient statistic but not with the original received signal

vector (Y[m]). Using Fisher’s factorization theorem [117] [119], the sufficient statistic for
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any data symbol is

T (Y[m]) =
N−1∑

k=0

1
N0 + C[m, k]NJ/η

B∗[k] Y[m, k], (57)

which must be provided to the demapper in order to evaluate appropriate likelihood func-

tions for calculating the LLR of the coded and interleaved bits. Considering the term inside

the summation of the sufficient statistic given in (57), the chip-combining weight for the

kth subcarrier has to be the part excluding the complex conjugate of the spreading chip,

B∗[k] and the received frequency-domain observed signal,Y[m, k]. Thus,

ρ[m, k] =
1

N0 +C[m, k]NJ/η
, (58)

which is inversely proportional to the AWGN-plus-jamming signal variance of the relevant

subcarriers. �

Note that the chip-combining weights, given in (58), do not depend on the frequency

selective channel response, because MRC of different receive antenna signals is applied for

each subcarrier prior to chip combining. Since the numerators of the weights are constant

for all the sub-carriers, we can simply say that the chip-combining weights are inversely

proportional to the AWGN-plus-PBNJ variance of the corresponding subcarriers. The de-

rived sufficient-statistic chip-combining weights also conform withthe maximal-ratio lin-

ear diversity combining weights presented in [25], where the MRC weights are proportional

to the rms of the signal component and inversely proportional to the average noise power

of the corresponding sub-channels.

The sufficient statistic,T (Y[m]), given in (57), satisfies the condition for equality in the

data processing inequality and preserves mutual information [120] as

I (s; Y[m]) = I (s;T (Y[m])) , (59)

whereI(s; Y[m]) denotes the mutual information between the random variable s and ob-

served vectorY[m], and I(s, t) is the mutual information between the random variabless
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andt. After optimal (sufficient-statistics sense) chip combining at the despreader,the input

signal to the demapper for themth data symbol is expressed as

ŝ[m] = T (Y[m]) =

√
Es

P

N−1∑

k=0

ρ[m, k]
Q∑

q=1

∣∣∣H(q)[m, k]
∣∣∣2 s[m] + J̃ + W̃; m ∈ D , (60)

where the chip-combining weight corresponding to thekth subchannel of themth data

symbol is

ρ[m, k] =



γ0 =
1

N0
, C[m, k] = 0

γ1 =
1

NJ/η+N0
, C[m, k] = 1

; m ∈ D, (61)

which depends on the corresponding JSI and jamming variance, NJ/η. Therefore, the JSI,

average jamming psd, and jamming fraction must be estimatedand exploited in chip com-

bining to pass the sufficient statistic to the demapper. The contributions from PBNJ and

AWGN at the despreader output areJ̃ =
∑N−1

k=0 ρ[m, k] B∗[k]J[m, k] andW̃ =
∑N−1

k=0 ρ[m, k]

B∗[k]W[m, k], respectively. Thus, the log-likelihood ratio (LLR) of the interleaved bits

computed by the soft demapper can be expressed in terms of thechip combiner output as

L(bi) = log



∑
s∈S:bi=1 exp

(
2
√

Es

P Re[ ŝ[m] s∗]
)

p(s)

∑
s∈S:bi=0 exp

(
2
√

Es

P Re[ ŝ[m] s∗]
)

p(s)


. (62)

For iterative demapping [112], the demapper uses the chip-combiner output as well as

the extrinsic information from previous iterations of the convolutional decoder [121] to

generateL(bi), which are then deinterleaved and fed to the convolutionaldecoder. The

chip-combiner output has a Gaussian distribution with varianceσ2 = σ2
J̃
+ σ2

W̃
. Given the

JSI, chip-combining weights, and channel coefficients, and i.i.d. Rayleigh-fading-channel

assumption, the AWGN-plus-PBNJ variance at the despreaderoutput is

σ2
W̃
+ σ2

J̃
=

N−1∑

k=0

ρ2[m, k]
Q∑

q=1

|H(q)[m, k]|2
(
N0 +C[m, k]

NJ

η

)
. (63)
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7.6 Jamming Parameter Estimation
7.6.1 Jamming Power Estimation

The average jamming-signal psd (NJ) is used in the channel and JSI estimators and also

in the chip combiner. Hence,NJ must be estimated before performing any channel or JSI

estimation. Because the JSI of the subcarriers is unknown atthis stage, direct estimation of

σ2
J =

NJ

η
is difficult. A subspace-based technique is proposed in [22] to estimate the SINR

for time division multiple access (TDMA) cellular systems.In [23], the interference-plus-

AWGN variance is estimated by projecting the received signal onto a single vector of the

left-null space of the matrix formed by the known training sequence or estimated data

symbols. In [24], the interference-plus-noise variance for TDMA systems is estimated by

projecting the received signal onto the entire signal subspace. The signal-projection (SP)

method [24] has less complexity, shorter estimation time, and smaller estimation error than

the other two methods.

In this Section, we apply the SP method that facilitates blind average jamming-signal

psd estimation for the MC-CDMA-CDD system. The channel and PBNJ-plus-AWGN sig-

nal vectors can be separated as shown in (41) for the alternative expression of the received

signal vector at theqth antenna. Let the column space (also known as range or signal

subspace) and left-null space of matrixB be denoted asR(B) andN(BT ), respectively.

If the conditions of Lemma 1 are satisfied, matrixB has full rank, i.e., dim(R(B)) =

PL and dim(N(BT )) = N − PL. For simplicity, let the cyclic delays bedp = (p −

1)L for p = 1, 2, · · · , P. From (40), the basis ofR(B) andN(BT ), respectively, are

1/
√

N
{
B(0),B(1), · · · ,B(PL−1)

}
and 1/

√
N

{
B(PL),B(PL+1), · · · ,B(N−1)

}
. If Ỹ(q)[m] is the pro-

jection ofY(q)[m] onto the entire left-null space then

E
[
‖ Ỹ(q)[m] ‖2

]
=

1
N

E


N−1∑

d=PL

∣∣∣〈B(d),Y(q)[m]〉
∣∣∣2


=
1
N

N−1∑

d=PL

E
[∣∣∣∣B(d)H

V(q)[m]
∣∣∣∣
2]

= (N − PL)(NJ + N0) , (64)
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where〈x, y〉 = xHy. Assuming thatN >> PL, the dimension ofN(BT ) is large compared

to the dimension of the signal subspace,R(B). Using the Pythagorean theorem, a computa-

tionally efficient expression for the PBNJ signal psd is obtained by projecting the received

signal vector ontoR(B) as

NJ =
1

N − PL
E

[
‖ Ỹ(q)[m] ‖2

]
− N0

=
1

N − PL

E
[
‖ Y(q)[m] ‖2

]
− 1

N

PL−1∑

d=0

E
[∣∣∣∣B(d)H

Y(q)[m]
∣∣∣∣
2] − N0. (65)

Thus, considering empirical averaging over multiple symbols of all receive antennas, the

average jamming-signal psd estimator becomes

N̂J =
1

(N − PL)Q|SI |
∑

m∈SI

Q∑

q=1

‖ Y(q)[m] ‖2 − 1
N

PL−1∑

d=0

∣∣∣∣B(d)H
Y(q)[m]

∣∣∣∣
2
 − N0 , (66)

whereSI is the set of symbol indexes over which averaging is performed.

The above jamming-signal psd estimator for the MC-CDMA-CDDsystem is more

power and bandwidth efficient, and it requires fewer number of computations than the

estimators for TDMA systems proposed in [23] and [24]. For TDMA system estimators,

B depends on the training sequence or estimated data symbols.Thus, either a training se-

quence is required or the basis ofR(B) has to be computed every timeB changes. However,

for the constant-envelope MC-CDMA-CDD system,B is constant, and orthonormalization

is not required, since the columns ofB are orthogonal spreading sequences. Therefore,

estimation ofNJ for the constant-envelope MC-CDMA-CDD system is computationally

less demanding and the estimation interval can be long enough to achieve very accurate

estimates without the loss of power and bandwidth. Figs. 30 and 31, respectively, show the

mean and variance of̂NJ for η = 1.0 (Es/NJ = 1 to 10 dB) andη = 0.6 (Es/NJ = -10 to 8

dB) with estimation intervals,|SI | = 32 and 128 symbols.

7.6.2 JSI Estimation for Channel Estimation

The JSI associated with the pilot symbols are iteratively estimated to update the noise co-

variance matrix necessary for pilot-assisted channel estimation as shown in (39), (42) and
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Figure 30. Average jamming power estimated using signal-projection method (2x2 MIMO, three-tap
channel, mobile velocity 90 km/h).

(43). The updated channel estimates are used for JSI estimation in the next iteration. Let

p(C[m, k] = c), c ∈ {0, 1}, be defined as thea posteriori probability of the JSI correspond-

ing to themth symbol andkth subcarrier, wherem ∈ P andk ∈ {0, 1, · · · ,N − 1}. The

jamming pattern, i.e., the set of subcarriers jammed changes independently from symbol

to symbol. Since the jamming signal is independent of the transmitted pilot symbol and

channel coefficients,p(C[m, k] = c) can be expressed as

p (C[m, k] = c) △ P
(
C[m, k] = c | Y[m, k], s[m], {H(q)[m, k]}Qq=1

)

∝ P
(
Y[m, k] | s[m],C[m, k] = c, {H(q)[m, k]}Qq=1

)
p(C[m, k] = c) , (67)
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Figure 31. Variance of N̂J using signal-projection method (2x2 MIMO, three-tap channel, mobile ve-
locity 90 km/h).

wheres[m], m ∈ P, is the known pilot symbol, andp(C[m, k] = c) is thea priori probabil-

ity thatC[m, k] = c for c ∈ {0, 1}. The conditional probability can be expressed as

P
(
Y[m, k] | s[m],C[m, k] = c, {H(q)[m, k]}Qq=1

)
=

1
πσ2

c

. exp


−

∣∣∣∣∣Y[m, k] −
√

Es

P

∑Q
q=1 |H(q)[m, k]|2 s[m]B[k]

∣∣∣∣∣
2

σ2
c


, (68)

where the variance ofY[m, k] given the channel coefficients is

σ2
c =

Q∑

q=1

|H(q)[m, k]|2


N0 ; c = 0

(N0 + σ
2
J) ; c = 1

. (69)
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The log-likelihood ratio ofC[m, k] for the ith iteration (i = 1, 2, · · · ) is

L(C(i)[m, k]) = log

[
p(C(i)[m, k] = 1)
p(C(i)[m, k] = 0)

]

= log


η̂(i)[m] β̂(i)

1 [m]

(1− η̂(i)[m]) β0

 +
∣∣∣∣∣
Y[m,k]√

Es
−

√
1
P

∑Q
q=1 |Ĥ(q)(i)[m, k]|2 s[m]B[k]

∣∣∣∣∣
2

∑Q
q=1 |Ĥ(q)(i)[m, k]|2

(β0 − β̂(i)
1 [m]); m ∈ P , (70)

where the iteratively estimated jamming fraction at theith iteration is ˆη(i)[m] = 1/N
∑N−1

k=0

Ĉ(i−1)[m, k] with η̂(1)[m] = 1 (assuming all subcarriers are equally likely to be jammed),

equivalent frequency-domain channel-coefficient estimates arêH(q)(i)[m, k] =
∑P

p=1 Ĥ(p,q)(i)

[m, k] e− j2πkdp/N, Ĥ(p,q)(i)[m, k] is the estimate of channel frequency response,β0 = Es/N0,

β̂
(i)
1 [m] = Es/(N0 + σ̂

2(i)
J [m]), andσ̂2(i)

J [m] = N̂J/η̂
(i)[m]. Thus, the hard-JSI at the end of the

ith iteration can be obtained aŝC(i)[m, k] = 0, if |Y[m, k]/
√

Es − 1/
√

P
∑Q

q=1 |Ĥ(q)(i)[m, k]|2

s[m]B[k]|2 < (
∑Q

q=1 |Ĥ(q)(i)[m, k]|2)/(β0− β̂(i)
1 [m]) log

[
((1− η̂(i)[m]) β0)/(η̂(i)[m] β̂(i)

1 [m])
]
; Ĉ(i)

[m, k] = 1, otherwise.

The channel and JSI estimators update each other as the new estimates are available.

During the initial (i = 1) pilot aided channel estimation, the JSI estimates of the corre-

sponding symbols (m ∈ P) are not available. Hence, all subcarriers are assumed jammed,

and the noise covariance matrix is approximated asĈ(1)
V [m] = (N̂J + N0) I N. Next, the ini-

tial channel estimates (Ĥ(p,q)(1)[m, k]) and the average PBNJ psd (N̂J) are used to perform

JSI estimation for the pilot symbols (m ∈ P). Once the JSI estimates are available, they

are used for updating the noise covariance matrix and subsequently for refining the chan-

nel estimates using (39) and (42) or (43). Given the hard- or soft-JSI estimates, the noise

covariance matrix for the next channel-estimation iteration is updated as

[
Ĉ(i+1)

V [m]
]

kk
=



N0 ; Ĉ(i)[m, k] = 0

σ̂
2(i)
J [m] + N0 ; Ĉ(i)[m, k] = 1

(71)

and

[
Ĉ(i+1)

V [m]
]

kk
= N0 p(C(i)[m, k] = 0) +

(
σ̂

2(i)
J [m] + N0

)
p(C(i)[m, k] = 1) , (72)
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respectively, which yields the channel estimates,ĥ(q)(i+1)[m], for m ∈ P at the (i + 1)th

iteration.

7.6.3 JSI Estimation for Data Detection

The JSI, associated with the data symbols (m ∈ D), is iteratively estimated by exploiting the

LLR of the coded bits provided by the convolutional decoder [121]. These JSI estimates are

used during chip combining. The decoded soft information (LLR) from the convolutional

decoder is interleaved and fed back to the JSI estimator as well as to the demapper [112].

Thus, blockwise despreading (JSI estimation and chip-combining using these JSI estimates

for each symbol in the codeblock), demapping and decoding are performed on the same set

of received signals. Reliable LLR from the decoder will enable the JSI estimator to achieve

refined JSI estimates for the data symbols as the iterations among the despreader, demapper,

and decoder progress. Similar as Chapter 6, we name this process as iterative despreading,

demapping, and decoding (IDDD). Moreover, upon whether thehard or soft values of the

estimated JSI are used in the frequency-domain chip combining at the despreader, we will

refer to this process as H-JSI-IDDD or S-JSI-IDDD, respectively. For the sake of simplicity,

the iteration superscript is omitted from the notation of the channel coefficients.

Let p(C[m, k] = c), c ∈ {0, 1}, be thea posteriori probability of the JSI associated with

thekth subcarrier of themth symbol, wherem ∈ D. Thenp(C[m, k] = c) can be expressed

as

p(C[m, k] = c) △ P
(
C[m, k] = c | Y[m, k], {H(q)[m, k]}Qq=1

)

∝
∑

s∈S
P

(
Y[m, k] | s,C[m, k] = c, {H(q)[m, k]}Qq=1

)
p(s) p(C[m, k] = c) , (73)

whereS denotes the set of all possible decoded symbols, the symbol probability, p(s) =
∏log2 M−1

i=0 P(bi), is calculated using the LLR of the bits from the convolutional decoder,

and{b(log2 M−1), · · · , b0} is the coded and bit-interleaved sequence associated with symbol,

s. Because of bit interleaving after error correction coding, the bits corresponding to any

symbol can be treated as being independent from each other. The LLR of the JSI atith
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IDDD iteration,i = 1, 2, . . . , can be derived as

L(C(i)[m, k]) = log

[
p(C(i)[m, k] = 1)
p(C(i)[m, k] = 0)

]

= log



∑
s∈S P

(
Y[m, k] | s,C(i)[m, k] = 1, {Ĥ(q)[m, k]}Qq=1

)
p(s(i−1))

∑
s∈S P

(
Y[m, k] | s,C(i)[m, k] = 0, {Ĥ(q)[m, k]}Qq=1

)
p(s(i−1))



+ L(C(i−1)[m, k]); m ∈ D , (74)

whereĤ(q)[m, k] =
∑P

p=1 Ĥ(p,q)[m, k] e− j2πkdp/N , and Ĥ(p,q)[m, k] is the channel frequency

response estimate for the data symbol position (m ∈ D) obtained by Wiener filtering of the

pilot position channel estimates.

In the derivation of (74),p(C[m, k] = c) andp(s) in (73) are replaced by the JSI prob-

ability, p(C(i−1)[m, k] = c), and decoded symbol probability,p(s(i−1)), respectively, which

are obtained from the previous (i − 1)-th IDDD iteration. The conditional probability of

the received signal,P
(
Y[m, k] | s,C[m, k] = c, {Ĥ(q)[m, k]}

)
, has the Gaussian distribution

given in (68) with variance given by

σ2
c =

Q∑

q=1

|Ĥ(q)[m, k]|2


N0 ; c = 0

N0 + σ̂
2(i)
J [m] ; c = 1

, (75)

where the estimates of the jamming-signal variance and jamming fraction used in theith

IDDD iteration areσ̂2(i)
J [m] = N̂J/η̂

(i)[m] and η̂(i)[m] = 1/N
∑N−1

k=0 Ĉ(i−1)[m, k], respectively,

with initial jamming fraction, ˆη(1)[m] = 1. The hard-JSI estimates at the end ofith IDDD

iteration are obtained aŝC(i)[m, k] = 0 if L(C(i)[m, k]) < 0; otherwiseĈ(i)[m, k] = 1.

Following JSI estimation in each IDDD iteration, we apply the soft-JSI estimates to cal-

culate the chip-combining weights, which we have named assoft-chip combining. While

conventional hard-JSI estimates (Ĉ[m, k] ∈ {0, 1}) only reveal the presence of a jamming

signal in a particular subchannel, the soft-JSI estimates (L(C[m, k])) bears the same infor-

mation with additional reliability information, which depends on the dominant jamming

signal. In the presence of perfect JSI (optimum case), the values of JSI,C[m, k] ∈ {0, 1},

are utilized to determine the optimum weights for combiningthe signals on different sub-

carriers, as shown in (54) and (61). In theith (i = 1, 2, · · · ) iteration of hard-JSI-based
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IDDD (H-JSI-IDDD), also in hard-JSI-based despreading before IDD, conventional hard-

JSI estimates,̂C(i)[m, k] ∈ {0, 1}, are used to calculate the chip combining weights as

ρ̂(i)[m, k] =



γ0 = 1
N0

, Ĉ(i)[m, k] = 0

γ̂
(i)
1 = 1

σ̂
2(i)
J [m]+N0

, Ĉ(i)[m, k] = 1
. (76)

The estimated JSI given by (74) is noisy. So, its intuitive that the use of soft-JSI es-

timates in the despreder will yield better performance. To calculate the chip-combining

weights, we propose anad hoc scheme by considering the probability of the random JSI.

Based on the available LLR of the JSI associated with each subcarrier at theith IDDD

iteration, we compute the average value ofρ[m, k] (soft-chip combining weight) as

ρ̂(i)[m, k] = γ0 p(C(i)[m, k] = 0)+ γ̂(i)
1 p(C(i)[m, k] = 1)

=
1

N0

1

1+ eL(C(i)[m,k])
+

1

σ̂
2(i)
J [m] + N0

1

1+ e−L(C(i)[m,k])
, (77)

whereγ0 = 1/N0 andγ1 = 1/(σ2
J +N0) are proportional to the ideal inverse noise variances

in the absence and presence of PBNJ, respectively. The soft-JSI-based combining weights

are then used for iterative weighted despreading (chip combining) as

ŝ(i)[m] =
N−1∑

k=0

ρ̂(i)[m, k] B∗[k] Y[m, k]; m ∈ D , (78)

where ˆs(i)[m] is the despreader output at the end of theith IDDD iteration. For soft-JSI-

based despreading, the variance of the AWGN-plus-PBNJ contributions at the despreader

output is calculated as

σ
2(i)
J̃+W̃

=

N−1∑

k=0

ρ̂2[m, k]
Q∑

q=1

|Ĥ(q)[m, k]|2
[
N0

1

1+ eL(C(i)[m,k])

+ (N0 + σ̂
2(i)
J [m])

1

1+ e−L(C(i)[m,k])

]
. (79)

7.7 Complexity Analysis

Table 2 shows the order of real number operations (multiplications and additions) required

for JSI estimation, pilot-assisted channel estimation, and chip combining for each symbol

102



Table 2. Computational Complexity - JSI-assisted Channel Estimation and Chip Combining
Function Number of operations

Pilot-assisted channel estimation O(2NP2L2 + P3L3 + 3P2L2)
JSI estimation for pilot-assisted channel estimation O(3N(2P + 1)Q)

JSI estimation for chip comb. O(3N((2P + 1)Q + 3M))
ĈV update or chip comb. weight calculation (soft JSI) O(5N)

Chip comb. O(10N)

and for each channel-estimation or IDDD iteration. We have not considered the complex-

ity resulting from channel interpolation, demapping, and LLR computation performed by

the decoder, since these functions are common to both the IDDand IDDD receivers. Be-

cause LSE and MMSE channel estimators have the same order of complexity, we have

presented a unified complexity count for the pilot-assistedchannel estimators. In measur-

ing the complexity of the channel estimators, we have exploited the symmetric property of

the matrix,G = BHC−1
V [m]B. Considering the cyclic delays at the transmit antennas or by

the channel, the elements ofG can be simplified as [G]l1,l2 =
∑N−1

k=0 [C−1
V [m]] k,k e j2πk(l1−l2)/N

for l1, l2 = 0, 1, . . . , PL−1. The exponential values,e j2πk(l1−l2)/N , can be read from a look up

table using the index (l1, l2), whereas the matrix elements, [CV [m]] k,k for k = 0, . . . ,N − 1,

are updated using the JSI estimates for the pilot symbols.

The IDDD receivers have same complexity as the IDD receivers, exceptiterative de-

spreading, where the JSI for the data symbols are iteratively estimated and used for iterative

chip combining. Therefore, the additional number of operations required for iterative de-

spreading (i > 1) of the IDDD receivers is approximatelyNid times of that required for the

only and initial despreading of the IDD receivers, whereNid denotes the extra number of de-

spreading performed in the IDDD receivers. The complexity,resulting from soft-JSI-based

covariance matrix update for channel estimation, or soft-JSI-based chip combining for data

detection, isO(5N), which is very small compared to the complexity of pilot-assisted chan-

nel estimation. In contrast, the complexity for weighted chip combining itself, excluding

calculation of the weights, isO(10N).
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7.8 Numerical Results and Discussions

Information bits are convolutional coded before being bit-interleaved, mapped, spread, and

cyclicly delayed. The code polynomials used for the 16-state recursive systematic encoder

areG1 = 21 andG2 = 37, having constraint length five. Considering the lemmas ofSection

7.4, the cyclic delays are selected asdp = (p − 1)L, p = 1, 2, · · · , P, which minimizes

the channel-estimation mean square errors under full-bandnoise jamming (FBNJ). In all

simulations, code blocks of 2048 bits, pilot insertion interval Nt = 9 symbols, code rate

Rc = 1/2, QPSK modulation, two transmit and two receive antennas are used. The pilot

and data symbols have identical power. The delay and power profiles of the time-varying

multipath-Rayleigh-fading channel are 0, 1, 2 [Tc] and 0,−3,−6 [dB], respectively. All

transmit and receive antenna pairs have the same channel power and delay profiles. The

channel model order and guard length areL = 3 andG = 3, respectively. Assuming

a dominant jammer, the symbol energy-to-AWGN ratio isEs/N0 = 15 dB. The carrier

frequency, bandwidth, and number of sucarriers arefc = 5 GHz,B f = 2 MHz, andN = 32,

respectively. Thus, the sampling period isTc = 0.5µs. We consider a time-varying channel

with mobile speed,v = 90 kmh (normalized Doppler rate,fdTs = 0.0073).

The channel and JSI estimators exchange and exploit each other’s outputs iteratively

for pilot positions,m ∈ P. Five iterations between the channel and JSI estimators are

performed (six channel estimation iterations including the initial one). The pilot-assisted

channel estimates are used to interpolate the channel estimates for the data symbol positions

(m ∈ D) using Wiener filtering [7], which is optimal in MMSE sense. Atotal of eight filter

taps are used for channel interpolation.

The characteristics of the proposed jamming estimator, especially, the knowledge about

η̂ is used to enhance the performance under PBNJ. Simulation results show that average ˆη

increases monotonically with the increase of true jamming fraction,η at anyEs/N0 and

Es/NJ . Because equal-gain combining is optimal only for FBNJ (η = 1.0) and errors occur

in JSI estimation resulting in ˆη < 1.0, the estimated jamming fraction is compared with
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Figure 32. Jamming estimator characteristics under full-band noise jamming: Average of η̂ with
MMSE and LSE channel estimation atEs/N0 = 15 dB for different Es/NJ (2x2 MIMO, three-tap chan-
nel, mobile velocity 90 km/h) [ηth: Jamming-fraction threshold].

a threshold,ηth to determine whether equal-gain or JSI-based chip combining should be

performed. The jamming-fraction threshold, which dependson Es/NJ andEs/N0, is the

empirical average of ˆη determined by simulation under FBNJ. Fig. 32 showsηth vs. Es/NJ

characteristic atEs/N0 = 15 dB. At higherEs/NJ , the jamming signal is weaker, and the

JSI is less likely to be detected accurately. Therefore, thehigherEs/NJ is, the smallerηth

is.

Figs. 33(a) and (b) show the BER for different signal-to-jamming ratios (SJR= Eb/NJ)

under FBNJ (η = 1.0) for different anti-jam receiver schemes with the LSE and MMSE

channel estimators, respectively. The dotted and solid lines correspond to the results using
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iterative demapping and decoding (IDD) and iterative despreading, demapping, and de-

coding (IDDD) receivers, respectively. The crosses and circles correspond to the receivers

using hard JSI (H-JSI) and soft JSI (S-JSI), respectively, for channel estimation as well as

chip combining. For the IDD receivers, chip combining is performed just once with either

perfect or the initial JSI estimates (hard-JSI or soft-JSI)before beginning iterative demap-

ping and decoding. For each curve, six IDD or IDDD iterationsare performed with six

channel estimation iterations including the initial one. The effective bit energy-to-jammer

noise ratio is defined asEb/NJ = Es/NJ · 1/(Rc log2(M)) · (N + G)/N · Nt/(Nt − 1). The

soft-JSI-based channel estimation and chip combining yields smaller BER than conven-

tional hard-JSI-based channel estimation and chip combining, and this effect is evident

both in IDD and IDDD receivers. At BER of 10−3, the gains of using soft-JSI over hard-

JSI are 1.24 and 1.19 dB for the IDD and IDDD receivers, respectively, with MMSEor

LSE channel estimation. The reason is the soft-JSI-based chip combining provides a more

improved SINR to the convolutional decoder [29] after demapping than the hard-JSI-based

chip combining does.

Figs. 33(a) and (b) also illustrate that under full-band noise jamming, the IDDD schemes

outperform the IDD schemes for the same type of JSI. With LSE channel estimation at BER

of 10−3, compared to the IDD schemes, the IDDD schemes have a performance gain of 0.51

and 0.46 dB with hard and soft JSI, respectively. With MMSE channel estimation at BER

of 10−3, the performance gains with hard and soft JSI are 0.40 and 0.34 dB, respectively.

The reason is that a more reliable JSI yields a larger SINR at the demapper output. In IDDD

schemes, the JSI is iteratively estimated using the LLR of the coded and interleaved bits

from the decoder. However, in IDD schemes, the JSI is estimated just once assuming that

all symbols are equally likely (i.e., the LLR of coded bits are zero). Since the initial JSI

estimates are not as reliable as those obtained during the later iterations of IDDD schemes,

the IDDD schemes achieve smaller BER than the IDD schemes.

The BER of the soft-JSI-based IDDD (S-JSI-IDDD) receiver with LSE and MMSE
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channel estimators is plotted in Fig. 34 for different jamming fractions. Under PBNJ with

η < 1.0, this type of receiver with MMSE channel estimation can operate more efficiently

(with smallerEb/NJ) than with LSE channel estimation. Since the quality of the JSI esti-

mates is commensurate with that of the channel estimates, the MMSE channel estimator is

more robust against PBNJ than the LSE channel estimator at different jamming fractions.

However, an exception occurs at higherEb/NJ under FBNJ, where the LSE channel esti-

mator yields slightly smaller BER than the MMSE channel estimator. The reasons are as

follow.

Both the LSE and MMSE channel estimators use the jamming variance (σ2
J = NJ/η)

estimates through the noise covariance matrix,CV [m] as shown in (42) and (43), respec-

tively. Given a fixedEb/NJ , the jamming signal in FBNJ is spread over the entire band-

width, which makes it harder to estimate the average jammingpsd,NJ , compared to the

narrowband case. So, the noise covariance estimates forη = 1.0 are less reliable than

the covariance estimates whenη < 1.0. The jamming variance estimates, under full-band

noise jamming, become even more unreliable with an increasein Eb/NJ, since the jamming-

signal power diminishes. The larger estimation error of PBNJ variance estimates at higher

Eb/NJ affects the MMSE channel estimator more than the LSE channel estimator because

of the presence of the channel covariance matrix (C−1
h ) as an additive term in the first set of

parentheses of the MMSE channel estimator given in (43). In LSE channel estimation, the

effect of PBNJ variance estimation error is alleviated due to the absence ofC−1
h in the first

set of parentheses and due to the presence ofC−1
V [m] as product in both the first (inverse)

and second (non-inverse) set of parentheses. Therefore, for η = 1.0, the LSE channel esti-

mator performs slightly better than the MMSE channel estimator atEb/NJ ≥ 5 dB. Fig. 35

shows the minimumEb/NJ required to guarantee BER≤ 10−4 for different values of the

jamming fraction with MMSE channel estimator.
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7.9 Summary

In this chapter, we have investigated joint iterative channel and jamming-parameter estima-

tion techniques for the constant-envelope MC-CDMA cyclic delay diversity system under

PBNJ. The jamming parameters included jammer state information and jamming-signal

variance. The weighted LSE and MMSE channel estimators are derived and constraints

on the cyclic delays are also identified to minimize the corresponding mean square errors

under full-band jamming. The signal-space projection-based power estimation technique

is applied to our system that works efficiently without training sequences or data symbol

decisions. The simple but elegant soft-JSI-based channel estimation and chip-combining

method enhances the SINR at the despreader output and outperforms conventional hard-

JSI-based channel estimation and chip combining. Our proposed iterative despreading,

demapping, and decoding (IDDD) receiver with soft-JSI-based MMSE channel estimation

and chip combining is robust against PBNJ with various jamming fractions. The soft-JSI-

based channel estimation and chip-combining technique canbe applied to any MC-CDMA

system operating under jamming or interference from other systems.
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Figure 33. BER with (a) LSE and (b) MMSE channel estimators for different receiver schemes under
full-band noise jamming (Six iterations,Eb/N0 = 15 dB, 2x2 MIMO, three-tap channel, mobile velocity
90 km/h). [Perf/H/S-JSI: Perfect/hard/soft jammer state information, IDD: Iterative demapping and
decoding, IDDD: Iterative despreading, demapping, and decoding]
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CHAPTER 8

JOINT EM CHANNEL AND COVARIANCE ESTIMATION WITH
SUFFICIENT-STATISTIC CHIP COMBINING FOR A SIMO

MC-CDMA ANTI-JAM SYSTEM

8.1 Overview

In the previous two chapters, we have shown that chip combining with appropriate de-

spreading weights can mitigate jamming in an MC-CDMA systemwhere each symbol

is spread in the frequency domain [43]. In Chapter 7, we have estimated the jammer

state information (JSI) and used the JSI estimates for channel estimation and chip com-

bining [44, 45] for the constant-envelope anti-jam MC-CDMA-CDD system. In addition

to the JSI, these chip-combining and channel-estimation techniques required knowledge of

the individual AWGN and jamming-signal variances for each subcarrier [27,28]. However,

estimation of the JSI increases the computational complexity of the receiver, and obtain-

ing accurate estimates of the AWGN variance in the presence of a jamming signal, or vice

versa, is difficult. Hence, it is desirable to design an anti-jam receiver that does not re-

quire knowledge of the JSI and individual variances of AWGN and jamming signal on each

subcarrier for the purposes of channel estimation and chip combining.

This chapter considers joint estimation of the single-input multiple-output (SIMO)

channel coefficients and AWGN-plus-jamming covariance for a convolutional-coded single-

user MC-CDMA system operating on a slowly time-varying multipath-Rayleigh-fading

channel with partial-band noise jamming (PBNJ). We apply a code-aided expectation-

maximization (EM) algorithm [122] to derive the estimators[46, 47]. The initial EM it-

eration uses pilot-assisted estimates. However, the laterEM iterations use pilot symbols as

well as the log-likelihood ratios (LLR) of the coded and channel-interleaved bits provided

by the decoder. An expectation-maximization algorithm forsemi-blind channel estimation

of single-input multiple-output flat-fading channels in spatially-correlated noise is studied
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in [123] for a single-carrier system. However, the paper does not consider the presence of

a jamming signal that occupies some or all the system bandwidth in an on-off fashion.

So far we have only considered the constant-envelope MC-CDMA system using cyclic

delay diversity. In this chapter, we consider a generic MC-CDMA system that does not

employ any transmit diversity. However, we consider multiple receive antennas because

receive diversity provides robustness against jamming andfading channel. The sufficient-

statistic chip combiner introduced in Chapter 7 guaranteesno loss of information in the

soft output generated by the demapper. Hence, we use the sufficient-statistic chip com-

biner where the chip-combining weights are inversely proportional to the AWGN-plus-

PBNJ variances of the corresponding subcarriers. At each iteration, the estimates of chan-

nel coefficients and AWGN-plus-PBNJ variance associated with each subcarrier are used

for either sufficient-statistic chip combining or minimum mean square error (MMSE) chip

combining, which is widely used in MC-CDMA systems [7]. In our approach, the channel

estimator or the chip combiner only requires the AWGN-plus-PBNJ power of each subcar-

rier to suppress jamming. Therefore, significant complexity reduction is achieved because

the receiver does not need to estimate the JSI and individualvariances of the AWGN and

PBNJ on each subcarrier. We consider a single-user rather than a multiuser scenario in

order to observe the efficacy of the estimators and chip combiner over the EM iterations,

rather than to observe the soft interference cancellation performance in a multiuser sce-

nario. The performance of the estimators is verified with both the MMSE and sufficient-

statistic chip-combining techniques, to illustrate the sensitivity of these two different types

of chip combining to estimation errors. Simulation resultsshow that the sufficient-statistic

chip combiner always offers smaller bit-error rate (BER) than the minimum mean square

error (MMSE) chip combiner provided that reliable estimates of the channel impulse re-

sponse and AWGN-plus-PBNJ covariance are available.

The remainder of this chapter is organized as follows. Section 8.2 describes the sig-

nal and system model including the generic MC-CDMA transmitter and receiver, channel
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model, and jamming signal model. Section 8.3 briefly reviewspilot-assisted channel esti-

mation. The proposed joint channel and covariance estimator is presented in Section 8.4,

and the optimum chip combiner (in a sufficient statistic sense) is revisited in Section 8.5

for the generic MC-CDMA system. Section 8.6 presents some simulation results and Sec-

tion 8.7 concludes the chapter.

8.2 Signal and System Model
8.2.1 MC-CDMA Transmitter and Receiver

Fig. 36 depicts a convolutional-coded MC-CDMA transmitterwith N subcarriers. Informa-

tion bits are coded, channel interleaved, and mapped toM-ary phase shift keying (MPSK)

data symbols before spreading and converting to MC-CDMA symbols. In the follow-

ing we shall use the termMC symbol to refer to an MC-CDMA symbol. Fig. 37 shows
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the frame structure. The frames are formed by multiplexingMp common control phys-

ical channel (CCPCH) andMd dedicated physical channel (DPCH) MC symbols. Each

CCPCH MC symbol carriesNp pilot symbols for training purposes and/or other control

signals. On the other hand, themth (m ∈ {Mp, · · · , Mp + Md − 1}) DPCH MC symbol of

a frame is formed by spreadingJ data symbols{a[m, 0], · · ·a[m, J − 1]}. Spreading of the

jth data symbol associated with themth MC symbol yields the frequency-domain signal

a[m, j] × {B[0], · · · , B[Ns − 1]} for j ∈ {0, 1, · · · , J − 1}, where the spreading sequence is

B = [B[0], · · · , B[Ns − 1]]T , andNs = N/J is the spreading factor.

The frequency block-interleaverΠ f ( j, s) ( j = 0, · · · , J − 1 and s = 0, · · · ,Ns − 1)

permutes the MC symbols over the system bandwidth to exploitthe frequency diversity of

the channel. Thus, the signal transmitted on thek j,sth subcarrier of themth MC symbol

is X[m, k j,s] =
√

Es/Ns a[m, j]B[s], where k j,s = Π f ( j, s) ∈ {0, 1, · · · ,N − 1} for j =

0, 1, · · · , J − 1 ands = 0, 1, · · · ,Ns − 1. Applying the inverse discrete Fourier transform

(IDFT), the frequency-domain signal is transformed into the time domain signal as

x[m, n] =

√
Es

Ns

J−1∑

j=0

Ns−1∑

s=0

a[m, j]B[s] e j2πk j,s n/N ; n = 0, 1, · · · ,N − 1 , (80)

whereEs is the average received symbol energy. A cyclic prefix or guard interval of length

GTc is appended [108] to facilitate frequency-domain equalization at the receiver, where

Tc is the time domain chip duration equal to the sampling period. The guard interval is

assumed to be greater than or equal to the maximum excess delay of the channel. Thus,

the MC symbol period and frame length areT = (N + G)Tc and T f = (Mp + Md)T ,

respectively. The receiver with channel and covariance estimators, and chip combiner is

shown in Fig. 38.

8.2.2 Channel Model

We consider a slow multipath-Rayleigh-fading channel. Thechannel incorporates the

transmit filter, propagation channel, and receive filter. Considering any receive antenna
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q ∈ {1, · · · ,Q}, whereQ is the number of receive antennas, the discrete channel fre-

quency response corresponding to thekth subcarrier of themth MC symbol isH(q)[m, k] =
∑L−1

l=0 h(q)[m, l] e− j2πkl/N for k = 0, 1, · · · ,N − 1, whereL is the number of channel taps,

andh(q)[m, l] is a zero mean complex Gaussian distributed channel coefficient associated

with the lth (l = 0, 1, · · · , L − 1) path between the transmit andqth receive antenna. We

consider spatially uncorrelated channels. The frequency-response vector corresponding to

theqth receive antenna isH(q)[m] = F h(q)[m], where the elements of the DFT matrix are

[F]k,l = e− j 2πkl
N for k = 0, 1, · · · ,N−1 andl = 0, 1, · · · , L−1; h(q)[m] = [h(q)[m, 0], h(q)[m, 1],

· · · , h(q)[m, L − 1]]T ; andH(q)[m] = [H(q)[m, 0],H(q)[m, 1], · · · , H(q)[m,N − 1]]T .

8.2.3 Jamming Signal Model

Like the previous chapters, the partial-band jammer transmits a jamming signal continu-

ously with a power ofPJ watts over a bandwidthηB f Hz, whereB f is the signal bandwidth

andη is the fraction of bandwidth jammed (also called jamming fraction), hence,η ∈ (0, 1].

The average power spectral density of the jammer isNJ = PJ/B f . The power spectral den-

sity (PSD) of the jammer in the jammed frequency band isNJ/η and zero in the unjammed

band [28]. After removing the cyclic prefix and applying a DFT, the frequency-domain
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signal at theqth receive antenna of themth (m = 0, · · · , Mp + Md − 1) MC symbol is

Y (q)[m, k] =
L−1∑

l=0

h(q)[m, l] X[m, k] e− j2πkl/N +C[m, k]J(q)[m, k] +W (q)[m, k] , (81)

where theW (q)[m, k] are independent identically distributed (i.i.d.) AWGN samples having

zero mean and varianceN0, C[m, k] ∈ {0, 1} is the JSI associated with thekth subcarrier of

themth MC symbol, andJ(q)[m, k] is the i.i.d. Gaussian jamming signal at theqth receive

antenna having zero mean and varianceσ2
J = NJ/η. The JSIC[m, k] = 1 when thekth

subcarrier of themth symbol is jammed, andC[m, k] = 0 otherwise. For simplicity of

analysis, it is assumed that each subchannel is either completely jammed or not at all.

8.3 Pilot-Assisted Channel Estimation

Pilot-assisted channel estimates provide the initial channel estimates for the first EM it-

eration (µ = 0). The unknown covariance matrices for the CCPCH MC symbols(m =

0, · · · , Mp − 1) are assumed to beCV [m] = I N during the initial channel estimation, where

I N denotesN×N identity matrix. Because the number of subcarriers is usually much larger

than the number of discrete channel taps (i.e.,N ≫ L), the estimation ofh(q)[m] involves

fewer unknowns than the estimation ofH(q)[m]. Therefore, for any transmitted pilot sym-

bols over the CCPCH, it suffices to estimate the parameters{h(q)[m, l]}L−1
l=0 from the received

signal at each antenna.

The signals received on the different subcarriers at any receive antennaq can be ar-

ranged in a column vector as follows

Y(q)[m] =
[
Y (q)[m, 0], Y (q)[m, 1], · · · , Y (q)[m,N − 1]

]T

= A[m] h(q)[m] + V(q)[m] , (82)

whereh(q)[m] = [h(q)[m, 0], h(q)[m, 1], · · · , h(q)[m, L − 1]]T is the channel-coefficient vector,

V(q)[m] =
[
V (q)[m, 0],V (q)[m, 1], · · · · · · ,V (q)[m,N − 1]

]T
is the AWGN-plus-PBNJ vector

with V (q)[m, k] = C[m, k]J(q)[m, k] +W (q)[m, k], A[m] = D[m]F, andD[m] = diag(X[m, 0],

· · · , X[m,N−1]) is anN×N matrix that depends on the pilot (or data) symbols. Because the
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AWGN and PBNJ signals are spatially and temporally uncorrelated random processes, for

themth MC-CDMA symbol, the AWGN-plus-PBNJ signal vector (V(q)[m]) at any receive

antenna q has zero mean and covariance

CV [m] = E
[
V(q)[m]V(q)H

[m]
]

= diag (CV [m, 0], · · · ,CV [m,N − 1])

=
NJ

η



C[m, 0] 0 · · · 0

0 C[m, 1] · · · 0
...

...
. . .

...

0 0 · · · C[m,N − 1]



+ N0 I N , (83)

whereCV [m, k] = E[|V (q)[m, k]|2] = NJ

η
C[m, k] + N0 is thekth (k = 0, · · · ,N − 1) diagonal

element ofCV [m], and E[ · ] denotes expectation. The JSI pattern,{C[m, k]}N−1
k=0 , varies

randomly over the MC symbols. Therefore,CV [m] is different for different MC symbols

since the set of jammed subcarriers changes randomly.

By arranging the frequency-domain signals from different received antennas in a col-

umn vector, we obtain

Y[m] =
[
Y(1)T [m],Y(2)T [m], · · · ,Y(Q)T

[m]
]T

= S[m] h[m] + V[m] , (84)

where the channel-coefficient and AWGN-plus-PBNJ vectors associated with all receive

antennas of themth MC-CDMA symbol areh[m] = [h(1)T [m], · · · , h(Q)T [m]]T , V[m] =

[V(1)T [m], · · · , V(Q)T [m]]T , and theQN × QL matrix,S[m], is defined as

S[m] =



A[m] 0 · · · 0

0 A[m] · · · 0
...

...
. . .

...

0 0 · · · A[m]



. (85)

Because AWGN and jamming signal are spatially uncorrelated, the covariance ofV[m] is
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a QN × QN matrix given as

C̃V [m] = E
[
V[m]VH[m]

]

=



CV [m] 0 · · · 0

0 CV [m] · · · 0
...

...
. . .

...

0 0 · · · CV [m]



. (86)

To derive the channel estimator, we assume that the channel is quasi-static over a frame,

i.e., h[m] ≈ h for m = 0, 1, · · · , Mp + Md − 1, but later we will dispense this assumption

when evaluating its performance. The frequency-domain signal vectors (given in (84))

corresponding to the CCPCH MC symbols can be arranged in a column vector as

Y p = Sph + V p , (87)

whereY p = [YT [0], . . . , YT [Mp − 1]]T , Sp = [ST [0], . . . , ST [Mp − 1]]T , andV p = [VT [0],

· · · , VT [Mp − 1]]T with covariance,CVp = diag (C̃V [0], · · · , C̃V [Mp − 1]). Because the

AWGN-plus-PBNJ signal is Gaussian distributed andC−1
V [m] is diagonal with diagonal

elements
[
C[m, k] NJ

η
+ N0

]−1
, the maximum-likelihood (ML) channel estimator can be de-

rived by maximizing the log-likelihood function,Λ
(
h̃
)
= log p

(
Y p | Sp, h̃

)
with respect

to the channel vector̃h(q). For the initial EM iteration (µ = 0), the unknown covariance

is assumed asCVp = I NQMp. Thus, the maximum-likelihood channel estimator is obtained

as [117]

ĥML =
(
Sp

HSp

)−1
Sp

H Y p . (88)

Simplifying (88), we derive at the ML channel-estimate vector for theqth (q ∈ {1, 2, . . . ,Q})

receive antenna as

ĥ(q)
ML =

F
H


Mp−1∑

m=0

DH[m]D[m]

 F



−1

FH


Mp−1∑

m=0

DH[m] Y(q)[m]

 . (89)
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8.4 Joint Channel and Covariance Estimation
8.4.1 EM Principle

Expectation-maximization algorithm [122] provides a systematic-iterative method to find

the maximum-likelihood estimates when the signal model canbe formulated in terms of

complete (unobserved) and incomplete (observed) data. Let us denote the complete and

incomplete data asz andy, respectively. The hypothetical complete data space must be

larger than the observed data space and related by some many-to-one mapping asy = f (z).

Let θ be the parameter set to be estimated from the observationy.

First, a complete data set is obtained, andθ is initialized with a feasible estimatêθ(0).

Then, for any iterationµ > 0, the following two steps are iterated:

• Step 1: Expectation of the log-likelihood function of the complete data given the

observation and current estimate ofθ with respect to the complete data space yields

Q
(
θ|θ̂(µ)

)
= Ez

[
log p (z|θ) | y, θ̂(µ)

]
(90)

• Step 2: Maximization ofQ
(
θ|θ̂(µ)

)
with respect toθ to find the new estimate

θ̂(µ + 1) = arg max
θ

Q
(
θ|θ̂(µ)

)
(91)

Dempster [122] proved that given a good initial estimateθ̂(0), the EM algorithm always

converges. Therefore, the incomplete data log-likelihoodfunction given the estimates is

nondecreasing with each EM iteration, i.e.,

p
(
y | θ̂(µ + 1)

)
≥ p

(
y | θ̂(µ)

)
. (92)

8.4.2 Iterative Channel and Covariance Estimation

The incomplete or observed data is obtained by organizing the frequency-domain received

signal vectors associated with a frame in a column vector as

Y = [YT [0], . . . ,YT [Mp − 1],YT [Mp], . . . ,YT [Mp + Md − 1]]T

= S h + V , (93)
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where the channel-coefficient vector ish = [h(1)T , . . . , h(Q)T ]T , S = [ST [0], . . . , ST [Mp −

1],ST [Mp], . . . , ST [Mp + Md − 1]]T , and the AWGN-plus-PBNJ vector isV = [VT [0], . . . ,

VT [Mp − 1], VT [Mp], . . . , VT [Mp + Md − 1]]T with covariance matrixCV = diag (C̃V [0],

. . . , C̃V [Mp − 1], C̃V [Mp], · · · , C̃V [Mp + Md − 1]).

We are interested in estimating the channel vectorh and the diagonal elements of the

covariance matrix{CV [m]}Mp+Md−1
m=0 . Letθ = {h,CV} be the set of parameters to be estimated.

The EM algorithm starts with an initial estimateθ̂(0) = {ĥML, I NQ(Mp+Md)}. We choose the

complete data set asz = [Y,X], where the transmitted frequency-domain signal vector

corresponding to the frame isX = [XT [0], · · · ,XT [Mp−1],XT [Mp], · · · · · · ,XT [Mp+Md−

1]]T , and the signal vector transmitted over the subcarriers during themth MC symbol is

X[m] = [X[m, 0], · · · , X[m,N − 1]]T .

SinceX andθ are independent

p (z|θ) ∝ p (Y| X, θ) (94)

and the expectation function in (90) at iterationµ becomes

Q
(
θ|θ̂(µ)

)
= EX

[
log p (Y|X, θ) | Y, θ̂(µ)

]

∝ − log |CV | − tr
{
C−1

V Σ
}
, (95)

where | · | and tr{·} denote the determinant and trace of a matrix, respectively,andΣ is

defined as

Σ = EX

[
(Y − Sh) (Y − Sh)H | Y, θ̂(µ)

]
. (96)

Maximizing Q
(
θ|θ̂(µ)

)
with respect toCV yields

CV = Σ. (97)

Substituting (97) in (95) yields

Q
(
θ|θ̂(µ)

)
= − log |Σ| − NQ(Mp + Md) , (98)
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which does not depend on the covariance and is a function ofh only. Now, maximizing

Q
(
θ|θ̂(µ)

)
with respect toh yields the new channel estimate

ĥ(µ + 1) =
(
SHS(µ)

)−1
SH(µ) Y , (99)

whereSHS(µ) = EX

[
SHS | Y, θ̂(µ)

]
, andS(µ) = EX

[
S | Y, θ̂(µ)

]
. By substituting the expres-

sions forS, thusA[m], in (99), the new channel-coefficient estimates for theqth antenna

(q = 1, . . . ,Q) is derived as

ĥ(q)(µ + 1) =

F
H

Mp+Md−1∑

m=0

DH[m]D[m] F



−1

FH

Mp+Md−1∑

m=0

DH[m] Y(q)[m] (100)

D[m] = diag
(
X[m, 0], · · · , X[m,N − 1]

)
,

DH[m]D[m] = diag
(
|X[m, 0]|2, · · · , |X[m,N − 1]|2

)
,

whereX[m, k j,s] =
√

Es

Ns
B[s] EX

[
a[m, j] | Y, θ̂(µ)

]
for k j,s ∈ {0, · · · , N −1}, and|X[m, k j,s]|2

=
Es

Ns
|B[s]|2 EX

[
|a[m, j]|2 | Y, θ̂(µ)

]
. Thea posteriori expectations are performed using the

LLR from the convolutional decoder as

EX

[
a[m, j]|Y, θ̂(µ)

]
=

∑

a∈A
a Pr

(
a[m, j] = a|Y, θ̂(µ)

)
,

EX

[
|a[m, j]|2|Y, θ̂(µ)

]
=

∑

a∈A
|a|2 Pr

(
a[m, j] = a|Y, θ̂(µ)

)
, (101)

whereA denotes the set of all hypothetical decoded symbols,Pr

(
a[m, j] = a|Y, θ̂(µ)

)
=

∏log2 M−1
i=0 Pr(bi|Y, θ̂(µ)) is thea posteriori symbol probability, and{b(log2 M−1), · · · , b0} is

the coded and bit-interleaved code-bit sequence associated with symbola. Because of bit

interleaving after error-correction encoding, the code bits corresponding to any symbol

can be treated as being independent from each other. Thus, the new channel-frequency-

response estimates are calculated asĤ(q)(µ + 1) = F ĥ(q)(µ + 1) for q = 1, · · · ,Q.

Given the new channel estimates, the AWGN-plus-PBNJ covariance,CV given in (97),

corresponding to all the MC symbols in a frame can be expressed as

ĈV(µ + 1) = EX

[(
Y − Sĥ(µ + 1)

) (
Y − Sĥ(µ + 1)

)H
| Y, θ̂(µ)

]
. (102)
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We need to estimate the diagonal elements of the covariance matrices,{CV [m]}Mp+Md−1
m=Mp

given in (83), for calculating the chip-combining weights as explained later in Section

8.5. Since the matricesCV and{C̃V [m]}Mp+Md−1
m=0 are diagonal, from (102), the AWGN-plus-

PBNJ covariance estimate for any receive antennaq ∈ {1, 2, . . . ,Q} for themth MC-CDMA

symbol is

ĈV [m](µ + 1) = EX

[(
Y(q)[m] − D[m] Ĥ(q)(µ + 1)

) (
Y(q)[m] − D[m] Ĥ(q)(µ + 1)

)H | Y, θ̂(µ)
]
.

(103)

The above expectation is conditioned onY and θ̂(µ) = {ĥ(µ), ĈV(µ)}, both of which in-

clude the received signals and channel coefficients, respectively, associated with all the

receive antennas. The AWGN-plus-PBNJ covariance during a particular MC symbol pe-

riod is same for all the receive antennas. Therefore, the newestimates ofCV [m] can be

approximated as

ĈV [m](µ + 1) ≈ 1
Q

Q∑

q=1

(
Y(q)[m] − D[m] Ĥ(q)(µ + 1)

) (
Y(q)[m] − D[m] Ĥ(q)(µ + 1)

)H
.(104)

Note that the above channel and covariance estimators givenin (100) and (104), respec-

tively, do not require the knowledge of the JSI and the individual variances of the AWGN

and jamming signal.

8.5 Sufficient-Statistic Chip Combining

The chip combiner presented in this section is the same as thesufficient-statistic chip com-

biner presented in Chapter 7. However, we revisit the topic in the context of the MC-CDMA

system shown in Fig. 36. Thekth received subcarrier signal after removing the cyclic prefix

and applying a DFT at each receive antenna is given in (81). After maximal-ratio combin-

ing (MRC) of the different receive-antenna signals, the output corresponding to thek j,sth

(k j,s = 0, · · · ,N − 1) subcarrier of themth DPCH MC symbol is

Y[m, k j,s] =

√
Es

Ns

Q∑

q=1

∣∣∣H(q)[m, k j,s]
∣∣∣2 a[m, j]B[s] + J[m, k] +W[m, k] , (105)

where the data symbols{a[m, j]}J−1
j=0 are transmitted over the subcarriers during themth

MC symbol, and the contributions from PBNJ and AWGN are, respectively, J[m, k j,s] =
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C[m, k j,s]
∑Q

q=1 H(q)∗[m, k j,s] J(q)[m, k j,s] and W[m, k j,s] =
∑Q

q=1 H(q)∗[m, k j,s] W (q)[m, k j,s].

Given the channel coefficients,J[m, k j,s] andW[m, k j,s] are zero-mean Gaussian distributed

with variances (dropping the MC symbol indexm from notations)

σ2
Jk j,s

=



0 , C[m, k j,s] = 0

NJ

η

∑Q
q=1

∣∣∣H(q)[m, k j,s]
∣∣∣2 , C[m, k j,s] = 1

(106)

andσ2
Wk j,s
= N0

∑Q
q=1

∣∣∣H(q)[m, k j,s]
∣∣∣2 , respectively.

The maximal-ratio combined signals in (105) for the different subcarriers are (chip)

combined, then demapped and decoded. If the frequency-domain MRC output vector

associated with thejth data symbol of themth MC symbol isY j[m] = [Y[m, k j,0], . . . ,

Y[m, k j,Ns−1]]T , and the coded and bit-interleaved sequence correspondingto the same data

symbol is denoted by{bi}log2 M−1
i=0 , then the LLR ofa posteriori probability (APP) ofbi gen-

erated by the demapper is [112]

L(bi) = log

[
p(bi = 1 | Y j[m], θ)

p(bi = 0 | Y j[m], θ)

]

= log



∑
a∈A:bi=1 p

(
Y j[m] | a, θ

)
p(a)

∑
a∈A:bi=0 p

(
Y j[m] | a, θ

)
p(a)

 , (107)

wherea ∈ A is the hypothetical data symbol, andA is the set of all possible data symbols.

In the following, we show that under Gaussian distributed PBNJ and AWGN, the chip-

combining weights that provide a sufficient statistics to the demapper are inversely pro-

portional to the AWGN-plus-PBNJ variance [44, 45]. To determine the chip-combining

weights necessary for calculating appropriate LLRs at the demapper (from an information

theoretic perspective), consider the conditional likelihood functionp
(
Y j[m] | a, θ

)
, where

the parameter setθ and the symbol (random parameter of interest)a are known. After
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ignoring the irrelevant terms, the conditional log-likelihood function, can be expressed as

log p
(
Y j[m] | a, θ

)
= −

Ns−1∑

s=0

log
[
π(σ2

Wk j,s
+ σ2

Jk j,s
)
]

−
Ns−1∑

s=0

1

σ2
Wk j,s
+ σ2

Jk j,s

∣∣∣∣∣∣∣
Y[m, k j,s] −

√
Es

Ns

Q∑

q=1

∣∣∣H(q)[m, k j,s]
∣∣∣2 B[s] a

∣∣∣∣∣∣∣

2

∝ 2

√
Es

Ns
Re




Ns−1∑

s=0

1

N0 +C[m, k j,s]
NJ

η

B∗[s] Y[m, k j,s]

 a∗
 , (108)

whereRe[·] denotes the real part of a complex number. The hypotheticalparameter of

interest (a) must be coupled with the sufficient statistic but not with the observation vec-

tor (Y j[m]). Using Fisher’s factorization theorem [117] [119], the sufficient statistic for

any data symbol isT (Y j[m]) =
∑Ns−1

s=0
1

N0+C[m,k j,s ]
NJ
η

B∗[s] Y[m, k j,s] =
∑Ns−1

s=0
1

CV [m,k j,s ]
B∗[s]

Y[m, k j,s], which must be provided to the demapper in order to evaluateappropriate like-

lihood functions for calculating the LLR of the coded and interleaved bits. The sufficient

statisticT (Y j[m]) satisfies the condition for equality in the data processing inequality and

preserves mutual information [120] as

I
(
a; Y j[m]

)
= I

(
a;T (Y j[m])

)
, (109)

whereI(s; Y j[m]) denotes the mutual information between the random variable a and ob-

served vectorY j[m], and I(a, t) is the mutual information between the random variables

a and t. Thus, the optimum (sufficient statistic sense) chip combining weights must be

inversely proportional to the AWGN-plus-PBNJ variance of the relevant subcarriers.

After chip combining at the despreader, the input signal to the demapper for thejth data

symbol of themth MC symbol is becomes

â[m, j] = T (Y j[m]) =
Ns−1∑

s=0

ρ[m, k j,s] B∗[s] Y[m, k j,s]

=

√
EsN
Ns

Ns−1∑

s=0

ρ[m, k j,s]
Q∑

q=1

∣∣∣H(q)[m, k j,s]
∣∣∣2 a[m, j] + J̃[m, j] + W̃[m, j] ,(110)

where the contributions from PBNJ and AWGN at the despreaderoutput areJ̃[m, j] =
∑Ns−1

s=0 ρ[m, k j,s] B∗[s]J[m, k j,s] andW̃[m, j] =
∑Ns−1

s=0 ρ[m, k j,s]B∗[s]W[m, k j,s], respectively.
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The optimal (sufficient statistic sense) chip-combining weight corresponding to thek j,sth

subchannel of themth MC symbol is

ρ[m, k j,s] =
1

CV [m, k j,s]
. (111)

Therefore, the AWGN-plus-PBNJ covariance matrix must be estimated and exploited in

chip combining to pass the sufficient statistic to the demapper. The LLR of the interleaved

bits that is computed by the soft demapper can be expressed interms of the chip combiner

output as

L(bi) = log



∑
a∈A:bi=1 exp

(
2
√

Es

Ns
Re[â[m, j] a∗]

)
p(a)

∑
a∈A:bi=0 exp

(
2
√

Es

Ns
Re[â[m, j] a∗]

)
p(a)


. (112)

For iterative demapping [112], the demapper uses the chip-combiner output as well as

the extrinsic information from previous iterations of the convolutional decoder [121] to

generate theL(bi), which are then deinterleaved and fed to the convolutionaldecoder. The

chip-combiner output has a Gaussian distribution with varianceσ2 = σ2
J̃
+ σ2

W̃
. Given

the chip-combining weights, channel coefficients, AWGN-plus-PBNJ covariance matrix,

andi.i.d. Rayleigh-fading-channel assumption, the AWGN-plus-PBNJvariance at the de-

spreader output for thejth data symbol of themth MC symbol is

σ2
W̃ + σ

2
J̃ =

Ns−1∑

s=0

ρ2[m, k j,s]
Q∑

q=1

|H(q)[m, k j,s]|2 CV [m, k j,s]. (113)

For MMSE chip combining, the weights are [7]

ρ[m, k j,s] =

1+


NEs

NsCV [m, k j,s]

Q∑

q=1

∣∣∣H(q)[m, k j,s]
∣∣∣2


−1

−1

, (114)

which also requires the AWGN-plus-PBNJ covariance estimate.

8.6 Numerical Results and Discussions

Simulations are conducted to verify how the channel and covariance estimators perform

along with the sufficient-statistic or MMSE chip combining. In all simulations, code blocks
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of 2048 bits (i.e., the channel-interleaver size is 4096), code rateRc = 1/2, QPSK symbols

with Gray mapping, Walsh-Hadamard spreading sequences, and Q = 2 receive antennas are

used. The number of subcarriers per MC symbol used isN = 128, and the spreading factor

is Ns = 8. Therefore, 16 data symbols are transmitted for each DPCH MC symbol. The

number of CCPCH and DPCH MC symbols per frame isMp = 1 andMd = 8, respectively.

The number of pilot symbols transmitted on each CCPCH MC symbol is either 8 or 16

corresponding to a pilot-to-data-symbol ratio of 1/16, and 1/8, respectively. The pilot

and data symbols have identical power. The number of channeltaps isL = 10 and an

exponential channel power delay profile is assumed where theaverage power transferred

by thelth channel path isE[|h(q)[m, l]|2] = σ2
h e−l/5. The normalization factorσ2

h is chosen

such that the total power of allL paths is unity. All transmit and receive antenna pairs have

same channel power and power delay profiles. The carrier frequency and system bandwidth

are fc = 5 GHz andB f = 5 MHz, respectively. Thus, the sampling period isTc = 0.2 µs,

MC symbol period including the guard interval isT = 27.6 µs, and Doppler frequency is

fd = v fc/c, wherev is the mobile velocity, andc = 3 × 108 m/s is the light speed. We

assume a slowly time-varying fading channel wherev = 30 km/h (the normalized Doppler

rate is fdT = 0.0038). Assuming a dominant jammer signal, the symbol energy-to-noise

ratio is fixed atEs/N0 = 15 dB. Considering the coding rate, modulation order, number

of receive antennas, guard interval, and pilot/control signals, the effective information bit-

energy-to-jammer noise ratio is defined as

Eb

NJ
=

Es

NJ

Q
Rc log2(M)

N +G
N

Mp + Md

Md
. (115)

The channel estimates for the receiver using sufficient-statistic chip combining differ

from those of the receiver using MMSE chip combining except for the initial EM iteration.

The first iteration’s channel coefficients are obtained through ML channel estimation using

only the pilot symbols of each CCPCH MC symbol. After the firstiteration, the channel

estimates differ with the type of chip combining used, since the LLR of the coded bits
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Figure 39. BER at different EM iterations under FBNJ (η = 1.0) and PBNJ (η = 0.6) when the initial
channel estimation usesNp = 8 pilot symbols/frame but perfect AWGN-plus-PBNJ-covariance esti-
mates are assumed. The sufficient-statistic chip combiner always yields smaller BER than the MMSE
chip combiner.

associated with the data symbols begins to contribute in thechannel, and thus, the AWGN-

plus-PBNJ-covariance estimates.

First, we illustrate the performance difference between the sufficient-statistic and MMSE

chip combining with channel estimation only. Figs. 39 and 40show the bit-error rate (BER)

after the first and third EM iterations forNp = 8 and 16, respectively, when the channel

coefficients are estimated but perfect knowledge of the AWGN-plus-PBNJ covariance is

assumed. Results for FBNJ (η = 1.0) and PBNJ havingη = 0.6 are illustrated. The solid

and dashed lines correspond to sufficient static and MMSE chip combining, respectively.

The crosses and circles correspond to the first and third EM iteration, respectively. For the

estimated channel coefficients obtained by using 8 pilot symbols and perfect AWGN-plus-

PBNJ-covariance estimates, the sufficient statistic chip combiner outperforms the MMSE
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Figure 40. BER at different EM iterations under FBNJ (η = 1.0) and PBNJ (η = 0.6) when the ini-
tial channel estimation usesNp = 16 pilot symbols/frame but perfect AWGN-plus-PBNJ-covariance
estimates are assumed. The sufficient-statistic chip combiner always outperforms the MMSEchip
combiner.

chip combiner by 0.2 and 1.3 dB whenη = 1.0 and 0.6, respectively, at BER=10−5 after

three EM iterations. When 16 pilot symbols are used for channel estimation, this gain is

0.22 and 2.0 dB forη = 1.0 and 0.6, respectively.

We now consider the BER for the receivers when both the channel and AWGN-plus-

PBNJ covariance are jointly estimated. Fig. 41 shows the BERat different EM iterations

for FBNJ and PBNJ withη = 0.6 when both the channel and AWGN-plus-PBNJ covari-

ance matrix are jointly estimated and 16 pilot symbols per frame are used for initial channel

estimation. Because the subcarriers are jammed with equal average power and the identity

matrix is used as the initial covariance estimate, the initial covariance estimate is more

appropriate for chip combining under FBNJ than for PBNJ withη < 1.0. Therefore, the

initial iteration BER under FBNJ (η = 1.0) is smaller than the initial iteration BER under
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Figure 41. BER at different EM iterations under FBNJ (η = 1.0) and PBNJ (η = 0.6) when both
the channel coefficients and AWGN-plus-PBNJ covariance are estimated usingNp = 16 pilot sym-
bols/frame.

PBNJ withη = 0.6 at anyEb/NJ for both types of chip combining. However, the AWGN-

plus-PBNJ-covariance estimate is updated at every EM iteration along with the channel

estimates, and the chips are combined according to the AWGN-plus-PBNJ power to sup-

press the jamming signal. Hence, at any EM iteration after the first iteration, the BER for

η = 0.6 is smaller than that forη = 1.0 for both types of chip combining. Under FBNJ at

BER=10−5, sufficient-statistic chip combining has slight gain (0.075 dB) over MMSE chip

combining after three EM iterations. But this gain is 0.74 dBunder PBNJ withη = 0.6.

A sufficient-statistic chip combiner that is provided with satisfactory AWGN-plus-PBNJ-

covariance estimates exhibits a smaller BER than that of a MMSE chip combiner. However,

exceptions may occur with unreliable covariance estimates. Fig. 42 shows the BER after

three EM iterations when 8 or 16 pilot symbols per frame are used to estimate the initial

channel and the receiver operates under either FBNJ or PBNJ with η = 0.4. When 16 pilot
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Figure 42. BER after three EM iterations under FBNJ (η = 1.0) and PBNJ (η = 0.4) when both the
channel coefficients and AWGN-plus-PBNJ covariance are estimated usingNp = 8 and 16 pilot sym-
bols/frame.

symbols are used for initial channel estimation, sufficient-statistic chip combining provides

a smaller BER than MMSE chip combining for anyη ∈ (0, 1] and for all regions ofEb/NJ.

However, ifNp = 8, exceptions occur at higherEb/NJ region under FBNJ. The reason is as

follows.

The weights of the MMSE chip combiner depend on the received chip energy (depends

on channel gain) and AWGN-plus-PBNJ power. However, the weights of the sufficient-

statistic chip combiner are inversely proportional to the AWGN-plus-PBNJ power estimates

only. Thus, compared to MMSE chip combiner, the sufficient-statistic chip combiner is

more sensitive to covariance-estimation error. Using 8 pilot symbols provides less reliable

channel estimates and, thus, less reliable covariance estimates than the estimates obtained

by using 16 pilot symbols. In addition, given a fixedEs/NJ , the jamming signal in FBNJ

is spread over the entire bandwidth, which makes it harder toestimate the noise power as
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Figure 43. BER for different jamming fractions after three EM iterations when both the channel coef-
ficients and AWGN-plus-PBNJ covariance are estimated usingNp = 8 pilot symbols/frame.

compared to the narrowband case. Hence, the covariance estimates forη = 1.0 are less

reliable than the covariance estimates whenη < 1.0. The noise power estimates become

even more unreliable with an increase inEb/NJ, since the jamming signal variance dimin-

ishes. Thus, if 8 pilot symbols are used under FBNJ, the sufficient-statistic chip combiner

performs slightly worse than the MMSE chip combiner in the high Eb/NJ region.

Figs. 43 and 44 show the BER for different jamming fractions using eight and sixteen

pilot symbols, respectively. The BER is shown for sufficient-statistic and MMSE chip com-

bining after three EM iterations. Finally, Fig. 45 shows theEb/NJ required to guarantee a

BER≤ 10−4. The results demonstrate that sufficient-statistic chip combining outperforms

the MMSE chip combining provided that reliable parameter estimates are used (i.e., enough

pilot symbols are used). The use of more pilot symbols provides for more reliable channel

estimates, which in return yields more reliable AWGN-plus-PBNJ-covariance estimates.
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Figure 44. BER for different jamming fractions after three EM iterations when both the channel coef-
ficients and AWGN-plus-PBNJ covariance are estimated usingNp = 16pilot symbols/frame.

Hence, theEb/NJ gain of the sufficient statistic chip combiner over the MMSE chip com-

biner increases as the number of pilot symbols increases.

Finally, the MMSE chip combiner minimizes the mean square error at the combiner

output. In contrast, the sufficient-statistic chip combiner guarantees no loss of informa-

tion in the soft output generated by the demapper, which is fed to the decoder. Therefore,

the sufficient-statistic chip combiner is more pertinent to the decoder and outperforms the

MMSE chip combiner in terms of BER provided that reliable parameter estimates are avail-

able.

8.7 Summary

This chapter has considered joint estimation of the channelcoefficients and AWGN-plus-

PBNJ covariance for an MC-CDMA system operating under PBNJ.The estimators are
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jamming fractions when both the channel coefficients and AWGN-plus-PBNJ covariance are estimated
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based on the EM algorithm and exploit the decoder output. Thechannel and covariance

estimates are used along with MMSE and sufficient-statistic chip combining to suppress

the adverse effect of the jamming signal. The sufficient-statistic chip combiner, which pre-

serves mutual information, performs better than the MMSE chip combiner in most practical

cases. Our proposed anti-jam receiver does not need either the subcarrier JSI or the individ-

ual powers of the AWGN and PBNJ, which reduces the complexityand power consumption

of the receiver over approaches that do require these parameters. The estimation and com-

bining techniques can be applied to any MC-CDMA system operating under jamming or

interference from other systems.

134



CHAPTER 9

CONCLUSIONS AND FUTURE WORK

9.1 Conclusions

This thesis addressed the problem of mitigating the adverseeffects of CCI and jamming by

developing systems and algorithms. Many of the techniques developed in this thesis can be

applied to other systems. The main contributions are summarized as follows.

In Chapter 3, we proposed two timing estimators by applying the concept of double cor-

relation to the spatio-temporal cross-correlation matrixelements of the colored- and white-

CCI-noise models. The derived timing estimator, given in (27), performs better than the

correlation method of [6] and the two estimators of [86], which uses simple white- or color-

CCI-noise models, respectively. It also moderately outperforms the double-correlation

method [85], which is known to be robust to large frequency offsets. The derived tim-

ing estimator of (27) is robust at low SIR because the spatially colored model boosts the

effective SIR by considering all the elements of the covariancematrix, while the phase

offset due to frequency error that exists in the cross-correlation is diminished by double

correlation.

Considering the high peak-to-average power problem of multicarrier systems and to

increase the transmission reliability under fading and jamming, we introduced a constant-

envelope MC-CDMA that uses cyclic delay diversity (CE-MC-CDMA-CDD) in Chapter 4.

We analyzed the system’s space-time coding and BER performance. A constant envelope

enables the system to use very efficient nonlinear power amplifiers. We showed that full

diversity is always achieved if the number of transmit antennas is less than or equal to the

number of subcarriers, independent of the modulation type and alphabet size. The proposed

system does not require additional error-correction coding or interleaving to guarantee full

spatial diversity.

In Chapter 5, we introduced a signal-space projection-based SNR estimator for the
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CE-MC-CDMA-CDD system operating under time-varying multipath-fading channel. The

proposed SNR estimator does not require training symbols ordata-symbol decisions. Hence,

long estimation intervals can be chosen to achieve high-quality SNR estimates without any

power or bandwidth constraint. The normalized bias, MSE, and variance of the estimator

do not degrade even at smallEs/N0.

In Chapter 6, we designed anti-jam receivers for the CE-MC-CDMA-CDD system that

are robust against both PBNJ and PJ. The receiver is capable of iteratively estimating JSI

and combining the chips in both the frequency and time domains for effective mitigation of

PBNJ and PJ, respectively. A soft chip combining technique was proposed that enhances

the SINR at the despreader output and outperforms the conventional hard-JSI-based chip

combining under both types of jamming.

Joint iterative channel, JSI, and jamming-power estimation for the same system un-

der PBNJ and time-varying multipath fading was studied in Chapter 7. We derived the

weighted LSE and MMSE channel estimators. In addition, we identified the constraints

on the cyclic delays that are essential for the LSE channel estimator to exist and minimize

the channel-estimation MSE under full-band jamming. We also estimated the PBNJ power

by using the signal-space projection method, which works efficiently without training se-

quences or data-symbol decisions. Our proposed iterative despreading, demapping, and

decoding (IDDD) receiver with soft-JSI-based MMSE channelestimation and chip com-

bining demonstrates tremendous robustness against PBNJ with various jamming fractions.

In Chapter 8, we proposed an expectation-maximization joint channel and covariance

estimator [46, 47] for the generic MC-CDMA system operatingunder PBNJ and time-

varying multipath-fading channel. Differing from the JSI-based anti-jam receivers, the

channel estimator and the chip combiner proposed here only require the AWGN-plus-

PBNJ covariance to mitigate jamming. Therefore, a significant complexity reduction is

achieved because the receiver does not need to estimate the JSI and individual variances of

the AWGN and PBNJ on each subcarrier for channel estimation and chip combining. The
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proposed sufficient-statistic chip combiner enables the demapper to calculate the soft out-

put without any information loss. Simulation results showed that the sufficient-statistic chip

combiner always offers an improved BER than the MMSE chip combiner when reliablees-

timates of the channel and AWGN-plus-PBNJ-covariance are available at the receiver.

9.2 Future Work

The following open issues need to be addressed in future research work.

To mitigate the effects of severe CCI and frequency offsets, we have derived the frame

boundary estimators by applying the concept of double correlation in the spatio-temporal

cross-correlation matrix elements of the colored and whiteCCI-plus-AWGN models. How-

ever, the estimation metrics can be derived by using an optimal approach, where the cost

function is minimized with respect to all the unknown parameters: frequency-selective

channel matrix, covariance matrix, and frequency offset.

The proposed constant envelop MC-CDMA system employing cyclic delay diversity

achieves full diversity on a flat-fading channel when the number of transmit antennas is

less than or equal to the number of subcarriers. To maintain orthogonality among the sig-

nals transmitted from different antennas of all users operating under flat-fading channels,

we have limited the number of multiusers to the ratio of the number of subcarriers and the

number of transmit antennas. However, the orthogonality among these signals is lost in a

multipath-fading environment. Hence, analysis of the diversity order and space-time cod-

ing gain under multiuser interference and multipath fadingis desirable. This investigation

may lead to the design of new spreading sequences with appropriate space-time coding

schemes.

We have proposed two different anti-jam receivers that consider joint channel estima-

tion and chip combining. To reduce the computational complexity of the JSI-based channel

estimator and chip combiner, we have introduced an expectation-maximization (EM)-based

joint channel and noise-covariance estimator that does notneed either the subcarrier JSI or
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the individual powers of the AWGN and jamming signal. Although the complexity of the

expectation-maximization receiver is obviously lower than that of the former, the exact

complexity of the EM-based anti-jam algorithms should be analyzed. Derivation of the

Cramer-Rao bound for the unknown parameters would be valuable. The performance of

these two different anti-jam receivers should also be compared.

In most literature that applies the EM algorithm to channel estimation of multicarrier

systems, the channel is modeled as sample spaced, i.e., the delays of the channel taps are

integer multiples of the sample duration. This assumption simplifies the derivation and

makes the whole problem of channel estimation a lot tractable. However, a real channel

is not sample spaced. This induces leakage, which has severeimplication on the kind of

channel estimation scheme that we have studied in this thesis. Therefore, derivation and

performance analysis of channel estimators for non-sample-spaced channel model are of

great practical interest.

138



REFERENCES

[1] R. W. C, “Synthesis of band-limited orthogonal signals for multi-channel data
transmission,”Bell System Technical Journal, vol. 46, pp. 1775-1796, 1966.

[2] R. C, and R. G, “A Theoretical Study of Performance of an Orthogonal
Multiplexing Data Transmission Scheme,”IEEE Trans. on Commun., vol. 16(4), pp.
529-540, Aug. 1968.

[3] E. B, R. C, A. C, A. G, A. P, and H. V.
P, MIMO Wireless Communications, Cambridge University Press, 2007.

[4] U. M and A N. D’A, Synchronization Techniques for Digital Re-
ceivers, New York: Kluwer Academic/Plenum Publishers, 1997.

[5] H. M, M. M, and S A. F, Digital Communication Receivers,
New York: John Wiley & Sons, Inc., 1998.

[6] Y. E W and T. O, “Cell Search in W-CDMA,”IEEE J. Select. Areas
Commun., vol.18, No.8, August 2000.

[7] K. Fazel and S. Kaiser,Multi-Carrier and Spread Spectrum Systems, John Wiley &
Sons Ltd., 2003.

[8] S. H and R. P, “Overview of multicarrier CDMA,” IEEE Commun. Soc.
Mag., vol. 35, pp. 126-133, Dec. 1997.

[9] S. Kondo and L. B. Milstein,“Performance of multicarrier DS CDMA systems,”IEEE
Trans. Commun., vol. 44, no. 2, pp. 238-246, Feb. 1996.

[10] J. T and G. L. S, “Anti-jamming performance of multi-carrier spread spectrum
with constant envelope,” inProc. IEEE ICC, 2003, pp. 743-747.

[11] D. C. C, “Polyphase codes with good periodic correlation properties,”IEEE Trans.
Inform. Theory, vol. 18, pp. 531-532, July 1972.

[12] J. G. P, Digital Communications, McGraw-Hill, 4th Ed., 2000.

[13] A. W, “A new bandwidth efficient transmit antenna modulation diversity
scheme for linear digital modulation,” inProc. IEEE ICC, 1993, pp. 1630-1634.

[14] J. H. W, “The diversity gain of transmit diversity in wireless systems with
Rayleigh fading,”IEEE Trans. Veh. Technol., vol.47, pp.119-123, Feb. 1998.

[15] S. M. A, “A simple transmit diversity technique for wireless communica-
tions,” IEEE J. Select. Areas Commun., vol. 16, pp. 1451-1458, Oct. 1998.

139



[16] V. T, H. J, and A. R. C, “Space-time block codes from
orthogonal designs,”IEEE Trans. Inform. Theory, vol. 45, pp. 1456-1467, July 1999.

[17] V. T, N. S, and A. R. C, “Space-time codes for high data rate
wireless communication: Performance criterion and code construction,”IEEE Trans.
Inform. Theory, vol. 44, Mar. 1998.

[18] T. A. Summers, S. G. Wilson, “SNR mismatch and online estimation in turbo decod-
ing,” IEEE Trans. Commun., vol. 46, pp. 421-423, Apr. 1998.

[19] K. K, “Enhanced maximal ratio combining scheme for RAKE receivers in
WCDMA mobile terminals,”Electronics Lett., vol. 37, pp.522-524, Apr. 2001.

[20] N. C. B, A.S. T, and D.R. P,“Comparison of four SNR estimators
for QPSK modulations,”IEEE Commun. Lett., vol. 4, pp. 43-45, Feb. 2000.

[21] N. C. B and T. C, “Maximum likelihood estimation of local average SNR
in Ricean fading channels,”IEEE Commun. Lett., vol.9, Mar. 2005.

[22] M. A, N. B. M, and R. D. Y, “Subspace based estimation of the
signal to interference ratio for TDMA cellular systems,”IEEE Trans. Veh. Technol.,
vol. 2, pp. 735-739, May, 1997.
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