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We show that the flocking transition in the Vicsek model is best understood as a liquid-gas transition,
rather than an order-disorder one. The full phase separation observed in flocking models with Z2 rotational
symmetry is, however, replaced by a microphase separation leading to a smectic arrangement of traveling
ordered bands. Remarkably, continuous deterministic descriptions do not account for this difference, which
is only recovered at the fluctuating hydrodynamics level. Scalar and vectorial order parameters indeed
produce different types of number fluctuations, which we show to be essential in selecting the
inhomogeneous patterns. This highlights an unexpected role of fluctuations in the selection of flock shapes.
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Many of the phenomena heretofore only invoked to
illustrate the many facets of active matter are now being
investigated in careful experiments, and more and more
sophisticated models are built to account for them. For
flocking alone, by which we designate the collective motion
of active agents, spectacular results have been obtained on
both biological systems [1–9] and man-made self-propelled
particles [10–12]. Nevertheless, it is fair to say that the
current excitation about flocking takes place while our
understanding of the simplest situations remains unsatisfac-
tory. This is true even for idealized self-propelled particles
interacting only via local alignment rules, as epitomized
by the Vicsek model (VM) [13], which stands out for its
minimality and popularity. Twenty years after the introduc-
tion of this seminal model for the flocking transition and
despite the subsequent extensive literature [14],we still lack a
global understanding of the transition to collective motion.
It took a decade to show that the transition to collective

motion in the VM, initially thought to be critical [13], was
discontinuous [15]: upon increasing the density or reducing
the noise strength, high-density bands of spontaneously
aligned particles form suddenly [15] (Fig. 1). The homo-
geneous, ordered “Toner-Tu” phase [16] is only observed
after a second transition at significantly lower noise and/or
higher density [15]. Since then, hydrodynamic-level deter-
ministic descriptions have been established and shown
to support bandlike solutions [17–19], but it was recently
proved [20] that many such different solutions generically
coexist. In fact, the connection of these results to micro-
scopic models remains elusive. More generally, we lack
a unifying framework encompassing the two transitions
(between disordered and band phases, and between band
and Toner-Tu phases).
Such a global picture was recently proposed for the

active Ising model (AIM), where rotational invariance is

replaced by a discrete symmetry [21]: particles carrying
Ising spins diffuse in space with a constant-amplitude bias
along one arbitrarily fixed direction �ux, the sign being
given by the local magnetization (see Ref. [22] for a
detailed definition). The emergence of flocking in this
model is akin to a liquid-gas transition between an ordered
liquid and a disordered gas. Unlike the traveling bands of
the VM, inhomogeneous profiles in the AIM are fully
phase separated, with a single macroscopic liquid domain
traveling in the gas (Fig. 1). More generally, the symmetry
difference between the two models questions the relevance
of this framework for the VM.
In this Letter, we show that the flocking transition in the

Vicsek model is also best understood in terms of a liquid-
gas transition—rather than an order-disorder one—but with
microphase separation in the coexistence region. Contrary
to what was previously believed, we indeed show that the
dense ordered bands discovered in Ref. [15] for the VM are
arranged periodically in space, leading to an effectively
“smectic” phase. We define an appropriate “liquid fraction”

FIG. 1 (color online). Top: Microphase separation in the Vicsek
model. η ¼ 0.4, v0 ¼ 0.5, ρ1 ¼ 1.05 (left), ρ2 ¼ 1.93 (right).
Bottom: Phase separation in the active Ising model. D ¼ 1,
ε ¼ 0.9, β ¼ 1.9, ρ1 ¼ 2.35 (left), ρ2 ¼ 4.7 (right). System sizes
800 × 100. Red arrows indicate the direction of motion.
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which allows us to recover the linear scaling across the
coexistence region of a liquid-gas transition, hence closing
a long-standing debate on the nature of the transition in the
VM. But our most important results concern the hydro-
dynamic descriptions of flocking models. Surprisingly,
deterministic hydrodynamic equations for scalar (AIM)
and vectorial (VM) order parameters both support many
different coexisting stable inhomogeneous solutions
selected by initial conditions, including single-domain
and microphase smectics. They thus do not account for
the differences observed in the microscopic models. We
then show that the two scenarios are, however, discrimi-
nated at the fluctuating hydrodynamic level: the different
symmetries result in qualitatively different density fluctua-
tions, effectively providing a selection criterion. Scalar
and vectorial stochastic partial differential equations indeed
generically lead to different, unique profiles, in agreement
with the microscopic models.
We first recall the definition of the Vicsek model. N

pointlike particles, labeled by index i, move at constant
speed v0 on a rectangular plane of surface S ¼ LxLy with
periodic boundary conditions. At each discrete time step
Δt ¼ 1, the headings θi of all particles are updated in
parallel according to [23]

θiðtþ 1Þ ¼ hθjðtÞij∈N i
þ ηξti; ð1Þ

where N i is the disk of unit radius around particle i, ξti is a
random angle drawn uniformly in ½−π; π�, and η sets the
noise intensity. Then, particles hop along their new head-
ings: riðtþ 1Þ ¼ riðtÞ þ v0e

tþ1
i , where etþ1

i is the unit
vector pointing in the direction given by θiðtþ 1Þ.
In agreement with Ref. [15], we find, varying the noise η

and the density ρ0 ¼ N=S, three different phases: a dis-
ordered gas at high noise and low density, a polar liquid at
low noise and high density, and an intermediate region
where ordered bands travel in a disordered background. In
the thermodynamic limit, the homogeneous phases are
separated from the coexistence phase by two “binodals”:
ρlðηÞ and ρhðηÞ, which are reported in Fig. 2(a). One could
in principle add spinodal lines in the coexistence region,
marking the limits of linear stability of the homogeneous
phases. At finite “temperature” η, nucleation prevents us
from computing them directly, but quenching the system
into the coexistence region, we see two distinct behaviors:
metastability and nucleation close to the coexistence lines
and spinodal decomposition deeper in the coexistence
region (see movies in Ref. [22]). As for the AIM, an
important difference with the phase diagram of a liquid-gas
phase transition in the canonical ensemble is its unusual
shape, which stems from the different symmetries of the
two phases. Since it is impossible to go continuously from
the polar liquid to the disordered gas, there is no super-
critical region and the critical point is sent to ρc ¼ ∞.
While the phase diagrams of VM and AIM have

similar shapes, their coexistence regions are fundamentally

different. Starting from random initial conditions, the
dynamics of the VM rapidly leads to randomly spaced
ordered bands propagating along a direction e∥ and span-
ning the system along e⊥, as reported before [15,17].
On much longer time scales, unreached in previous studies,
the relaxation of compression modes actually leads to
regularly spaced bands [see Fig. 2(c) and the movie in
Ref. [22]]. In the thermodynamic limit, the bands have
well-defined profiles, independent from the average density
and the system size. In this limit, increasing ρ0 at constant η
thus does not change the density ρgas of the gaseous
background or the celerity or the shape of the bands.
Only the band number nb increases, proportionally to
L∥ðρ0 − ρgasÞ [Figs. 2(b) and 2(d)]. For finite systems,
the quantization of the liquid fraction has some interesting
consequences. An excess mass Sðρ0 − ρgasÞ which is not a
multiple of the excess mass mb of a single band does
not allow the system to relax to its asymptotic band shape.
To accommodate this excess mass, the bands are slightly
deformed, but c and ρgas barely change as ρ0 is varied
(not shown).
This smectic arrangement of finite-width bands mark-

edly differs from the more conventional liquid-gas phase
separation seen in the AIM, where increasing the density
simply widens the single liquid domain. One may thus
wonder whether all features of the liquid-gas scenario
survive. The global polarization jPj ¼ ð1=NÞjPieij, used

(a) (b)

(c) (d)

FIG. 2 (color online). (a) Phase diagram of the Vicsek model.
The binodals ρlðηÞ and ρhðηÞ mark the limit of the coexistence
region. (b) Number of bands vs L∥ðρ0 − ρgasÞ varying either the
excess density for Lx × Ly ¼ 2000 × 100 (squares) or the system
size along the direction of propagation (dots) for ρ0 ¼ 0.6
(η ¼ 0.3) or ρ0 ¼ 1.2 (η ¼ 0.4). The straight black lines are
guides for the eyes. (c) Density profiles of Fig. 1 averaged along
the transverse direction e⊥, ρ̄ðx∥Þ ¼ hρðx⊥; x∥Þix⊥ . (d) Time
average of the band profiles shown in (c). A threefold increase
of the excess density changes the number of bands but not the gas
density or the shape of the bands. v ¼ 0.5, η ¼ 0.4, ρ0 ¼ 1.05
(red/light grey lines), ρ0 ¼ 1.93 (blue/dark grey lines).
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in previous studies of the VM to characterize the onset of
ordering [13,15,17], does not show a linear increase of the
liquid fraction with density [Fig. 3(a)]. Such a scaling is,
however, recovered by considering jvj≡ ð1=SÞjPiv0eij ¼
v0ρ0jPj [Fig. 3(b)]. Indeed, for a propagating band of
celerity c, integrating the continuity equation _ρ ¼ −∇ ·W,
where WðrÞ ¼ P

iδðr − riÞv0ei is the momentum field,
yields c½ρðrÞ − ρgas� ¼ W∥ðrÞ [17]. Averaging over space,
this gives jvj ¼ cðρ0 − ρgasÞ. Since c and ρgas barely
depend on ρ0, jvj scales linearly with ρ0 − ρgas, even for
finite systems where nearby values of nb coexist [see
Fig. 3(b)]. This is yet another signature of the first-order
nature of the transition and confirms the analogy with the
canonical liquid-gas transition; the apparent singularity of
jPj close to ρgas is a simple consequence of its normali-
zation, not of criticality (as often assumed in the literature).
Close to ρlðηÞ, we observe expected hysteresis loops

[15] when ramping ρ0 up and down, with two sharp jumps
in the mean velocity jvj [Fig. 3(c)]. Their interpretation is
now much clearer: if the ramping is slow enough, they
correspond to the nucleation and vanishing of a single band
which acts as a critical nucleus. Indeed, a band can only be
observed if the excess density ρ0 − ρgas is of the order of
mb=S. As the system size increases, bands are hence seen
closer and closer to ρgas, which thus coincide with the
binodal ρl, as in a standard liquid-gas transition. Moreover,
the critical nucleus contains a smaller and smaller fraction
of the particles as L increases so that jvj and jPj vary
continuously to 0 in the infinite-size limit [cf. Figs. 3(a) and
3(b)], something which had been missed before.
The second transition line ρlðηÞ between the smectic

microphase and the ordered liquid is harder to locate
accurately. For ρ0 ≲ ρhðηÞ, the bands are indeed closely

packed and interact strongly. Although global orientational
order remains high, they break and merge in a chaotic
manner (see the movie in Ref. [22]). The resulting
dynamics is thus difficult to distinguish from the giant
density fluctuations of the homogeneous phase. Following
Ref. [15], we use Δρ2∥ ≡ h½ρ̄ðx∥Þ − ρ0�2ix∥ , the variance
along L∥ of ρ̄, the density profile averaged in the transverse
direction. Figure 3(d) shows that hysteresis loops also exist
around the transition line ρlðηÞ, which we define as the
high-density end point of the loops. This allows us to
provide for the first time a complete phase diagram of the
VM in Fig. 2.
To account for the differences between the coexistence

phases of the VM and AIM, we now connect the above
results to the more theoretical level of continuous descrip-
tions. There are two important differences between the
hydrodynamic equations of VM and AIM: the nature of the
ordering field (vectorial in the VM, scalar in the AIM) and
the functional dependencies of the transport coefficients
on density and momentum fields. When looking for
one-dimensional traveling solutions, the dimension of the
ordering field, however, becomes irrelevant. Furthermore,
it was recently shown [20] that hydrodynamic equations of
flocking models admit such traveling solutions with both
smectic microphases and phase-separated profiles. We have
checked that both types of solutions exist for both the
equation proposed for the AIM [21] and for those proposed
for Vicsek-like models [17].
Since Ref. [20] only established the existence of these

solutions, a possibility to account for the different inho-
mogeneous profiles seen in VM and AIM could be that
these solutions have different stability in the corresponding
two-dimensional equations, where the dimension of the
order parameter can play a role. To test this hypothesis,
we consider scalar and vectorial versions of the “same”
minimal two-dimensional partial differential equations
(PDEs). The first one, the sPDE, has a scalar magnetization
field W corresponding to the AIM discrete symmetry

∂tρ ¼ −∂xW; ð2Þ

∂tW ¼
�
ðρ− ρtÞ−

W2

P2
0ρ

�
Wþ ν∇2W − ∂xρ− λW∂xW: ð3Þ

The second set, the vPDE, has a vectorial momentum ~W in
line with the continuous rotational symmetry of the VM

∂tρ ¼ −∇ · ~W; ð4Þ

∂t
~W ¼

�
ðρ − ρtÞ −

j ~Wj2
P2
0ρ

�
~W þ ν∇2 ~W −∇ρ − λð ~W · ∇Þ ~W:

ð5Þ
Clearly, the disordered solution jWj ¼ 0 becomes linearly
unstable for ρ0 > ρt. As in all active matter systems with

(a) (b)

(c) (d)

FIG. 3 (color online). (a) Polarization and (b) mean velocity vs
ρ0 for L ¼ 2048 (squares) and L ¼ 1024 (lines). Red, green,
blue, cyan, and magenta correspond to solutions with 1 to 5
bands. (c) Hysteresis loop between gas and microphase states.
(d) Hysteresis loop between microphase and liquid states. The
variance Δρ2∥ quantifies inhomogeneity along the direction of
motion. 100 runs are used for (c) and (d), with η ¼ 0.4, system
size 400 × 400.
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metric interactions, the homogeneous ordered solution
jWj2 ¼ ρ0ðρ0 − ρtÞP2

0 that emerges from this mean-field
transition is itself linearly unstable to long wavelengths
until ρ0 > ρs [17,18,20]. Note that ρt and ρs correspond to
the spinodal lines mentioned above. Most of the inhomo-
geneous solutions classified in Ref. [20] exist in a ρ0
range wider than ½ρt; ρs�. It is possible to estimate ρmin and
ρmax, the extremal values of ρ0 between which solutions
exist. For instance, setting all parameters including ρt
to unity as in Fig. 4, one finds ρmin ≃ 0.808, ρs ≃ 1.25,
and ρmax ≃ 1.74.
We integrated numerically these two sets of equations for

various parameter values inside and outside the ½ρt; ρs�
interval [24]. After transients, we end up with effectively
one-dimensional solutions taking constant values along e⊥.
In all cases, we found both smectic microphases and phase-
separated profiles. Which solution is observed depends
only on the initial condition and not on the symmetry
of the ordering field. Figure 4 shows a periodic solution
in the sPDE and a single traveling domain in the vPDE
obtained for the same parameter values, striking evidence
that the (deterministic) hydrodynamic equations alone
cannot explain the selection of different patterns observed
in microscopic models. This result was found robust to
modifications of Eqs. (2)–(5).
We call sSDE and vSDE the stochastic versions of

Eqs. (2)–(5) obtained by adding a zero-mean scalar
(or vectorial) Gaussian white noise of variance γ2ρ½1 −
ðjWj2=ρ2Þ� in the W (or ~W) equation [25]. Integrating first
sSDE and vSDE in the homogeneous liquid phase, we

recover the same density fluctuations as in the correspond-
ing microscopic models (Fig. 5, left): normal fluctuations in
sSDE and giant ones in vSDE (with the same scaling as in
microscopic models). More importantly, we recover the
correct type of inhomogeneous profiles in each case,
irrespective of the initial conditions. For instance, starting
from a large liquid domain as initial condition in both sets
of equations with the same parameters, we find that sSDE
keeps this configuration while it breaks down in vSDE,
eventually leading to a periodic array of bands (Fig. 5,
right). In the converse experiment, starting from a con-
figuration with many bands, we observe initially merging
events in both cases, but this process stops in vSDE, leading
to an asymptotic periodic state with a finite number of
bands, while coarsening proceeds for sSDE.
We conclude that fluctuations play an essential role in

selecting the phase-separated patterns. Note that similar
experiments performed in microscopic models yield similar
results. For instance, in the VM at relatively high noise
large liquid domains are metastable for a long enough time
to be observed before fluctuations break them and lead the
system to the smectic microphase state (see the movie in
Ref. [22]). Giant density fluctuations break large liquid
domains and arrest band coarsening while normal fluctua-
tions do not. Two different scenarios emerge: In the active
Ising class, magnetization is a scalar quantity, density
fluctuations are normal, and the system undergoes bulk
phase separation. In the active XY or Vicsek class,
magnetization is vectorial and density fluctuations in the
liquid are anomalously large and drive the system to the
microphase-separated state.
To summarize, we have shown that the flocking tran-

sition in the Vicsek model amounts to a microphase
liquid-gas transition in the canonical ensemble exhibiting
metastability, hysteresis, and coexistence between a dis-
ordered gas and a smectic arrangement of liquid bands.
This is in contrast with the bulk phase separation exhibited
by the active Ising model [21]. We found that while
(deterministic) hydrodynamic equations do not explain
this difference, their stochastic counterparts do: the differ-
ent nature of the order parameter produces different types

FIG. 4 (color online). Density field in the PDEs after integration
over t ¼ 105. Left: scalar PDE, ordered initial condition with a
periodic perturbation. Right: vectorial PDE, disordered initial
condition. Parameters: λ ¼ ρc ¼ D ¼ P0 ¼ 1, ρ0 ¼ 1.2. System
size 800 × 100.

FIG. 5 (color online). Left: Number fluctuations Δn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hn2i − hni2

p
where n is the number of particles in boxes of different sizes.

Measures are done in the homogeneous liquid phase. Parameters: size 400 × 400 (all), ρ0 ¼ 5, β ¼ 2.4 (AIM), ρ0 ¼ 5, η ¼ 0.4 (VM),
λ ¼ ρc ¼ D ¼ P0 ¼ 1, γ2 ¼ 0.4, ρ0 ¼ 3 (sSDE and vSDE). Right: Numerical integration of sSDE (top) and vSDE (bottom).
Parameters: ρc ¼ λ ¼ D ¼ P0 ¼ 1, γ2 ¼ 0.4, system size 2000 × 100.

PRL 114, 068101 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

13 FEBRUARY 2015

068101-4



of number fluctuations, which are essential in selecting the
phase-separated patterns. This unexpected role of fluctua-
tions in the selection of flock shapes calls for greater care
when trying to account for active systems based on purely
deterministic continuum equations.
Interesting questions remain open. For example, the

mechanism by which the bands interact in the VM to
reach a periodic spacing and the chaotic behavior of closely
packed bands are still to be investigated. Further, we so far
have no analytical approach and limited numerical results
to ascertain the stability of the smectic pattern in the
direction along the bands. It is not inconceivable that, like
recently found in active nematics [26], the coexistence
phase is asymptotically disordered. Last, in the large
density region, the finite sizes of real flocking agents are
not negligible and steric effects such as motility-induced
phase separation [27–29] could enrich the simple liquid-gas
scenario [30].

We thank the Max Planck Institute for the Physics of
Complex Systems, Dresden, Germany, and the Kavli
Institute for Theoretical Physics, Santa Barbara, U.S.A.,
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National Science Foundation under Grant No. NSF
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