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SUMMARY 

Low emissions combustion systems for land based gas turbines rely on a premixed or 

partially premixed combustion process. These systems are exceptionally prone to 

combustion instabilities which are destructive to hardware and adversely affect 

performance and emissions. The success of dynamics prediction codes is critically 

dependent on the heat release model which couples the flame dynamics to the system 

acoustics. So the principal objective of the current research work is to predict the heat 

release response of premixed flames and to isolate the key non-dimensional parameters 

which characterize its linear and nonlinear dynamics. 

This thesis addresses three outstanding issues in the course of providing a 

systematic treatment of the linear and nonlinear dynamics of laminar premixed flames. 

Specifically, this study elucidates the role of the disturbance field characteristics in 

determining the nonlinear flame response. From a theoretical point of view, this is 

important as most models to date have assumed a uniform disturbance velocity field 

while studying non-linear effects (in contrast to experimental evidence) and as such are 

missing a key component of the physics. It is shown that the linear and nonlinear 

characteristics of the flame dynamics are controlled by the superposition of two sources 

of flame disturbances: those originating at the flame anchoring point due to boundary 

conditions and from flow non-uniformities along the flame. Consequently, they may 

either constructively or destructively superpose, so that the overall linear flame response 

depends upon two Strouhal numbers, St2 and Stc, related to the amount of time taken for a 

flow (Stc) and flame front (St2) disturbance to propagate the flame length, normalized by 
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the acoustic period. Because the overall flame response is a superposition of the two 

flame disturbance contributions, the flame’s nonlinear response exhibits two qualitatively 

different behaviors. For parameter values where these disturbances constructively 

interfere, the nonlinear flame response saturates. When the flame disturbances 

destructively interfere, the nonlinear transfer function may actually exceed its linear 

value before saturating. This result explains the experimentally observed variation of the 

nonlinear flame response with frequency and has implications of the type of bifurcations 

which may be observed in unstable combustors. In situations where the nonlinear gain is 

always less than one, only supercritical bifurcations will occur leading to a single stable 

limit cycle amplitude. In situations where the gain exceeds, then is less than, the linear 

gain, multiple stable solutions for the instability amplitude may exist, and sub-critical 

bifurcations are possible. Such a system will manifest characteristics such as hysteresis 

and triggering (i.e., the destabilization of a linearly stable system by a sufficiently large 

disturbance).  

Secondly, this study presents the first analytical model which captures the effects 

of unsteady flame stretch on the heat release response. Prior analytical studies were 

limited to planar flames and as such were inadequate to understand the dynamics of 

anchored flames. Since acoustic forcing introduces flame wrinkles whose length 

inversely scales with disturbance frequency, stretch induced flame speed variations 

become significant at high frequencies. Flame stretch effects, characterized by the non-

dimensionalized Markstein length ( *
cσ ), are found to become important as the 

disturbance frequency satisfies 2
2 1*

c St ~ O( )σ , i.e. ( )1 2
2

* /
cSt ~ O ( )σ − . Specifically, for 

disturbance frequencies below this order, stretch effects are small such that the flame acts 



 xvii

as an unstretched one. When the disturbance assumes O(1) of this frequency, the transfer 

function, defined as the ratio of the normalized fluctuation of the heat release rate to that 

of velocity, is contributed mostly from fluctuations of the flame surface area, which is 

now affected by stretch. As the disturbance frequency increases to that of 

( )1
2

*
cSt ~ O ( )σ − , i.e. 2 1*

c St ~ O( )σ , the direct contribution from the stretch-affected 

flame speed fluctuation to the transfer function becomes comparable to that of the flame 

surface area. The present study qualitatively explains the experimentally observed 

“filtering effect” in which the flame wrinkles developed at the flame base decay along the 

flame surface for thermal-diffusively stable mixtures and for large frequencies 

disturbances. 

Finally, there have been limited studies to explicitly understand as to how the 

temperature jump across the flame (resulting in a coupling between the flame and the 

unsteady flow field) alters the approach flow disturbance characteristics, as well as those 

of the flame dynamics itself. This issue has been addressed by developing an unsteady, 

compressible, coupled Euler-G-equation solver with a Ghost Fluid Method (GFM) 

module for applying the jump conditions across the flame. The analysis yields insight 

into the significant spatial dependence of the perturbation velocity field induced by the 

coupling between the flame and the flow field. Moreover, the acceleration of the mean 

flow due to gas expansion causes the effective residence time of the flame wrinkles to 

vary with Tb/Tu although the flame has the same frequency of forcing, approach flow 

velocity and mean flame length. These factors cause the heat release transfer function 

gains to show a strong dependence on Tb/Tu when the flame base excitation amplitude is 

used as the reference velocity and the Strouhal number is based on the mean inlet 



 xviii

velocity. To understand this significant variation with Tb/Tu, a theoretical analysis is 

developed to capture the effect of spatial non-uniformity of the mean and disturbance 

flow-field characteristics on the flame response. An explicit analytical expression is 

obtained for the effective Strouhal number controlling the flame response. It also yields 

insight to determine an effective reference velocity for defining heat release transfer 

functions which can then be consistently compared across Tb/Tu. Once the gains across 

Tb/Tu are corrected for the effective Strouhal number and reference velocity magnitude, 

good agreement is obtained with the gain predictions from constant density theory. 
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CHAPTER 1                                                             

INTRODUCTION 

1.1 Motivation 

Modern land based gas turbine manufacturers are increasingly moving towards a 

premixed mode of combustor operation. This operational shift and the subsequent design 

changes have been primarily driven by the strict emission guidelines on pollutants like 

NOx and CO. One of the principal strategies adopted to satisfy these emission norms is to 

burn the fuel-air mixture at lean equivalence ratios. At lean conditions, the production of 

thermal NOx is greatly reduced due to the lowered temperatures. However, one major 

drawback of lean, premixed operation is that these combustors are especially prone to self 

excited oscillations. This dynamic phenomenon generally occurs when the unsteady 

combustion process couples with the natural acoustic modes of the combustor. These 

instabilities are destructive to hardware (see Figure 1) and adversely affect performance 

and emissions [1,2,3,4,5]. 

1.2 Background 

 The condition under which acoustic oscillations are amplified by a fluctuating source 

of heat release was first postulated by Lord Rayleigh [6]. Rayleigh’s criterion essentially 

states that the instabilities in a combustor are driven when the unsteady combustion 

processes add energy in phase to the acoustic oscillations. In general, this instability is 

sustained if the rate at which the energy is added to the acoustic oscillations is greater 

than the rate at which the acoustic energy is absorbed. Essentially, a perturbation in a 
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flow variable causes a change in the flame heat release rate. Subsequently, this 

unsteadiness in the flame heat release generates acoustic waves. The feedback loop is 

completed when these acoustic waves cause further changes in the flow variables. In a 

typical combustor, this feedback mechanism can be completed by a variety of driving 

processes [4] (see Figure 2) like equivalence ratio oscillations, velocity oscillations, 

flame extinction, vortex dynamics, flame wall interaction etc. Depending on the operating 

conditions, one or more of these mechanisms may be driving the oscillations. The current 

approach has been to develop simple experiments/models in order to isolate and highlight 

the key physics behind each of these driving processes [7].  

 

Figure 1 Illustration of the detrimental effects caused by combustion instabilities. The 
image on the left corresponds to a damaged transition piece while the one on the right is a 
failed combustion liner. 
 

 When the perturbations are infinitesimally small, the system dynamics can be 

analyzed using linear acoustics. Apart from predicting the frequency and growth rate of 

the oscillations, the linearized analysis also provides information about the operating 

conditions under which the system may be unstable. From a practical standpoint, gas 

turbine manufacturers are not only interested in the unstable frequencies but also in the 



 3

limit cycle amplitude of the instability. This is because an “acceptable/unacceptable 

threshold” of the instability amplitude (based on the potential to damage hardware or 

affect performance) is strongly dependent on the frequency. For example, a 2 psi peak to 

peak instability amplitude may have greater potential to cause hardware damage at 1000 

HZ than at 100 Hz.  

 

Figure 2 Illustration of the elementary processes responsible for driving combustion 
instabilities [4]. 
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Figure 3 Qualitative description of the dependence of acoustic driving, H(ε) and damping, 
D(ε), processes upon amplitude, ε . Figure reproduced from Lieuwen [21]. 

 

 However, the limit cycle amplitude attained in an unstable combustor is determined by 
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nonlinear processes and hence cannot be captured by a linear analysis. To illustrate this 

point, consider an acoustic disturbance with amplitude, ε. Referring to Figure 3, note that 

this disturbance amplitude stays the same, decreases, or increases depending upon the 

relative magnitudes of the driving, H(ε), and damping, D(ε), processes; i.e., whether 

H(ε)=D(ε), H(ε)<D(ε), or H(ε)>D(ε), respectively. Linear combustor processes 

generally control the balance between driving and damping processes at low amplitudes 

of oscillation and, thus, determine the growth rate of inherent disturbances in the 

combustor. Nonlinear combustor processes control the finite amplitude dynamics of the 

oscillations. Predicting the limit cycle amplitude of self-excited oscillations requires an 

understanding of the nonlinear characteristics of H(ε) and D(ε). To illustrate, Figure 3 

depicts a situation where H(ε) saturates and the two curves cross at the limit cycle 

amplitude, εLC. 

 The focus of this thesis is on the heat release dynamics, i.e., to understand the 

characteristics of H(ε) in both the linear and nonlinear regime. This focus on heat release 

dynamics is motivated by observations that the nonlinear gas dynamical processes are 

less significant in many premixed combustors. For example, Dowling [8] suggests that 

gas dynamic processes essentially remain in the linear regime, even under limit cycle 

operation, and that it is the relationship between flow and heat release oscillations that 

provides the dominant nonlinear dynamics in premixed combustors, i.e., H(ε). The 

primary point of these observations have been confirmed by several experimental studies 

[9,10,11], which show that substantial nonlinearities in the heat release response to 

acoustic disturbances occur, even at amplitudes as low as p’/po ~ 1% and u’/uo ~ 20%. 
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A variety of mechanisms exist for causing nonlinearities in heat release dynamics; 

e.g., local or global flame extinction [8,12], pressure sensitivity of the mass burning rate 

[13,14,15,16], flame holding and/or nonlinear boundary conditions (e.g., the point where 

the flame anchors depending upon amplitude, [17]), equivalence ratio oscillations 

[11,18], and flame kinematics [17, 19, 20, 21]. For example, at high amplitudes of flow 

oscillations, strain rates may reach the extinction limit and consequently extinguish the 

flame locally. Unsteady extinction and re-ignition of local or global regions of the flame 

causes the unsteady heat release amplitude to vary nonlinearly with velocity. Dowling [8] 

developed a phenomenological model to emphasize the role of global flame extinction on 

the finite amplitude response of a ducted flame to velocity perturbations. The key source 

of nonlinearity in the model is the relationship between flow velocity and heat release 

rate. Essentially, the model assumes a linear relation between the heat release, Q, and 

velocity perturbation when the total velocity (u=uo+u’) lies between 0 and 2. When u<0, 

the heat release goes to zero and when it is greater than 2uo it saturates at 2Qo. 

Specifically, nonlinearity lies in the fact that the lowest amplitude of heat release 

oscillation cannot achieve negative values and consequently cannot decrease 

monotonically with perturbation amplitude. 

The oscillatory flow field, especially when the flow disturbances are comparable 

to the mean flow, introduces another potential source of non linearity in terms of the 

flame holding characteristics. This issue was first analyzed by Dowling [17], who 

introduced a nonlinear boundary condition at the flame anchoring point. In the model, the 

instantaneous flame anchoring point was fixed when the total velocity exceeded the flame 

speed. When the instantaneous velocity was lower than the flame speed, the flame was 
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allowed to propagate upstream (perpendicular to the duct walls). The flame shape 

predictions using this nonlinear boundary condition were found to be consistent with 

experimental observations. 

Perturbations in equivalence ratio, which are generated due to flow oscillations in the 

premixing section, have been recognized as an important source of combustion instability 

[19,7,4]. Peracchio and Proscia [18] derived a nonlinear equation ( ( ) ( )1
o

o
t

u' t / u
φ

φ =
+

) 

relating the velocity disturbance and equivalence ratio amplitude. In addition, they 

introduced a nonlinear relationship relating the heat release per unit mass of mixture to 

the instantaneous equivalence ratio. Later, Stow and Dowling [22] developed a 

phenomenological model to account for the nonlinearities in the equivalence ratios when 

the fluctuating velocities are comparable to the mean flame. In their model, if a fluid 

particle had previously crossed the flame (assumed compact) at least once in an acoustic 

cycle, then the instantaneous equivalence ratio (φ(t)) was set to zero. Another source of 

nonlinearity in the model was the change in nominal equivalence ratio when a fluid 

particle crossed the fuel injector location more than once (due to reverse flow during part 

of the acoustic cycle). However, this model can not apply to the instantaneous flame 

sheet location, as the flow passes through the flame-it can apply to the time averaged 

flame location. 
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Figure 4 Vorticity field superposed with the flame front. Image reproduced with permission 
from Durox et al. [23] 

 
 The kinematic mechanism, i.e., the response of the flame front position as it adjusts to 

perturbations in flow velocity, is the focus of this thesis. Because the flame’s position and 

orientation depends upon the local burning rate and flow characteristics, velocity 

perturbations cause wrinkling and movement of the flame front. In turn, this modifies its 

local position and curvature, as well as its overall area or volume. These velocity 

disturbances can be acoustic or vortical in nature and, thus, propagate at the sound speed 

or with the flow, respectively. To illustrate the excitation of a flame by a velocity 

disturbance, Figure 4 shows a photograph from Durox et al. [23] of a Bunsen flame 

disturbed by flow oscillations generated by a loudspeaker placed upstream of the flame. 

The figure clearly shows the large distortion of the flame front. This flame disturbance is 

convected downstream by the mean flow, so that it varies spatially over a convective 

wavelength. 

A variety of experimental observations have been made of similar flames which will 

be reviewed next. Baillot and co-workers performed a systematic experimental and 
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theoretical study of the response of laminar Bunsen flame to velocity perturbations of 

varying amplitude and frequency [24,25,26]. While their principal observations are quite 

similar to those previously observed by Blackshear [27], they appear to be the first 

systematic characterization of the flame response as a function of perturbation amplitude. 

Figure 5 (reproduced from Bourehla & Baillot [24]) summarizes the response of the 

oscillating Bunsen flame as a function of the forcing frequency and amplitude. Similar to 

the illustration in Figure 4, they found that at low frequencies (f<200 Hz) and velocity 

amplitudes (u’/uo<0.3), the flame front wrinkles symmetrically about the burner axis due 

to a convected wave traveling from the burner base to its tip. At higher frequencies, but 

similar low amplitudes, (region 2 in Figure 5) they observed a phenomenon which they 

refer to as “filtering” wherein the flame wrinkles are only evident at the flame base and 

decay with axial location downstream. They did not postulate any mechanisms for this 

behavior. Unfortunately, they did not publish any photographs of the phenomenon. In 

Chapter 5, it will be shown that this high frequency behavior is due to the increased 

importance of the flame’s curvature dependent burning velocity and the very short 

convective wavelengths of the imposed disturbances. 

 Bourehla & Baillot [24] also found that laminar, conical Bunsen flames subjected to 

high amplitude, low frequency velocity perturbations exhibited a variety of transient 

flame holding behavior, such as flashback, asymmetric blow off, unsteady lifting and re-

anchoring of the flame (see Figure 5). In addition, they note that its response is 

asymmetric and extremely disordered. However, at high frequencies and forcing 

amplitudes, the flame remains firmly attached, but its overall shape dramatically changes. 

They found that the flame becomes “collapsed” with a rounded off tip region (see regions 
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6 and 8 in Figure 5), and for sufficiently high forcing intensities (u’/uo>1), the flame’s 

mean shape becomes hemispherical [24]. They also characterized the disturbance 

velocity field using Laser Doppler Velocimetry (LDV). They measured the phase speed 

of the convected velocity disturbances and noted its complicated dependence on the 

Strouhal number and the shear layer characteristics at the base of the flame. Recently, 

Birbaud et al. [28] characterized the upstream flow field of a conical Bunsen flame using 

Particle Image Velocimetry (PIV) measurements and showed that the upstream flow 

propagation transitioned from a convective to acoustic mode at low and high Strouhal 

numbers respectively. By considering a velocity potential associated with the flame 

motion, this transition in the flow field characteristics was attributed to the upstream 

influence of the flame wrinkling. 

 

Figure 5 Response chart of oscillating Bunsen flame as a function of forcing amplitude and 
frequency. Image reproduced from Bourehla & Baillot [24] 
 

 Durox et al. [23] reported an experimental investigation of the heat release response of 

unconfined axisymmetric wedge flames to velocity perturbations. They showed that the 
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flame response was strongly influenced by the vortical structures generated at the shear 

layer at the flame base. These convecting vortical structures (see Figure 4) interacted 

strongly with the flame front and controlled the speed with which the cusps moved along 

the flame front. It was also shown that, in contrast to conical flames, wedge flames could 

behave as an amplifier at certain frequencies. In a more recent study, Birbaud et al. [29] 

studied the effect of confinement by varying the diameter of the duct bounding an 

axisymmetric wedge flame. On progressively decreasing the duct diameter (i.e. going 

from an unconfined to a fully confined flame configuration), the dominant mechanism 

controlling the flame dynamics shifted from that of flame-vortex interaction to flame-

wall interaction. Significantly, in the confined case, the gain was approximately constant 

(close to unity) regardless of the frequency and amplitude of excitation. This behavior 

was attributed to the strong interaction of the vortical structures with the wall. 

 Baillot et al. [26] also reported a theoretical study, where they solved the G-equation 

and showed good agreement between predicted and measured flame shapes, even at 

larger amplitudes of forcing where the flame front becomes strongly cusped. The so-

called G-equation is a front tracking equation for the flame position, given by: 

0L
G u G S G
t

∂
+ ∇ − ∇ =

∂
Gi    (1) 

where G(x,t)=0 is an implicit expression defining the instantaneous flame position, uG is 

the velocity field and SL is the laminar burning velocity. 

Solution of the G-equation is a key analytical approach used in this thesis for 

quantitative analysis of this problem. This approach for treating unsteady flame problems 

was apparently first introduced by Markstein [30] and, in the context of acoustically 
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forced flames, by Marble & Candel [31]. It has subsequently been extensively developed 

[32] and is used in a variety of flame dynamic studies. The key assumption behind its 

application is the separation of acoustic/hydrodynamic scales of the flow field, and the 

flame thickness. Given the disparity between flame and acoustic length scales, the flame 

front essentially appears as a discontinuity to the flow. As such, the fluid dynamics of the 

flows up and downstream of the flame can often be treated separately from that of the 

flame structure. However, it should be emphasized that there is not necessarily a 

corresponding disparity in time scales; e.g. forming a flame response time scale, τM, from 

the ratio of the laminar flame thickness and flame speed leads to values of τM~0.002 - .07 

s for methane/air flames. These are of similar magnitude of perturbations with 

frequencies between 20-500 Hz. Thus, the interior flame structure and, consequently, 

quantities such as the flame speed, do not respond in a quasi-steady manner to flow 

perturbations. 

 Because of the mutual interaction between the flame position and the flow field, free 

boundary problems such as this are extremely difficult to handle analytically. Initial 

studies used an integral technique [31,12,33] to make it analytically tractable. More 

recently, researchers have skirted these analytical difficulties encountered in the fully 

coupled flame-flow problem by neglecting the coupling of flow perturbations across the 

flame. For example, recent work in Ref [34,23,35,28] complements the studies of Baillot 

and co-workers discussed previously, by quantifying the global heat release response, Q’, 

of the flame. These workers obtained high speed images and transfer functions, 

(Q’/Qo)/(u’/uo), of acoustically forced Bunsen and inverted wedge flames. Significantly, 

all these studies showed that most of the key flame response characteristics could be 
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quantitatively predicted by assuming that the flame’s heat release was directly 

proportional to its instantaneous area. The flame area was calculated using the G-

equation, where measured velocity fields were used as inputs. As such, they calculated 

the response of the flame from an imposed velocity disturbance of given amplitude and 

phase upstream of the flame. Nonetheless, the substantially reduced complexity of the 

approach facilitates a much more transparent analysis; moreover, their results give 

excellent agreement with experiments in many instances.  

Lieuwen [21] analyzed the exact, implicit solutions to the G-equation for 

understanding the nonlinear flame response to uniform velocity disturbances. It was 

shown that due to nonlinearities, the amplitude of the heat release transfer function 

relative to its linear (i.e., when u’/uo<<1) value decreased with increasing amplitude of 

velocity oscillation, u’/uo. Specifically, the velocity amplitude where nonlinearity in the 

transfer function became significant was shown to be strongly dependent on the Strouhal 

number, St = ωLf/uo (where Lf is the flame length), the ratio of the flame length to width, 

β=Lf/R, and the flame shape in the absence of perturbations (i.e., conical, inverted wedge, 

etc.). Also, it was demonstrated that the response of conical flames remained much more 

linear at comparable disturbance amplitudes than for “V” or wedge shaped flames.  

1.3 Overview of Present Work 

There are three key areas wherein our understanding of laminar flame dynamics is 

limited. The first is the role of the disturbance field characteristics in determining the 

nonlinear flame response. Most of the analytical models to date have assumed a uniform 

disturbance velocity field while studying non-linear effects (in contrast to experimental 

evidence) and as such are missing a key component of the physics. Secondly, there is no 
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theoretical framework to characterize the effect of variable flame propagation speed (due 

to unsteady stretch effects) on the flame dynamics. This is critical to understanding the 

“filtering” phenomenon observed by Bourehla & Baillot [24]. Most of the theoretical 

studies on flame stretch effects are currently limited to planar flames and are inadequate 

to understand the dynamics of anchored flames. Finally, there have been limited studies 

to explicitly understand as to how the temperature jump across the flame (resulting in a 

coupling between the flame and the unsteady flow field) alters the approach flow 

disturbance characteristics, as well as those of the flame dynamics itself. In all, this thesis 

will address these three outstanding issues in the course of providing a systematic 

treatment of linear and nonlinear dynamics of laminar premixed flames. 

The remainder of this thesis is divided as follows: Chapter 2 describes the key 

processes impacting the flame dynamics and the disturbance field. In particular, the 

principal assumptions of the analysis are identified and the phenomena which can and 

cannot be captured by the analysis are discussed. In Chapter 3, the mathematical 

formulation and details about the flame geometry is presented. An analytical model is 

developed in Chapter 4 which captures the effects of flame geometry, disturbance field 

characteristics and perturbation frequency on the linear and nonlinear heat release 

response of premixed flames. The response of the flame at the perturbation frequency and 

its harmonics are analyzed as well as changes in the mean flame length. Next, a 

theoretical investigation of the impact of variable flame propagation speed (due to 

unsteady strain and curvature effects) on the linearized flame response is presented in 

Chapter 5. An explicit analytical criterion is deduced to determine the frequencies at 

which flame stretch effects become important and the key non-dimensional parameters 
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which characterize its impact on the flame dynamics. Details of the numerical approach 

wherein an unsteady compressible Euler flow solver is developed and coupled to a G-

equation module are given in Chapter 6. The effect of coupling between the unsteady 

disturbance velocity field and the flame on the heat release response is discussed in 

Chapter 7. The effect of flame feedback on the upstream flow field and its impact on the 

flame dynamics is analyzed. Finally, Chapter 8 presents the conclusions of this research 

and recommendations for future work. 
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CHAPTER 2                                                             

FLAME RESPONSE: THEORETICAL CONSIDERATIONS 

In this chapter, the key processes impacting the heat release dynamics and the 

disturbance velocity field are discussed. In particular, the origins of the wrinkles 

propagating along the flame, which play a key role in controlling the flame response, are 

discussed in detail. The characteristics of the disturbance velocity field and its impact on 

the linear/nonlinear response is analyzed. Experimental evidence of the importance of 

flame stretch on the flame dynamics is presented, which forms the foundation for the 

analysis in Chapter 5. Finally, the chapter ends with a discussion on the effect of gas 

expansion effects on the flame response and key aspects which need to be considered 

when comparing the heat release response for different Tb/Tu across the flame. 

2.1 Flame Dynamics 

The fundamental problem of interest is this: Given a disturbance velocity field, 

( )u x,t′ G , determine the response of the flame position, ( )x,tζ G , and in particular, the total 

heat release rate of the flame. The global heat release rate of the flame is given by:  

1 L R FL
s

Q( t ) S h dAρ ∆= ∫    (2) 

where the integral is performed over the flame surface, AFL, and ∆hR is the heat release 

per unit mass of reactant. Equation (2) shows the three fundamentally different ways of 

generating heat release disturbances in a premixed flame: fluctuations in mass burning 

rate (ρ1SL), heat of reaction, or flame area. As noted by Clanet [36], they can be classified 
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based upon either their modification of the local internal structure of the flame (such as 

the local burning rate) or its global geometry (such as its area).  

In order to focus upon the flame response to flow perturbations, ∆hR and mixture 

density, ρ1; are assumed to be constant in the ensuing discussion. Analysis of the effects 

of these perturbations are given in Cho & Lieuwen [37] and McIntosh [14]. Of course, if 

the flow perturbation is acoustic in origin, a density disturbance will accompany the 

velocity fluctuation. However, their relative impacts differ greatly, on the order of the 

flame speed Mach number [37,38]. As such, attention is focused upon the quantity: 

L FL FL

L FL FL

S dA AQ
Q S dA A

′ ′′ ∫= +
∫

   (3) 

Flame speed perturbations are generated by the oscillating stretch rate, proportional to 

∇2G, and are discussed in Chapter 5. Flame area fluctuations are directly related to 

perturbations in the flame position through the relation: 

( ) ( )2FL oA ( t ) f r G G G dπ δ Ω= − ∇∫    (4) 

where Go denotes the flame surface and f(r) is determined by the flame configuration (i.e. 

conical/wedge). This equation shows that the quantity of interest is not G itself, but its 

gradient ∇G - a very important observation. Another key observation is that only the 

velocity component normal to the flame, nu n u⋅ =
G G

, a scalar quantity, impacts the flame 

dynamics. This can be seen by rewriting Eq. (1) as: 

( ) 0n L
G u S G
t

∂
+ − ∇ =

∂
   (5) 

This necessarily implies that the full three dimensional details of the velocity field are not 

significant; it is only the component that is normal to the flame. As such a detailed 
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specification of the velocity field is not necessary for an understanding of the flame 

dynamics and, furthermore, a variety of different velocity fields can give an essentially 

identical flame response. This is the reason a relatively simple form of the disturbance 

velocity field is assumed for the theoretical analysis, as will be detailed in Chapter 3. 

However, for large amplitude oscillations, this point must be conditioned with the fact 

that the flame normal exhibits large fluctuations, so the relative contribution of each 

vector component of the velocity field varies throughout the cycle. 

Several general comments can be made regarding the dynamics of the flame 

position gradient, which is directly related to its surface area through Eq (4); these will 

provide a great deal of insight into the flame dynamics. From a mathematical point of 

view, the linear solution to the equation for flame surface area can be decomposed into 

two canonical components: the homogeneous solution and the particular solution. The 

linearized version Eq. (1) can be written in a coordinate system aligned normal to the 

mean flame position as (see Figure 6) 

Figure 6 Coordinate system illustrating the perturbed flame shape 
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( )oU U X ,t
t X
ξ ξ∂ ∂ ′+ =

∂ ∂
   (6) 

where X denotes the coordinate along the mean flame position, Uo is the mean velocity 

component along the X axis (i.e. the tangential velocity at the mean flame front) and 

( )X ,tξ  is the perturbed flame position normal to this coordinate, and the flame is flat. 

The dynamics of / Xξ∂ ∂ , which is directly related to that of the flame area itself, is 

described by the following solution (see Appendix A for the derivation)†:  

( )

( )
( )

0

1 1 0

o

X
baseX xo o o oX x ,t t

U
Boundary condition homogeneous solution

Flow non uniformity particular solution

U X ,t( X ,t ) X Xdx U X ,t U t
X U X U U U

ξ
⎛ ⎞′−′→ → −⎜ ⎟
⎝ ⎠

−

⎛ ⎞′⎛ ⎞∂ ⎛ ⎞ ⎛ ⎞∂ ′ ′ ′= + = − − −⎜ ⎟∫ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟∂ ∂ ⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠���������	
��������	�������


��������


                                                                                                                                                                       (7) 

The homogeneous and particular solutions have a clear physical significance which can 

be understood as follows. A spatially uniform velocity disturbance only excites the 

homogeneous solution (second term in Eq (7)). This can be understood by first assuming 

that the flame edge moves exactly in step with the particle velocity, 

i.e., 0base
o

XU U ( X ,t )
U

′ ′= = − . In this case, the entire flame simply moves up and down 

in a bulk motion without a change in shape or area [39]. However, if a flame anchoring 

boundary condition is imposed ( 0baseU ′ = ), such that the flame remains fixed, the flow 

disturbance excites a flame front disturbance that originates at the boundary (X=0) and 

propagates along the mean flame front (i.e. along X axis) at a speed that is proportional to 

the mean flow velocity (Uo). These “homogeneous solution” flame dynamics were 

                                                 
† In Eq (7), after evaluating the velocity gradient ∂U’/∂X, the integration has to be performed with respect 

to dx’ after replacing the variable X by x’ and t by t-(X-x’)/Uo 
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extensively analyzed by Fleifel et al. [40]. If the disturbance flow field is spatially non-

uniform, i.e., 0U / X′∂ ∂ ≠ , the particular solution is excited (first term in Eq (7)). This 

results in waves originating at the spatial location(s) of flow non-uniformity that also 

propagate along the flame at roughly the mean flow velocity.  

Because the G-equation is first order in time, the flame acts as a low pass filter to flow 

disturbances, so that the amplitude of the two canonical solutions individually decay with 

increases in frequency as 1/f. As such, the transfer function relating the response of the 

flame area to a spatially uniform velocity disturbance (where only the homogeneous 

solution is excited), (A’/Ao)/(u’/uo) has a value of unity at zero frequency, decays 

monotonically with frequency, but generally is not identically zero‡. In contrast, when the 

flame is perturbed by a spatially non-uniform disturbance (so that both the homogeneous 

and particular solution are excited), the flame area consists of a superposition of the two 

solutions. As such, though each solution decreases with frequency, their sum has 

oscillatory behavior and, in cases where they constructively interfere can even cause the 

transfer function, (A’/Ao)/(u’/uo) to exceed unity. This result was first predicted by 

Schuller et al. [35] and experimentally observed by Durox et al. [23]. In addition, the two 

solutions can destructively interfere, and in certain cases, exactly cancel each other so 

that the resulting transfer function (A’/Ao)/(u’/uo) identically equals zero. 

Consider next several basic features of the nonlinear flame dynamics. The key 

mechanism of nonlinearity is illustrated in Figure 7. In this illustration, a flame is 

perturbed by a transient disturbance so that it has a corrugated shape, but then allowed to 

                                                 
‡An exception occurs in two-dimensional flames at frequencies where the flame tip motion is zero. In this 

case, the flame’s linear area response is also zero. 



 20

relax back to its steady state, planar position. Flame propagation normal to itself 

smoothens out the wrinkle, so that its area eventually returns to being constant in time. 

As such, kinematic processes work to destroy flame area, as shown by the dashed lines in 

the bottom sketch. The rate of these area destruction processes depends nonlinearly upon 

the amplitude and length scale of the flame front disturbance. Large amplitude 

corrugations are smoothed out at a relatively faster rate than small amplitude 

perturbations. In the same way, short length scale corrugations are smoothed out faster 

than long length scales of the same disturbance magnitude. As discussed further below, 

this is the reason that nonlinearity is enhanced at higher disturbance frequencies, which 

generate shorter length scale flame corrugations. 

 

Figure 7. Sketch of a flame that is initially wrinkled (top), showing the destruction of flame 
area by kinematic restoration processes (bottom) 

 

If the disturbance velocity field is spatially uniform (so that only the homogeneous 

solution is excited), nonlinear effects cause the nonlinear transfer function relating flame 

area and velocity perturbations, (A’/Ao)/(u’/uo), to monotonically decrease with 

disturbance amplitude [21]. In other words, the linear transfer function is larger than the 
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nonlinear transfer function. Since the scale of flame wrinkling is inversely proportional to 

frequency (scaling roughly as uo/f), this reduction in finite amplitude transfer function 

relative to its linear value grows with frequency. As such, the flame area response to a 

velocity disturbance exhibits saturation characteristics, quite similar to the H(ε) curve 

plotted in Figure 3. 

In the general nonlinear case, as in the linear case, the effect of the superposition of 

the homogeneous and particular solutions upon the overall flame response depends upon 

whether the two solutions lie in a region of constructive or destructive interference. In 

particular, it can be anticipated that if the two solutions lie in a region of destructive 

interference and are affected unequally by nonlinearity, their superposition may cause the 

nonlinear transfer function to actually exceed its linear value. In Chapter 4, it will be 

shown that this occurs in some cases and, furthermore, has been experimentally observed. 

2.2 Disturbance Field 

The prior section touched upon the influence of the velocity field upon the flame 

dynamics. It showed that it is the normal component of the velocity, and not the velocity 

itself, that is significant in determining the flame response. Also implicit in Eq. (7) is that 

the detailed structure of these flow non-uniformities at each axial location is less 

significant than their integrated effect from the flame attachment point to that axial 

location. This section considers in more detail the character of the velocity field. 

The velocity field can be decomposed into an irrotational, compressible component 

(the acoustic field) and a solenoidal, rotational component (vorticity field). Acoustic 

disturbances propagate with a characteristic velocity equal to the speed of sound. In a 

uniform flow, vorticity disturbances are convected at the bulk flow velocity, uo. Acoustic 
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properties vary over an acoustic length scale, given by λa=c/f, while vortical disturbances 

vary over a convective length scale, given by λc=uo/f. Consequently, in low Mach 

number flows, these disturbances have substantially different length scales. The vortical 

mode “wavelength” is shorter than the acoustic wavelength by a factor equal to the mean 

flow Mach number, λc/λa=uo/c=M. 

Vorticity disturbances propagate with the mean flow and diffuse from regions of high 

to low concentration. In contrast, acoustic disturbances, being true waves, reflect off 

boundaries, are refracted at property changes, and diffract around obstacles. The 

reflection of acoustic waves from multi-dimensional flame fronts generally results in a 

complex, multi-dimensional acoustic field in the vicinity of the flame [41]. 

Experiments have highlighted the significance of both acoustic and vorticity wave 

interactions with the flame front. These vorticity oscillations are generally manifested as 

large scale, coherent structures that arise from the growth of intrinsic flow instabilities. 

The phase velocity and growth rate of the flow instabilities is strongly affected by the 

amplitude of forcing and the relationship between the acoustic forcing frequency and the 

intrinsic flow instability. Acoustic excitation often causes their shedding rate to “lock-in” 

to the forcing frequency or one of its harmonics. For example, visualizations from the 

study of Durox et al. [23], clearly indicate that these convected vortical disturbance are 

excited at the shear layer of the burner exit by the imposed acoustic oscillations. Figure 4 

obtained from this study superposes an image of the instantaneous wrinkled flame front 

and the convected vorticity field. By incorporating the convective phase variation into the 

disturbance velocity field, they show that the modeled flame area response agrees quite 

well with their data. 
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The characteristics of the instability waves that grow and merge to form these large 

scale structures are a function of the specific characteristics of the burner exit shear layer, 

such as co-flow velocity, and specifically upon the receptivity of this shear layer to 

external disturbances. In addition, the phase speed of the convected vortical instability 

waves are not equal to the flow velocity, but vary with frequency and shear layer 

characteristics. The shear layer instability wave growth rate similarly varies with 

frequency and the shear layer characteristics. To illustrate, Figure 8 plots Michalke’s [42] 

theoretical curves of the dependence of the phase speed, uc, of shear layer instability 

waves in a jet flow upon Strouhal number, Sθ=fθ/uo, for several values of the momentum 

thickness, θ, to jet radius, R, ratio, R/θ. The figure shows that, for all R/θ values, the ratio 

of uc/uo equals unity and 0.5 for low and high Strouhal numbers. For thin boundary 

layers, e.g., R/θ =100, the phase velocity actually exceeds the maximum axial flow 

velocity in a certain Sθ range. This ultra-fast phase velocity prediction has been 

experimentally verified by Bechert & Pfizenmaier [43] and may explain a similar 

measurement in a Bunsen flame by Ferguson et al. [44]. The dispersive character of the 

instability wave convection velocity has been confirmed by a variety of measurements in 

acoustically forced flames. For example, Baillot et al. [19] measured uc/uo values of 1.13 

and 1.02 at 35 and 70 Hz, respectively, on a conical Bunsen flame. Durox et al. [23] 

measured uc/uo =0.5 values at 150 Hz in an axisymmetric wedge flame. 

 In general, the disturbance field may have both acoustic and vortical components, 

whose relative magnitude depends strongly upon the vortex shedding dynamics at the 

burner shear layer. For example, Ferguson et al. [44] found that the disturbance field 

transitioned from a convected character to one with an acoustic character at “low” and 
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“high” frequencies, respectively. Similar results were obtained by Birbaud et al. [28], 

who characterized the upstream flowfield of a conical flame using PIV measurements. By 

considering a velocity potential associated with the flame motion, this transition in the 

flow field characteristics was attributed to the upstream influence of the flame wrinkling. 

These points show that the character of the disturbance field can vary significantly 

between its relative acoustic and vortical components, as well as their spatial structure 

(such as phase speed) – these characteristics will change with experimental configuration, 

frequency, and amplitude of perturbation. This point is a key motivator for the 

development of a general theory for arbitrary phase speed velocity disturbances in 

Chapter 4.  

 

Figure 8 Dependence of shear wave convection velocity and growth rate in a jet flow upon 
Strouhal number and ratio of jet radius to momentum thickness. Figure reproduced from 
Michalke [42] 
 

The amplitude dependence of the disturbance field characteristics should be noted. 

Even in the absence of convected vorticity waves, the impact of the fluctuating flame 

position upon the acoustic field should cause the acoustic disturbance field to have a 
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“convected” character. This is due to the fact that the flame response to the acoustic field 

and the acoustic field disturbing the flame are coupled. For large amplitude disturbances, 

the flame develops large corrugations, such as can be seen in Figure 4, that convect with 

a phase speed proportional to the axial flow velocity. These convecting flame wrinkles 

impact the character of the interior acoustic field. It can be anticipated that this 

mechanism causes the acoustic field structure to revert from being nearly uniform 

(assuming a compact flame) to having some convected characteristics at low and high 

amplitude disturbances, respectively. This issue requires further clarification, as the 

effects of amplitude and frequency on the acoustic field structure have not been measured 

or calculated in the large amplitude case. 

2.3 Flame Stretch Effects 

Prior studies related to flame dynamics have assumed that the burning velocity was 

constant, so that the flame speed is independent of the flow field (several analyses [45,37] 

have included mixture ratio perturbation effects on the flame speed, however). In reality, 

hydrodynamic strain and flame curvature introduced by the flow oscillations leads to 

perturbations in flame speed. In flames that are thermo-diffusively stable, these unsteady 

stretch effects act to smooth out the flame front corrugation. This causes the amplitude of 

the flame wrinkle to diminish as it propagates along the flame. As the radius of flame 

wrinkling is approximately proportional to the inverse of the squared frequency, it can be 

anticipated that this effect grows in significance with frequency.  

 Some experimental results that demonstrate and extend the “filtering” phenomenon 

mentioned in Bourehla & Baillot [24] are discussed next, which show that these 

observations are consistent with the concept of stretch. The theoretical analysis that 
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yields the appropriate nondimensional parameters and assessments of the flame response 

are presented in Chapter 5. 

 

Figure 9 Visualization of (a) a 130 Hz acoustically excited lean methane flame (Equivalence 
ratio = 0.8, uo= 0.65 m/s) and (b). a 140 Hz acoustically excited rich methane flame 
(Equivalence ratio = 1.4, uo= 0.7 m/s) Images show flame wrinkles that propagate the entire 
length of the flame and that are quickly damped, respectively. 
 

 Flame images of the “filtering” phenomenon were obtained with a 2.54 cm diameter 

Bunsen burner, previously described in Rajaram and Lieuwen [46, 47]. Acoustic 

oscillations were excited with a loudspeaker placed at the bottom of the burner tube. The 

flame was stabilized with a methane-fueled (φ =1.15) annular pilot. Experiments were 

performed with two fuels, methane and propane, which are respectively thermal-

diffusively stable under rich and lean conditions, and unstable otherwise, when subjected 

to spatial perturbations through the action of stretch. The controlling Lewis numbers (Le) 

for the stable and unstable cases are respectively greater and smaller than unity, with 

methane being only weakly nonequidiffusive because its Le deviates just slightly from 

unity.  

 Figure 9 shows images of the lean and rich methane flames under disturbances of 

similar frequencies. It is seen that while the wrinkling decays in the downstream direction 
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for the rich flame, it persists for the lean flame. Figure 10 shows images of two lean 

propane flames, with the frequency of the right image being twice that of the left, 

resulting in wrinkles with smaller and larger wavelengths, respectively. It is seen that 

while the wrinkles persist along the flame front for the smaller frequency, similar to 

previous observations (Bourehla & Baillot [24]), they decay rather rapidly for the larger 

frequencies. The latter situation, apparently, is the “filtering” phenomenon reported by 

Bourehla & Baillot [24]. 

 

Figure 10 Visualization of a 100 Hz (left) and 190 Hz (right) acoustically excited propane 
flame. Images show flame wrinkles that propagate the entire length of the flame and that 
are quickly damped, respectively. Equivalence ratio = 0.7, uo= 0.8 m/s 

 

The above observations demonstrate the two crucial parameters governing the 

evolution of the imposed wrinkles on the flame surface, namely curvature-induced 

stretch coupled through the action of mixture nonequidiffusion, and the frequency of the 

disturbance. In particular, Figure 9 shows that, when the mixture is thermal-diffusively 

more stable as characterized by a larger Lewis number for the rich methane flame, the 

wrinkles are smoothed more rapidly as they propagate downstream along the flame 

surface. In addition, Figure 10 shows that, for the thermal-diffusively stable lean propane 

flames, the efficiency of stabilization is also promoted with decreasing wavelength and 



 28

thereby increasing curvature of the wrinkles. These arguments suggest that the 

fundamental mechanism governing the persistence or decay of the imposed wrinkles is 

that of stretch in the presence of mixture nonequidiffusion. The analysis which 

quantitatively describes this phenomenon is presented in Chapter 5. 

2.4 Effect of Gas Expansion 

In most theoretical studies, the velocity field is prescribed, rather than solved for. In 

general, it should be emphasized that the thermal expansion of gases at the flame front 

causes the flame to influence the velocity field upstream of it; this coupling is responsible 

for the Darrius-Landau flame instability. In this section, attention is focused on the very 

important issue of the manner in which these mutual interactions impact the results, the 

conditions under which the constant density analysis is appropriate, and the conditions 

where additional physics qualitatively influences the flame dynamics. 

First it should be noted that imposing the velocity field is a rigorously valid 

approximation in the limit of low dilatation flames; i.e., in the limit where Tb/Tu→1. This 

is also the limit considered by other authors for studies of the thermal-diffusive instability 

and is the basis of the Sivashinsky-Kuramoto equation [48, 49]. Besides being of 

academic interest in allowing one to analytically handle the problem, this is actually a 

useful limit for many practical devices. It is often pointed out in the combustion literature 

that practical flames have temperature ratios on the order of 6-10. This is true for flame’s 

consuming reactants at room temperature but not, however, for the conditions 

encountered in most practical devices. Due to the need for high efficiencies (e.g., devices 

utilizing regenerative heating or high compression ratios such as industrial boilers or gas 

turbines) or because the devices are using vitiated air (duct burners or jet engine 
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augmentors), unburned gas temperatures are substantially higher. Correspondingly, the 

requirement for low NOx emissions implies lower burned gas temperatures. As such, 

typical temperature ratios for practical premixed combustion devices are in the range of 

2-3, and even as low as 1.5 in certain industrial applications with large amounts of 

regenerative pre-heating. 

Clearly, however, as Tb/Tu deviates from unity, there will be an impact upon the 

approach flow characteristics. It can readily be shown that the impact of the flame on the 

acoustic field scales as (Tb/Tu)1/2, which is the ratio of the gas impedances across the 

flame. Based upon the discussion in the prior section it can be anticipated that, at least for 

low amplitude perturbations, the alteration of the local acoustic field by the flame does 

not introduce qualitative changes into the flame dynamics, although it may certainly exert 

quantitative impacts that increase as (Tb/Tu)1/2. This assertion has been previously 

confirmed by Lee & Lieuwen [39], who computationally determined the flame’s acoustic 

nearfield for various Tb/Tu values, determined the flame area response, and compared the 

results to the constant density analyses [40,34]. 

 

Figure 11 Parametric stability limits of flat flame (unity Lewis and Prandtl number, no 
gravity). 
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Similarly, it is known (see Searby & Clavin [50]) that the effect of a stable flame on 

the vortical approach flow velocity scales approximately as Tb/Tu. As in the acoustic case, 

there is clearly also a frequency-wavenumber dependence, as well as an inverse 

dependency upon proximity to flame stability boundaries. 

The qualitative similarities between fully coupled flame dynamics and that determined 

using an imposed velocity field break down when both Tb/Tu
 and perturbation velocity 

amplitudes are large; i.e., new dynamics appear that cannot be captured with the constant 

density analysis. This is due to the appearance of a parametric flame instability 

[51,52,53], manifested by cellular structures that oscillate at half the period of the 

disturbance. This parametric acoustic instability is due to the periodic acceleration of the 

flame front by the unsteady velocity field, which separates two regions of differing 

densities. With increased amplitudes, these organized cellular structures break down into 

a highly disordered, turbulent front. The regimes in Tb/Tu vs u’/SL space where this 

instability occurs can be determined from Eq. (1) in [53], for a given dimensionless 

frequency, defined as f

L
w

S
ωδ

=  where ω is the forcing frequency and δf is the flame 

thickness. The results are plotted in Figure 11. This graph illustrates the regions (above 

the curve) where application of a prescribed velocity theory is inappropriate. As could be 

anticipated, it shows that the range of disturbance amplitudes diminishes with increasing 

temperature ratio across the flame. As such, it is concluded that the qualitative linear 

dynamics of the flame are captured by this analysis for all Tb/Tu values, although the 

quantitative accuracy of the results deteriorates as Tb/Tu increases. These issues will be 
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considered in Chapter 7 wherein the flame dynamics is numerically simulated by 

coupling the G-equation to an Euler solver in order to capture the effect of Tb/Tu. 

Finally, comparing transfer functions across different Tb/Tu cases requires some care 

as the mean and perturbation velocity magnitude varies along the flame. To demonstrate 

this point, consider the flame coordinate system in Figure 12. In the context of Eqs (6) 

and (7), the discussion was specific to flame dynamics in a uniform mean flow with a 

non-uniform disturbance field. For a general non-uniform mean velocity field denoted by 

u ,v , the governing equations for the mean (denoted by bar quantities) and perturbed 

flame position (prime) can be expressed as (see Appendix B for derivation): 

( ) 2 21 0r L ru v S rβ ζ β ζ− − + =   (8) 

( )2

2 21

L r r
t r r

r

S r
u v v

β ζ ζ
ζ β ζ β ζ

β ζ

′
′ ′ ′ ′= − − −

+
  (9) 

In Eqs (8) and (9), ( )u,v  has been non-dimensionalized using the inlet mean flow 

velocity (uo) ,ζ  by mean flame length Lf and r by the burner radius R. The flame aspect 

ratio, Lf/R, is denoted as β. Equation (9) can be rewritten in terms of the fluctuating 

normal velocity and mean tangential velocity (at the flame) as: 

2 2
2 2

1
1

t
t n r r

r

uu β
ζ β ζ ζ

β ζ
′ ′ ′= + +

+
 (10) 

where the subscripts n,t denote normal and tangential respectively. Note the fact that 

the flame position is controlled exclusively by the normal perturbation velocity and the 

mean tangential velocity along the flame front. 

The general solution for the fluctuating flame area (two-dimensional case) in a non 

uniform mean velocity field (u ,v ), can be expressed as (see Appendix B for derivation 

and Figure 12 for the schematic): 
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Equation (12) explicitly brings out the characteristic frequency controlling the flame 

response as: 

( ) ( )

2 21 1 1

0 0 0

110 r F

t t

dlStStH St dr St dr
F r u u

β ζ
β β

+
− = = =∫ ∫ ∫  (13) 

Note that in Eq (13), F tdl / u  corresponds to the time it takes for the wrinkle to propagate 

a distance , Fdl , along the mean flame front with the flame tangential velocity tu . So the 

characteristic frequency is essentially an integrated measure of the time it takes for the 

wrinkle to propagate from the flame base to the tip. For a uniform axial mean flow, (i.e. 

0 1rv ,ζ= = − ), the characteristic frequency given by Eq. (13) reduces to: 

2 2 21
22

0

1 1 1St dr St St
β β β

β β β

+ + +
= =∫  (14)  

For the special case of uniform axial mean flow, Eq (11) reduces to: 
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( )2
1 2

0
1 irSt

n
o

Â ˆe u r dr
A

β= +∫   (15) 

In this simplified situation, the flame response is driven by the correlation between the 

perturbation velocity normal to the flame ( nû ) and the harmonic term, 2irSte . Note that 

in the limit of low Strouhal numbers, the flame response is driven by the integral of the 

normal perturbation velocity over the flame front, i.e., 

( )
1 2

0
1 n

o

Â û r dr
A

β≈ +∫  

Next, for the general case of a non-uniform mean velocity field, consider the 

individual terms which contribute to the total flame response (see Eq (11)). The first term 

is composed of quantities which have been integrated over the entire flame while the 

second term is strongly dependent on the spatial variation of the mean flame/flow 

parameters. Essentially, the first term is controlled by the quantity, ( )0χ : 

( ) ( ) ( ) ( )
( )

1

0
0 iStH r nˆP r u r

e dr
F r

χ
⎛ ⎞

∫ ⎜ ⎟⎜ ⎟
⎝ ⎠

= −  

which is the integral (over the entire flame) of the normal perturbation velocity weighted 

by the harmonically oscillating term ( )iStH re  and the mean flow/flame parameters. 

Significantly, the second term in Eq (11) is directly proportional to the local curvature of 

the mean flame, ( )rκ . For the case of a uniform axial mean flow (see Eq (15)), the 

contribution from this term is identically zero due to the absence of curvature in the mean 

flame. The contribution from this term will become significant when the velocity field 

due to the combined effect of gas expansion and confinement causes the mean flame 

front to have curvature. Note that the mean flame front will have curvature if (u ,v ) have 
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radial non-uniformity. 

From Eq (11), it can be clearly inferred that the flame response is driven by the normal 

component of the velocity fluctuation ( as was pointed out earlier in the context of Eq (5)

). Even if the velocity excitation amplitude at the flame base is the same, the spatial 

variation of nu′  along the flame will vary with Tb/Tu. Then, defining the transfer function 

based upon the perturbation velocity at the flame base will lead to physically misleading 

results. So it is critical to define a physically useful reference velocity, u’ref, for the 

transfer function in order to meaningfully compare flame transfer functions across cases 

where the spatial structure of the perturbation velocity is different; see also the discussion 

in Ref. [39]. For example, if the perturbation velocity magnitude is near zero at the base 

of the flame, but has much larger values everywhere else, then the transfer function based 

on the flame base velocity fluctuations will be unacceptable. Similarly, the appropriate 

definition of reference velocity is different for conical and wedge flames, because of the 

significantly different spatial distribution in flame area. Another key parameter is the 

mean flow velocity component which is tangential to the mean flame front. This is 

because the mean tangential velocity, tu , (see Eqs (11), (13) and (14)) controls the speed 

with which the wrinkles propagate from the flame base to the tip (see the flame images in 

Figure 9 and Figure 10). Since tu  strongly varies with Tb/Tu (see Chapter 7 for details), 

there is a considerable change in the wrinkle residence time. As shown in Eq (14) for a 

uniform mean axial flow field, the flame response is strongly controlled by the reduced 

Strouhal number, St2, which is defined to be the time it takes for a wrinkle to propagate 

from the flame base to the tip normalized by the acoustic time period. So, although the 

flame might be excited at the same frequency and have the same mean flame length, the 
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effective Strouhal number (see Eq (13)) is different due to the mean tangential velocity 

having a strong spatial dependence for Tb/Tu.>1. This discussion highlights the need for 

careful consideration of reference velocity and the effective Strouhal number when 

comparing transfer functions for different Tb/Tu across the flame. 
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CHAPTER 3                                                             

THEORETICAL FORMULATION 

In this chapter the general mathematical formulation and the subsequent non-

dimensionalization is presented. The flame geometry under consideration is illustrated 

and the applicable boundary conditions are defined. Following the formulation presented 

here, the linear and non-linear flame dynamics of constant burning velocity flames is 

analyzed in Chapter 4. Subsequently, the linear response of premixed flames with 

variable flame speed due to stretch effects is studied in Chapter 5. 

3.1 Mathematical Model 

Figure 12. Illustration of conical (left) and wedge shaped (right) flame geometries 
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R 
R 

r

),( trζ
),( trζ

r 



 37

The analytical approach used here closely follows Baillot et al. [20], Ducruix et al. 

[34] and Fleifel et al.[40]. The flame’s dynamics are modeled with the front tracking 

equation: 

2
1Lu v S

t r r
ζ ζ ζ∂ ∂ ∂⎛ ⎞= − − +⎜ ⎟∂ ∂ ∂⎝ ⎠

   (16) 

where u and v denote the axial and radial velocity components, and SL is the local (stretch 

affected) flame speed.  

The variables t, r, u and ζ are non-dimensionalized by uo/Lf, R, uo and Lf. (note that the 

value of Lf and R refer to their nominal values without imposed oscillations), where uo is 

the mean axial velocity. They are related to the unstretched flame speed and average flow 

velocity by: 

2
1fo

L,o

Lu
S R

⎛ ⎞
= +⎜ ⎟

⎝ ⎠
   (17) 

The ratio of the flame length to radius plays an important role in the flame’s dynamics 

and is denoted by β. 

fL
R

β =    (18) 

Given these assumptions, the flame dynamics are given by (from this point the same 

symbol will be used for the dimensionless variable): 

( ) ( )
2 2

2
1

1
L r

r
L,o

S u ,t v ,t
t S

β ζζ ζ β ζ ζ
β

+∂
+ = −

∂ +
   (19)

 

The flame speed can be expressed as [54] 
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11 1
2L L,o

L,o

ZeS S n
Le S

κδ δ⎛ ⎞= − ∇ ⋅ + −⎜ ⎟
⎝ ⎠

   (20) 

where SL,o is the constant, laminar flame speed, n the local normal on the flame front 

pointing toward the unburned mixture, δ the flame thermal thickness, Ze the Zel’dovich 

number, and κ  the flame stretch rate given by 

( )n v n (V n )( n )κ = − ⋅∇× × + ⋅ ∇ ⋅  (21) 

where v = (u, v) is the flow velocity at the flame front on the unburned side and 

V dx / dt=  the local velocity of the flame front. Throughout this chapter, the study will 

be limited to the case of weak stretch, namely 0δ → , and assume ( )1 1 1Ze Le ~ O( )− − . 

It is seen from the second and third terms of Eq. (20) that the modification of the flame 

speed by stretch is given by the sum of pure curvature effect and nonequidiffusion-related 

stretch effect. 

Following prior studies [19,40], the flame is assumed to be anchored at the base; i.e.,  

( )1 0r ,tζ = =    (22) 

In this analysis a two-dimensional wedge flame stabilized by a bluff body is considered 

(see Figure 12 for the schematic). The instantaneous flame-sheet location at the radial 

location, r, is given by ζ(r,t) and is assumed to be a single-valued function of r. 

For wedge flames, apart from the flame anchoring condition (see Eq (22)), the 

second boundary condition (required only when the flame speed varies with stretch) 

comes from the requirement that all information should flow out of the flame – this 

implies a boundary condition with characteristics flowing out of, and not into, the 
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domain. An intuitive way of thinking of this boundary condition is that it requires that the 

flame tip is free to move around (see Figure 12), i.e.  

2

2
0 0( r ,t )

r
ζ∂ =

=
∂

  (23) 

3.2 Specification of Velocity Field 

The axial velocity field is specified as: 

( )o ou( ,t ) u u Cos k tζ ζ ω′= + −    (24) 

Assuming an incompressible disturbance field, appropriate for a vortical or long 

wavelength (λ/Lf>>1) acoustic disturbance, the radial velocity is then: 

 

( ) [ ]
2 o

u k rv ,t Sin k tζ ζ ω
′

= −
�

   (25) 

 
where r r=�  for conical and 1r r= −�  for wedge flames. 

Here the wave number k is defined as: 

o o o o

c o c o

uk K
u u u u
ω ω ω⎛ ⎞⎛ ⎞ ⎛ ⎞

= = =⎜ ⎟⎜ ⎟ ⎜ ⎟
⎝ ⎠⎝ ⎠ ⎝ ⎠

    (26) 

where uc is defined as the phase velocity of the disturbance and ωo denotes the angular 

frequency of the velocity disturbance. K is a parameter which denotes the ratio of the 

mean flow velocity to the phase velocity of the disturbances. The two key impacts of the 

flow field on the flame front, given by the term u / X′∂ ∂  in Eq (7) are captured here by 

the perturbation amplitude, ε, and the velocity length scale, uc/ωo. 

The non-dimensionalized velocity field is given by: 
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( ) ( )1u ,t Cos St K tζ ε ζ⎡ ⎤= + −⎣ ⎦    (27) 

( ) ( )
2

KSt rv ,t Sin St K tεζ ζ⎡ ⎤= −⎣ ⎦
�

   (28) 

where  

Strouhal number, o f

o

L
St

u
ω

=    (29) 

Velocity perturbation:
o

u
u

ε
′

=    (30) 

Note that the boundary condition given by Eq (22) cannot be used for disturbance 

velocity magnitudes where the instantaneous flow velocity is lower than the flame speed. 

In this case, the flame will flash back and Eq. (22) must be replaced by a different 

condition; e.g., see Dowling [17]. In this study, calculations are performed for velocity 

magnitudes up to this critical value. We define the following parameter, εf, which is the 

velocity magnitude at flashback for an axial flow. 

2
11

1
fε

β
= −

+
   (31) 
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CHAPTER 4                                                            

FLAME RESPONSE: EFFECT OF DISTURBANCE FIELD 

CHARACTERISTICS 

In this chapter, the dynamics of constant burning velocity premixed flames 

responding to harmonic velocity disturbances is investigated. Results are derived from 

analytical and computational solutions of the nonlinear G-equation and compared with 

available experimental data. It is shown that the linear and nonlinear characteristics of the 

flame dynamics are controlled by the superposition of two sources of flame disturbances: 

those originating at the flame anchoring point due to boundary conditions and from flow 

non-uniformities along the flame. These disturbances do not generally propagate along 

the flame at the same speed. Consequently, they may either constructively or 

destructively superpose, so that the overall linear flame response depends upon two 

Strouhal numbers, St2 and Stc, related to the amount of time taken for a flow (Stc) and 

flame front (St2) disturbance to propagate the flame length, normalized by the acoustic 

period. The nonlinear flame response is controlled by flame propagation normal to itself, 

which smoothens out the wrinkles induced by the forcing at an amplitude dependent rate. 

Because the overall flame response is a superposition of the two flame disturbance 

contributions, the flame’s nonlinear response exhibits two qualitatively different 

behaviors. For parameter values where these disturbances constructively interfere, the 

nonlinear flame response saturates. When the flame disturbances destructively interfere, 

the nonlinear transfer function may actually exceed its linear value before saturating. This 

result explains Durox et al's.[23] experimentally observed variation of the nonlinear 
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flame response with frequency. The analysis also predicts the impact of flow forcing on 

the average flame length. It is shown that in most cases, the flame length decreases with 

increasing perturbation amplitude, as has been experimentally observed by Bourehla and 

Baillot [24] and Durox et. al. [25].  

4.1 Analysis Procedure 

Two approaches were used to analyze the properties of Eq (19) with the flame speed 

assumed to be a constant. Analytical expressions for the linear and nonlinear flame 

response were obtained from a perturbation analysis carried out to third order in ε. Terms 

of O(ε3) are required to determine the leading order nonlinear corrections to the flame 

transfer function at the forcing frequency, and the first order result for the flame response 

at the third  harmonic, 3ω0. Nonlinear corrections to the average flame length and the 

flame response at the first harmonic, 2ω0, are obtained at O(ε2). 

For the fully nonlinear case, Eq.(19) is solved numerically. A robust numerical scheme 

is necessary which can accurately capture the formation of sharp gradients and cusps in 

the distorted flame front. Spatial derivatives are discretized using a Weighted Essentially 

Non-Oscillatory (WENO) scheme designed specifically for Hamilton-Jacobi equations 

[55]. This scheme is uniformly fifth order accurate in regions wherein the spatial 

gradients are smooth and third order accurate in discontinuous regions. Derivatives at the 

boundary nodes are calculated using fifth order accurate upwind-differencing schemes so 

that only the nodes inside the computational domain are utilized. A Total Variation 

Diminishing (TVD) Runge-Kutta scheme [56], up to third order accurate, is used for time 

integration. The non-dimensionalized spatial and temporal resolution in all the 

simulations is 10-3 and 10-4 respectively. The flame front perturbation is tracked and the 
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corresponding change in the flame surface area is calculated as a function of time for a 

given upstream flow velocity perturbation. The transfer function relating the flame area at 

the forcing frequency to the convective velocity perturbation is then evaluated. 

4.2 Results and Discussion 

4.2.1 Linear Flame Dynamics  

In this section, expressions for the flame area-velocity transfer function that generalize 

the result of Schuller et al. [35], by determining the response of a flame to a disturbance 

with an arbitrary phase velocity are derived. This transfer function is defined as : 

ref o

A / AG
u' / u

′
=    (32) 

where u’ref is the reference perturbation velocity. The analytical expressions obtained 

using the velocity field in Model A and Model B are presented in Sections 4.2.1.1 and 

4.2.1.2 respectively. 

Two velocity models are considered for further analytical development. In Model A, 

the velocity is assumed to be purely axial and thus the radial velocity component (Eq. 

(28)) is neglected. In Model B, the two-dimensional velocity field (i.e. both Eqs (27) and 

(28)) is considered. 

4.2.1.1 Velocity Model A 

4.2.1.1.1 Flame Shape 

The flame position is expanded as [19]: 
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( ) ( ) ( ) ( ) ( ) ( )2 3 4
1 2 3or,t r r ,t r ,t r ,t Oζ ζ ζ ε ζ ε ζ ε ε= + + + +    (33) 

The evolution equation for ζ1(r,t) is computed here and the ζ2(r,t), ζ3(r,t) terms are 

computed in Section 4.2.2. The mean flame shape in the absence of perturbations is given 

by 

( ) 1o r rζ = −    (34) 

 Substituting Eqs (33) and (34) into Eq (19), the evolution equation for ζ1 (using Model A 

for the velocity field) is: 

( ){ }
2

1 1
2 1 0

1
Cos St K r t

t r
ζ ζβ

β
∂ ∂ ⎡ ⎤− − − − =⎣ ⎦∂ ∂+

   (35) 

The solution of Eq. (35), given the boundary condition in Eq. (22) is 

( )

( )
( )( )

( )

1 1 1

1
1

1 1

,BC ,Flow

St r t
Sin Sin St K r t

St St

ζ ζ ζ

α
α

η η

= +

⎡ ⎤− +
⎢ ⎥ ⎡ ⎤− +⎣ ⎦ ⎣ ⎦= −

− −

   (36) 

where 

2

2 1
βα

β
=

+
   (37) 

Kη α=    (38) 

This equation explicitly decomposes the solution into contributions from boundary 

conditions and flow forcing non-uniformities. Note that this expression is valid for both 
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conical and wedge flames. The limit where 1η → (corresponding to instances where the 

two disturbances propagate along the flame at the same speed), is given by: 

( )
1

1

1 1r ( r )Lim Cos St t
η

ζ
α α→

− ⎛ ⎞−⎧ ⎫= +⎨ ⎬⎜ ⎟
⎩ ⎭⎝ ⎠

   (39) 

4.2.1.1.2 Flame Area-Velocity Transfer Function: Relative Contribution of Different 

Sources 

The surface area for a conical flame is given by: 

( )
21 2

0
2

1
2

1

c

c

r dr
A t r

A

ζβ

β

∂⎛ ⎞+∫ ⎜ ⎟∂⎝ ⎠=
+

   (40) 

Substituting Eqs. (33), (34) and (36) in Eq. (40) and defining 
0

c c
c

o

A / AG
u'( y ) / u

′
=

=
 (i.e., 

u’ref =u’(y=0)) yields: 
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where  

( )2

2 2

1StStSt
β

α β

+
= =    (42) 

Following a similar procedure, the following result can be obtained for wedge flames: 
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    (43) 

Eqs (41) and (43) reduce to the expressions previously developed by Schuller et al. [35] 

when the phase speed of the disturbances is equal to that of the mean flow (i.e. K=1) 

(note that they refer to St2 as ω* and α as Cos2α). Thus, the linear flame transfer functions 

for both the conical and wedge flames, Eqs. (41) and (43), depend upon two parameters: 

St2 and η. It is useful to define a new Strouhal number based upon the convective 

velocity, uc, of the flow disturbances, Stc, which naturally arises in the two transfer 

functions (Eqs. (41) and (43)) and equals ηSt2: 

2
o f o fo

c
c o c

L LuSt KSt St
u u u

ω ω
η

⎛ ⎞⎛ ⎞
= = = =⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
   (44) 

These two Strouhal numbers are related to the amount of time taken for a flow (Stc) and 

flame front (St2) disturbance (which is ultimately created by a flow disturbance) to 

propagate the flame length, normalized by the acoustic period. 

Before looking at the total flame transfer function, it is useful to understand the 

relative contribution from the boundary condition and flow forcing non-uniformities. 

Their ratio is given by:  

( )
2

2

2

2

1

1

i St
c,Flow

iStc,BC

G e i St
G e iSt

η η

η

− +
=

− −
   (45) 
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Figure 13 Strouhal number dependence of the magnitude of the ratio of the transfer 
functions due to the flow non-uniformity and boundary condition terms for different values 
of η 
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w,Flow
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η

− −
=
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   (46) 

The magnitude of this ratio is identical for both wedge and conical flames, see Figure 13. 

The phase of this ratio is different for conical (not shown here) and wedge flames (plotted 

in Figure 14). 

It is instructive to analyze the characteristics of this ratio for limiting values of the 

parameters η and St2. First, note that in the η→0 limit (i.e., a spatially uniform 

disturbance), the flame dynamics for both the wedge and conical flames is controlled 

exclusively by the boundary condition term, irrespective of the Strouhal number.  

0 0
0c,Flow w,Flow

c,BC w,BC

G G
Lim Lim

G Gη η−> −>

⎛ ⎞ ⎛ ⎞
= =⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
        (47) 

This result can be anticipated from the discussion in the Introduction section and reflects 
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the fact that only the homogeneous solution is excited when the flow disturbance is 

uniform.  

In the St2→0 limit, the relative contribution of the two terms is determined by the 

value of the parameter η: 

2 0
c,Flow w,Flow

St c,BC w,BC

G G
Lim

G G
η

−>

⎛ ⎞ ⎛ ⎞
= = −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
   (48) 

The boundary condition and flow forcing terms dominate when η<1 and η>1, 

respectively. For long flames (β>>1), this physically corresponds to situations where the 

disturbance phase velocity is greater than and less than the mean flow velocity, 

respectively. The two terms tend toward equal magnitudes when η = 1§. These points can 

be clearly observed in Figure 13. Note also that the flow disturbance and boundary 

condition terms are 180º out of phase for low St2 values (see Figure 14). In the 

intermediate Strouhal number range, say 1<St2<10, either the flow forcing or the 

boundary condition may dominate depending upon η and St2. 

In the limit of St2>>1, the contribution from both the boundary conditions and flow 

forcing term are equal, as shown in Figure 13:  

2
1c,Flow

St c,BC

G
Lim

G−>∞

⎛ ⎞
= −⎜ ⎟⎜ ⎟

⎝ ⎠
 

2

2

1w,Flow i( )St
St w,BC

G
Lim e

G
η −

−>∞

⎛ ⎞
= −⎜ ⎟⎜ ⎟

⎝ ⎠
    (49) 

                                                 
§ Some care is required in analyzing this η=1 result, as the two terms tend to have equal magnitudes and are 180 degrees out of phase. 

The overall response is not zero, however, as the common denominator (η-1) in Eqs. (41) and (44), which has been cancelled out 

when taking their ratio, causes their sum to have a non-zero value. 
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Equation (49) also shows that, in this limit, the relative magnitude contribution of these 

two terms is independent of η (assuming that the ηSt2 product does not simultaneously go 

to zero). Furthermore in the limit of St2>>1, the two terms are always out of phase for 

conical flames, irrespective of the Strouhal number and η. In contrast, for wedge flames 

the phase difference between the two contributions monotonically increases with St2, as 

shown in Figure 14 (the shaded bands in the figure indicate regions of constructive 

interference).  

 

Figure 14 Strouhal number dependence of the phase of the ratio of the transfer functions 
due to the flow forcing and boundary condition terms for wedge flames. Shaded regions 
indicate points where boundary condition and flow non-uniformity terms are in phase  

 

4.2.1.1.3 Flame Area-Velocity Transfer Function: Overall Features 

The dependence of the magnitude and phase of the total conical flame transfer 

function ( )2cG St ,η  upon St2 at several η values is plotted in Figure 15 and Figure 16, 

respectively. Consider the magnitude results first. As previously noted by Schuller et al. 

[35], the transfer function gain is identical in the cases where η = 0 or 1. Physically, this 
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corresponds to cases where the disturbance velocity is uniform, η=0 or its phase speed 

matches the flame front disturbance velocity, η=1. The gain transfer function differs for 

all other disturbance phase velocity cases. Note also that the gain value is always less 

than one and generally decreases monotonically with St2, although there is some ripple at 

higher St2 values due to constructive and destructive interference between Gc,Flow and 

Gc,BC. The transfer function phase starts at zero degrees at low St2 and initially increases 

monotonically with St2. For the η=0 case, the phase tends to a limiting value of 90º for 

large St2 (see Figure 16). In all other cases, the phase monotonically increases and for 

high values of η and St2 the phase curves collapse into a single line.  

 

Figure 15 Axisymmetric conical linear transfer function c 2G (St , )η magnitude dependence 
upon the reduced Strouhal number (St2) for different values of η 

For wedge flames, the gain and phase of the flame transfer function ( )2wG St ,η  are 

shown in Figure 17 and Figure 18 respectively. Note that, similar to conical flames, all 

gain values tend toward values of unity at low St2. However, only in the uniform velocity 

case, η=0, does the gain then decrease with increases in St2, as might be expected. In all 

other cases, the gain increases to values of greater than unity, due to the constructive 
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superposition of Gw,Flow and Gw,Bc. This amplification of the flame response over its 

quasi-steady value was previously predicted by Schuller et al. [35] and confirmed in 

measurements by Durox et al. [23]. The magnitude and St2 value of the peak value of this 

amplification region is controlled by η. As shown in Figure 17, the magnitude of the peak 

value of Gw initially increases from unity as η increases with zero, reaches a maximum at 

η=1, and then decreases back to unity with further η increases. Turning to the phase in 

Figure 18, note that the phase increases with St2 with similar characteristics for all η 

values. To summarize, η (along with St2) plays a significant role in determining the effect 

of superposition between flow disturbance non-uniformity and boundary conditions. This 

point is key to understanding the effect of these parameters on the nonlinear flame 

dynamics, discussed in Section 4.2.2. 

 

Figure 16 Axisymmetric conical linear transfer function c 2G (St , )η phase dependence upon 
the reduced Strouhal number (St2) for different values of η 
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Figure 17 Axisymmetric wedge linear transfer function w 2G (St , )η amplitude dependence 
upon the reduced Strouhal number (St2) for different values of η 
 

 
Figure 18 Axisymmetric wedge linear transfer function w 2G (St , )η phase dependence upon 
the reduced Strouhal number (St2) for different values of η 
 

4.2.1.2 Velocity Model B 

 In this section, the analysis for the flame-area transfer function based on the 

velocity field specified in Model B (which has an additional radial velocity component) is 

presented. Following the same approach as in Section 4.2.1.1, the conical flame area 

transfer function can be expressed as: 
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           (50) 

 

Figure 19 Axisymmetric conical linear transfer function ( cG ) amplitude dependence upon 
the reduced Strouhal number (St2) for different values of η, β=1  
 

where the reference velocity for the transfer function is based upon the normal velocity at 

the flame base, 20 1ref nu' u' ( y ) β= = + . In order to compare with Model A, the 

normal velocity is also scaled by the function of the flame aspect ratio, 21 β+ , so that 

the axial flow velocity in the two models is the same at St=0 (alternatively, u’ref for model 

A could be defined as u’n(y=0)).  

Note that, similar to Eq (41), Gc can in turn be expressed as contributions from 

boundary conditions and flow non-uniformity as shown below. 
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(51)

 The transfer function gains based on Models A and B are compared in Figure 19. It 

can be seen that the results are identical for η=0, but differ for other η values. However, 

these differences are not substantive – note the similar qualitative behavior of the cases 

for Model A and B for all η values. Similarly, the phase predictions are very similar for 

both the velocity models (see Figure 20). Furthermore, as will be shown in the next 

section, see Figure 21, the nonlinear flame response for Model A and B are also quite 

similar. 

The perturbation velocity magnitude for Model B varies along the flame, in contrast to 

Model A. In this case, some care is required in defining a physically useful reference 

velocity, u’ref, for the transfer function, see also the discussion in Ref. [39]. For example, 

if the perturbation velocity magnitude is near zero at the base of the flame, but has much 

larger values everywhere else, then clearly defining the transfer function based upon the 

perturbation velocity at the flame base will lead to physically misleading results. In the 

same way, if only the axial velocity were used in the transfer function in Eq (50), Gc 

would initially grow with St2 because of the corresponding increase in radial velocity (see 

Eq (28)). Such behavior does not reflect any new physical phenomenon, but is only an 

artifact of the choice in normalization velocity. Similarly, the appropriate definition of 
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reference velocity is different for conical and wedge flames, because of the significantly 

different spatial distribution in flame area. This point emphasizes the need for careful 

consideration of reference velocity when comparing flame transfer functions across 

different perturbation velocity fields or geometries. 

 

Figure 20 Axisymmetric conical linear transfer function ( cG ) phase dependence upon the 
reduced Strouhal number (St2) for different values of η, β=1  

 

The close similarities between the results of Model A and B provides a very helpful 

insight for modeling flame dynamics. Specifically, it shows that a detailed spatial 

characterization of the perturbation velocity field is not needed in order to obtain a 

reasonable quantitative and qualitative description of the flame response (assuming 

appropriate normalization velocities for the transfer function are used for comparisons, as 

detailed above). This result can be understood from Eq (7), which shows that the flame 

area dynamics are controlled by (1) the perturbation velocity normal to the flame and (2) 

the spatial scale over which the perturbation velocity varies. As long as the two 

disturbance velocity fields are similar in these two respects, this discussion shows that the 

resulting flame area response is also similar. This is a helpful result for the present study, 
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whose goal is not to simulate the exact disturbance field of any particular experimental 

setup, but rather to elucidate the key physical processes and non-dimensional parameters 

that influence the flame’s dynamics. This shows that such insight can be gained from 

simplified representations of the velocity field, as long as they retain the two critical 

components noted above. 

4.2.2 Nonlinear Flame Dynamics  

Before considering specific results in the nonlinear case, several general conclusions 

can be drawn from analysis of the governing equation. Note that nonlinearities in the 

flame area response arise from three sources. The first is the nonlinear flame dynamics, 

through the term ( )221 / rβ ζ+ ∂ ∂  in Eq. (19). The second is the static nonlinearity 

introduced through the dependence of the flame area upon flame position gradient 

through a term with the same form, ( )221 / rβ ζ+ ∂ ∂  (see Eq. (40)). In both of these 

cases, the nonlinearity is purely geometric in origin and is introduced by the relationship 

between the instantaneous flame front normal and flame position gradient. The third 

nonlinearity is due to the flow forcing itself, and is due to the dependence of the 

disturbance velocity at the flame front upon the flame position, u(ζ,t). 

The fact that the first two sources of nonlinearity are identical can be used to write the 

final expressions for the flame area in a revealing form. By substituting Eq. (19) in the 

expressions for flame area, the term ( )( ) ( )22 21 1/ r /β ζ β+ ∂ ∂ +  which appears in 

both the area integrals can be written as: 
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    (52) 

Thus, the explicit form of the nonlinearity disappears. Nonlinearities in flame front 

dynamics are included in the / tζ∂ ∂  term (note that the flow forcing nonlinearities also 

effect / tζ∂ ∂ , as shown in Eq. (19)), while those due to the flow forcing nonlinearity 

noted above are included in the u(ζ,t) term. Based upon Eq. (52), the following 

observations can be made regarding the effects of various parameters upon nonlinearity 

in the flame’s response to flow perturbations. 

 Strouhal Number: At low Strouhal numbers, St, the unsteady term in Eq. (52) is 

negligible. Moreover, the ζ dependence of the velocity field, u(ζ,t), is weak, at least for 

the velocity fields considered here. Thus, the flame area’s velocity response remains 

linear for low Strouhal numbers, as St is the dimensionless ratio of the flame response 

time to perturbation period. This point shows that the flame’s nonlinear area response is 

an intrinsically dynamic phenomenon; its quasi-steady response is linear. 

 Flow Uniformity: Nonlinearities in the u(ζ,t) term are directly due to non-uniformity in 

flow disturbances. Thus, the contribution of this term to flame area nonlinearities is 

suppressed in the η→0 limit. 

 Boundary conditions: If the flame remains anchored at the attachment point, as it is in 

this study, then / tζ∂ ∂  is identically zero at this point for all time. As such, the flame 

area perturbations in the vicinity of the attachment point (where ζ≈0 ⇒ u≈u(0,t)) exhibit 

a linear dependence upon velocity amplitude. Nonlinearities grow monotonically in 
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magnitude with downstream distance from the attachment point. As such, the 

axisymmetric conical flame exhibits a more linear response than the axisymmetric wedge 

flame for comparable values of ε, since most and very little, respectively, of the flame 

area is concentrated near the attachment point, where the flame dynamics are linear. This 

discussion also shows the potential coupling between the flame kinematic and flame 

holding sources of nonlinearity. 

 Flame Aspect Ratio: β is an important nonlinearity parameter for this problem since the 

flame dynamics become linear when β>>1; i.e., when the flame is very long. This can be 

seen by noting that the left side of Eq. (19) becomes linear in this 

case: ( )221 / r / rβ ζ β ζ+ ∂ ∂ = ± ∂ ∂ . In this case, the flame dynamics are linear, 

although the flow forcing term need not be.  

As discussed in Sec. 4.1.2 in the context of linear flame dynamics, different velocity 

fields with similar spatial scales of variation and surface area weighted normal velocities 

will give similar flame responses. This point also carries over to the nonlinear flame 

dynamics, as illustrated in Figure 21, which plots the dependence of the flame area 

response upon perturbation velocity amplitude for Model A and B, showing that the 

results are almost identical.  

Next, we derive an expression for the lowest order nonlinear correction to the flame 

area-velocity transfer function using Model A. Returning to the perturbation expansion 

for the flame position in Eq. (33), the following equations describe the dynamics of the 

second and third order correction terms, ζ2 and ζ3: 
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   (53) 

The solution of Eq. (53), subject to the boundary condition in Eq. (22), is given in 

Appendix C. In the ensuing discussion, we focus upon the total heat release response. 

Defining the conical flame area-velocity transfer function at the fundamental frequency 

as
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where Gc,Lin refers to the linear transfer function, Eq. (41). The coefficients Ãc,ωo - Ẽc,ωo in 

this expression are defined in Appendix D.  

Similarly, the wedge flame area transfer function is:  
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The conical transfer functions evaluated using the analytical result, Eq. (54), are 

compared with numerical simulations for a representative case in Figure 21. Although not 

shown, comparable results are obtained for wedge flames using Eq. (55). Non-linearity is 

enhanced as the velocity amplitude or the Strouhal number increases. As expected, the 

perturbation analysis is accurate at higher velocity amplitudes when the Strouhal number 

is low. 

 

Figure 21 Dependence of flame area fluctuations upon disturbance velocity amplitude for 
axisymmetric conical flames at η=1, where εref = ref ou / u′ . 

 

The linear component of the transfer function in Eq. (54) and (55) is described by only 

two parameters; i.e. 2LinG G( St , )η= . For the general nonlinear case, the gain G is also a 

function of ε and β; i.e., G G( St ,K , , )ε β= . Also, as can be seen from the contribution of 

the non-linear terms to the transfer function in Eqs. (54) and (55), two new characteristic 
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time scales arise which are represented by the non-dimensional terms: (2-Kα)St2 =2St2-

Stc and (2Kα-1)St2 =2Stc-St2. As discussed in the previous section, the linear transfer 

function can be explicitly decomposed into contributions from boundary conditions and 

flow forcing non-uniformities. The boundary conditions and flow non-uniformities give 

rise to the characteristic times represented by the terms containing St2 and Stc, 

respectively. When the analysis is extended to the non-linear regime, the same 

conclusions can be reached regarding the origin of the time scales represented by the 

terms St2 and Stc (the terms with the coefficients 
o

Bω�  and 
o

Aω
�  in Eqs. (54) and (55)). In 

addition, the time scale represented by the terms (2Kα-1)St2 and (2-Kα)St2 arises as a 

result of the nonlinear interaction between these two sources of flame disturbance. Hence, 

to the order of approximation considered here, the nonlinear characteristics of the flame 

dynamics are controlled by the superposition of the flame disturbances represented by the 

terms: St2, Stc, 2St2-Stc and 2Stc-St2. 

As anticipated earlier, the nonlinear flame dynamics is qualitatively different 

depending upon whether the flame disturbances have a single or multiple characteristic 

time scale. The ensuing discussion will consider the former case first, and the multiple 

time scale case next. 

Consider the two limiting cases, η=0 and η=1, wherein all the above discussed time 

scales (albeit for different reasons) reduce to a single one represented by the term St2. 

Recall from the prior discussion that the flame dynamics in the uniform velocity case 

(η=0) is exclusively controlled by the boundary condition. In this case, the transfer 

function expressions reduce to: 
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Note that in the limit of long flames (β>>1⇒α→1), the non-linear contribution to the 

transfer function disappears for both conical and wedge flames. This result was 

anticipated in the discussion at the beginning of this section. 

 

Figure 22 Dependence of non-linear part of the transfer function for axisymmetric wedge 
flames at η=1 

Figure 22 shows the variation of the non-linear part of the transfer function for wedge 

flames as a function of the Strouhal number when η=1 for different values of α. As 

expected, for low Strouhal numbers (St→0), the contribution from the non-linearities 
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goes to zero. This is due to the absence of any destructive interference effect leading to a 

monotonic increase in the nonlinear contribution with increasing Strouhal number. 

Moreover, the contribution to the gain is substantially enhanced as the flame gets shorter 

(i.e. lower values of α) consistent with the Flame Aspect Ratio argument in the 

introduction of this section. 

 

Figure 23 Strouhal number dependence of the ratio of the magnitude of the flame area-
velocity transfer function to its linear value for the axisymmetric conical flame, β=2 

 

Hence the presence of a single characteristic time scale, for the η=0 and η=1 cases, 

causes the nonlinear contribution to monotonically increase with increasing Strouhal 

number and/or decreasing flame aspect ratio. As discussed further below, it is only for 

these two cases that the non-linearities always lead to a reduction in the magnitude of the 

total transfer function. These conclusions are valid even at higher velocity amplitudes as 

shown by numerical simulations in Figure 23-Figure 25, which plot the St2 dependence of 

the gain and phase of the nonlinear transfer function upon St2. The gain transfer functions 

are normalized by their linear values, G/GLin. Results are shown for two convective wave 
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speeds, η=0 and η=1, allowing for a convenient comparison of the effects of 

nonlinearities from boundary conditions alone, and the combined effect of boundary 

conditions and flow disturbance non-uniformity. Consider the gain curves first, Figure 23 

and Figure 25. As predicted earlier, the response tends to its linear value in all cases at 

low St2. In the η=0 case, nonlinear effects are more apparent at high St2. For the wedge 

flame in Figure 25 the response is considerably nonlinear even at moderate values of 

Strouhal number. The enhanced nonlinear response of wedge over cone flames is 

explained by the Boundary Conditions argument discussed earlier. 

 

Figure 24 Strouhal number dependence of the phase of the flame area-velocity transfer 
function for the axisymmetric conical flame, β=2. 

 

Turning to the η=1 case, note the substantial reduction in flame area relative to its 

linear value; i.e., there is a substantial degree of gain saturation. Although plotted in a 

different form, the resulting gain curves look quite similar to the qualitative plot of Hn(ε) 

in Figure 3. In agreement with the Strouhal Number argument discussed earlier, the 

degree of nonlinearity increases with St2. As shown in Figure 23 and Figure 25, the gain 
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for the conical and wedge flames decreases by about 80% and 85% respectively (at ε=εf 

in the St2= 20 and η= 1 case). In contrast, the gain never drops below 5% of its linear 

value for conical flames and 55% of its linear value for wedge flames in the η=0 case. 

Moreover, unlike the η=0 case, the phase of the area response for both the conical (see 

Figure 24) and wedge flames (not shown here) exhibits a strong amplitude dependence. 

These results indicate the extent to which flow non-uniformities can significantly modify 

the nonlinear flame response. 

 

Figure 25 Strouhal number dependence of the ratio of the magnitude of the flame area-
velocity transfer function to its linear value for the axisymmetric wedge flame, β=2 

Next, consider the case where η≠0 or 1 and the flame dynamics are controlled by the 

superposition of flame disturbances with the four different characteristic time scales 

discussed earlier. In contrast to the above results, interactions between the boundary 

condition and flow forcing non-uniformity solutions causes a non-monotonic variation in 

the transfer function gain with disturbance amplitude. To illustrate, Figure 26 shows the 

flame response for a wedge flame when η=2 (i.e. α=0.8 and disturbances are traveling at 

0.4uo). Note that the gain results are not normalized by their linear value here. The gain 
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result indicates that in the 5<St2<8 range, the nonlinear transfer function actually exceeds 

its linear value. This result can be understood by noting that this behavior occurs in the 

vicinity of the regions where the linear transfer function achieves a minima. At these St2 

values, the contributions from the boundary conditions and the flow forcing terms 

destructively interfere, leading to low linear gains. As the velocity amplitude is increased, 

nonlinearities cause the gain due to both the boundary conditions and the flow forcing 

terms to decrease. However, since the relative “ages” of the two disturbances are unequal, 

the discussion in the context of Figure 7 shows that the magnitude of their gain 

reductions is different. Since the individual gain decreases by different amounts, the total 

gain does not go to zero at the St2 value at which the linear gain is zero, but actually shifts 

to a higher St2 value in the ε=0.2εf case. At higher disturbance levels, the two terms never 

exactly cancel and the gain does not go to zero. Rather, there is a monotonic decrease in 

the gain of the transfer function with increase in velocity amplitude. Analogous behavior 

also occurs in conical flames, although less dramatically. 

 

Figure 26 Strouhal number dependence of the magnitude of the flame area-velocity transfer 
function for the axisymmetric wedge flame, β=2,η=2 
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These predictions can be compared to related measurements of Durox et al. [23] on 

wedge flames, where the phase speed of the disturbances was half the mean flow speed. 

They obtained measurements at four forcing amplitudes ε~0.05-0.2 and β~5.6. 

Interestingly, they found both increases and decreases in the transfer function gain with 

changes in disturbance amplitude, depending upon Strouhal number. Their results are 

reproduced in Figure 27. The transfer functions plotted here equals the ratio of the 

fluctuating CH* emission intensity to the velocity disturbance amplitude slightly above 

the burner exit. Note the strong similarities between their measurement and the 

predictions from Figure 26. In the 2<St2<5 regions where the transfer function exceeds 

unity, the nonlinear gain monotonically decreases with disturbance amplitude. In the 

5<St2<8 range, the nonlinear transfer function first increases with disturbance amplitude, 

then decreases. This trend is quite consistent with the predictions of this study.  

 

Figure 27 Experimentally measured gain for an inverted conical flame for a mean 
velocity uo= 2.05 m/s, φ = 0.92. Data reproduced from Durox et al. [23] 

 



 68

 

Figure 28 Dependence of non-linear part of the transfer function on the phase speed of the 
disturbances (K) for axisymmetric wedge flames, St=1 

 

Using the perturbation analysis, the non-linear contribution to the wedge flame 

transfer function is shown for varying phase speeds at unity Strouhal number in Figure 

28. It shows that the non-linear contribution is higher when the phase speed of the 

disturbances is less than the mean flow speed (i.e. K>1) in comparison to the case 

wherein 0<K<1. This is a direct manifestation of the Flow Uniformity argument discussed 

earlier. As noted earlier, non-linearity decreases with increase in the flame aspect ratio 

(i.e. increasing α), consistent with the Flame Aspect Ratio argument. Note that this result 

is valid for a low Strouhal number case wherein the linear gain does not go to zero for 

both the conical and wedge flames. Hence, the gain monotonically decreases with 

increasing disturbance amplitude. However, for higher Strouhal numbers, the linear gain 

goes to zero at certain η values. It is only in the vicinity of these η values that we find the 

corresponding increase in nonlinear flame transfer function. This result prominently 

highlights the sensitivity of the flame response to the phase speed of the disturbances. 
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Moreover, it demonstrates how the competition between boundary condition and flow 

nonuniformity terms can significantly impact the flame response behavior. 

 

Figure 29 Dependence of acoustic driving, H(ε) (where H(ε) is equated for this example to 
Aw’/Āw) and damping, D(ε), processes upon velocity amplitude ε, for wedge flames at 
St2=6.25 with K=2, α =0.8 

These results have important applications upon the type of bifurcations which may be 

observed in unstable combustors. In situations where the amplification and damping 

curves resemble that qualitatively shown in Figure 3, only supercritical bifurcations will 

occur and a single stable limit cycle amplitude, εLC is possible. In situations where the 

gain exceeds, then is less than, the linear gain (see Figure 26); i.e., it exhibits an 

inflection point, multiple stable solutions for the instability amplitude may exist, and sub-

critical bifurcations are possible. This can be seen from Figure 29, which plots the 

dependence of Aw’/Āw vs ε for St2=6.25, K=2.5, α=0.8. This curve represents H(ε). A 

hypothetical damping curve, D(ε) is also drawn in Figure 29. Note the 3 intersection 

points, two of which are stable, ε=0 and ε=εLC, and one of which is unstable, ε=εT. In this 

case two equally valid solutions are possible, ε=0 or ε=εLC, which one the system is 

actually at depends upon initial conditions. Such a system will manifest characteristics 
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such as hysteresis and triggering (i.e., the destabilization of a linearly stable system by a 

sufficiently large disturbance [57]. 

 

Figure 30 Qualitative representation of regions where nonlinear flame transfer exceeds 
(shaded) or is less than (white) linear transfer function, α=0.8,ε=0.1 

The regions in parameter space (defined by K and St2), where the nonlinear transfer 

function has an inflection point can be determined from the analytical solutions and is 

shown in Figure 30. The plot shown is for a wedge flame with an aspect ratio α=0.8, 

ε=0.1. Note that an inflection point is most likely to exist when the phase speed of the 

disturbances is less than the mean flow speed (K>1). This is in accordance with the 

earlier discussion which showed that non-linear effects were enhanced for K>1.  

Finally, a brief comment on the response of the flame at the first harmonic of the 

forcing frequency. The previous discussion about the role played by the phase speed of 

the disturbances, Strouhal number and the flame aspect ratio upon nonlinearity in flame 

response is directly applicable here as well, since excitation of harmonics is another 

manifestation of nonlinearity. The analytical expressions for the flame response at ω= 

2ωo are provided in Appendix E. 
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4.2.3 Flame Length 

The changes in the average flame characteristics (such as its location and length) with 

increasing disturbance amplitude have been reported in many experimental studies 

[24,25,9]. These changes are indicative of non-linear effects and have potentially 

important effects upon the flame transfer function phase because they change the time 

delay between when a disturbance is created and when it encounters the flame. For 

example, Bellows et al. [9] observed a monotonic increase in the velocity-CH* 

chemiluminescence transfer function phase with disturbance amplitude and suggested it 

was due to the corresponding increase in flame length. 

Using the perturbation analysis, the average flame length normalized by its steady 

state value, Lf can be expressed as: 

( ) ( ) ( )( )2 2 3
2 22

3 3
2

1 1 2 3 2 1 1
1

4 1
avg

K ( K ( )K )St K K Sin[ K St ]
L

( K ) St

α α α α α α α α
ε

α α

− − + + + − + − −
= +

−
   (58) 

As shown in Eq. (58), the contribution of the non-linearities to the flame length is a 

function of the velocity amplitude, flame aspect ratio, Strouhal number and the phase 

speed of disturbances, i.e. Lavg=Lavg(ε,α,St,K). In order to highlight the effect of each of 

these terms, we consider various limits. In the limit of η=1, Eq. (58) reduces to: 

2
2 2

21

1 31
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( )( St )LLim

η

αε
α−>

− +
= −    (59) 

Eq. (59) predicts that Lf decreases with increasing Strouhal number (note that α<1) and 

velocity amplitude. Moreover this effect is amplified with decreasing flame aspect ratio, 
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α. 

In the limit of low Strouhal numbers, the average flame length can be expressed as: 

2
20

11
4
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St

( )LLim
αε

α−>

−
= −    (60) 

Equation (60) indicates that, at low Strouhal numbers, the average flame length is a 

function of only ε and flame aspect ratio and is independent of the phase speed of the 

disturbances (K) and frequency (St). Moreover if the flame is long (i.e. α→1), the effect 

of non-linearities disappear (see Eq. (60)) and the average flame length remains constant.  

Another interesting feature is that for uniform disturbance velocity (K=0), or when the 

phase speed and mean flow speed are equal (K=1), the average flame length is 

independent of the Strouhal number, i.e.: 

0 1 0
avg avg avg

K K St
L L LLim Lim Lim

−> −> −>
= =    (61) 

The discussion above is in conformity with experiments reported by Durox et al. [25], 

wherein a reduction in the average flame length was observed with increased velocity 

amplitudes. Their experiments were conducted at a frequency of 1000 Hz, α ~0.5 and a 

range of velocity amplitudes. The present analysis indicates that for α~0.5, the average 

flame length decreases, irrespective of the frequency and phase speed of the disturbances. 

Similar agreement is obtained with the results of Bourehla and Baillot [24] under 

conditions where their measured velocity profiles are similar to those considered here. 

These conditions correspond to K~1-2, St2~8-12 and K=0, St2>23. 
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4.3 Remarks  

One of the key points made in this chapter is that the linear and nonlinear 

characteristics of the flame dynamics are controlled by the interaction between flame 

disturbances due to boundaries and flow non-uniformities. A constructive superposition 

of the two flame disturbance contributions can cause the flame to act as an “amplifier” at 

certain frequencies whereas a destructive superposition can cause the flame response to 

be identically zero. 

In the nonlinear regime, the flame response is critically dependent on whether the 

solution lies in a region of constructive or destructive interference of the flame 

disturbances. In regions of constructive interference, the nonlinear flame transfer function 

gain is always less than its linear value whereas in regions of destructive interference the 

nonlinear transfer function may exceed its linear value. These characteristics can cause 

the same combustor to exhibit sub-or supercritical type of bifurcation depending on the 

operating condition. The analysis shows that nonlinearity is enhanced and that there is a 

greater tendency for the nonlinear transfer function to have an inflection point when the 

phase speed of the disturbances is less than the mean flow speed. Moreover, the average 

flame length decreases with increasing perturbation amplitude for most conditions, 

consistent with the available experimental data. 
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CHAPTER 5                                                             

FLAME RESPONSE: EFFECT OF STRETCH AFFECTED 

FLAME SPEED 

An analysis of the linear response of 2D wedge and conical premixed flames is 

presented in this chapter, which takes into account the influence of flame stretch 

manifested as variations in the local flame speed along the wrinkled flame front. Results 

obtained from analyzing the G-equation shows that the flame response is mainly 

characterized by the Markstein length *
cσ  and a Strouhal number, St2, defined as the 

disturbance angular frequency normalized by the time taken for a flame disturbance to 

propagate the flame length. Flame stretch is found to become important as the 

disturbance frequency satisfies 2
2 1*

c St ~ O( )σ , i.e. ( )1 2
2

* /
cSt ~ O ( )σ − . Specifically, for 

disturbance frequencies below this order, stretch effects are small such that the flame acts 

as an unstretched one. When the disturbance assumes O(1) of this frequency, the transfer 

function, defined as the ratio of the normalized fluctuation of the heat release rate to that 

of velocity, is contributed mostly from fluctuations of the flame surface area, which is 

now affected by stretch. Finally, as the disturbance frequency increases to that of 

( )1
2

*
cSt ~ O ( )σ − , i.e. 2 1*

c St ~ O( )σ , the direct contribution from the stretch-affected 

flame speed fluctuation to the transfer function becomes comparable to that of the flame 

surface area. The present study qualitatively explains the experimentally observed 

filtering effect in which the flame wrinkles developed at the flame base decay along the 

flame surface for thermal-diffusively stable mixtures and for large frequencies 
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disturbances. 

5.1 Results and Discussion 

It is should be noted that the reason that the wedge flame has been adopted for 

analysis instead of the conical flame used in the experiment (see Figure 9 and Figure 10) 

is that the conical flame position is not analytically solvable because of the curvature at 

the flame tip. Thus, the evolution equation for the flame position becomes a second order 

nonlinear ordinary differential equation and hence can only be solved numerically. Since 

solutions for the wedge and conical flames differ only by a small correction term in the 

limit of weak stretch, discussion and conclusions for the analytically solvable wedge 

flame are fundamentally applicable to the conical flame except for cases where the burner 

diameter is of the order of the flame thickness.  

5.1.1 Solutions of Flame Disturbance and Transfer Function 

In this section, expressions for the location of the disturbed flame and the transfer 

function when the flame speed is affected by stretch are derived.  

In response to the velocity disturbance, the flame position can be expanded as: 

2
1

o
iSt t

( r ,t ) ( r ) ( r ,t )

( r ,t ) ( r )e O( )

ζ ζ ζ

ζ εζ ε− ⋅

′= +

′ = +
   (62) 

where  

1o( r ) rζ = −     (63) 

is the steady-state flame location. Substituting Eqs. (62) and (63) into Eq. (20), the flame 

speed relation can be expressed as: 
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c rr sL
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S u
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= − +
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where the subscript “r” denotes the spatial derivative with respect to r, and 

11 1
2c
Ze

Le R
δσ ⎡ ⎤⎛ ⎞ ⎛ ⎞= − −⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦

  (65) 

1 1
2s
Ze

Le R
δσ ⎛ ⎞⎛ ⎞= −⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
  (66) 

are the Markstein lengths related to the curvature and strain sensitivities of the flame 

speed, respectively. Recognizing that flame stretch is induced by aerodynamic strain, 

flame curvature, and flame motion, and that the curvature of the flame front can be 

expressed as ( )3 221
/

rrζ β′ + , it is seen from Eq. (64) that in the linear limit, the 

individual contributions from the flame curvature and strain have been separated out, as 

represented by the second and third terms on the RHS of Eq. (64), respectively. 

Furthermore, it is seen from Eq. (65) that, as noted earlier, the flame speed is modified by 

the curvature through a pure curvature effect, which is independent of Le, and the 

curvature component of the nonequidiffusion-related stretch. Consequently, the 

nonequidiffusional effect tends to strengthen the pure curvature effect when Le>1, and 

weakens it when Le<1. It should also be pointed out that σc and σs  become functions of 

frequency [58] when the time scales involving the flow oscillation and the transit time 

across the flame become comparable. It can be shown that, in the linear limit, the 

governing equation given by equation Eq. (67) is still valid except that σc and σs have to 

be now interpreted as frequency dependent Markstein transfer functions.  
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Substituting Eqs. (62)-(64) into Eq. (19) and collecting the O(ε) terms, the 

evolution equation for the disturbed flame location ζ1 can be derived as 

2 2
11 1

12 3 2 2 2 2
1 0

1 1 1
iStK( r )c s

/
i KStiSt e

r( ) r
σ β σ βζ ζβ ζ
β β β

−
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⎜ ⎟∂+ ∂ + +⎝ ⎠

 (67) 

The solution of Eq. (67), subject to the boundary conditions in Eqs. (22) and (23), is 
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In the above St2, referred to as the reduced Strouhal number, combines effects of 

the flame aspect ratio and the Strouhal number, and can be rewritten as 

o f o( L cos ) ( u cos )ω α α , where α is the angle between the nominal flame surface, 
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without disturbance, and the flow direction. Thus it represents the angular frequency of 

the disturbance normalized by the time taken for the flame disturbance to propagate the 

flame length.  

Recognizing that in the limit of weak stretch, i.e. 0*
cσ →  and 0*

sσ → , we have 

2L → −∞ , 1 2L Le e>>  and 1 2L r L re e>>  except for the region very near the flame tip 

( 0r → ), Eq. (68) can be simplified to 

1 21 1
1

L ( r ) iSt ( r )C e e ηζ − −⎡ ⎤= − +⎣ ⎦     (74) 

Thus, hereafter we shall present the analysis based on the much simpler solution, Eq. (74)

. The solutions based on the exact expressions are listed in Appendix F. 

Next, we consider the total heat release of the flame. Since, by considering flame 

stretch, the heat release responds to the disturbance through both the flame surface area 

and flame speed, fluctuations of the heat release can be expressed as A SQ Q Q′ ′ ′= +  in the 

linear limit, where 

S LQ S dA′ ′= ∫ ,  A LQ S dA′ ′= ∫     (75) 

are consequences of the fluctuations of the flame speed and flame surface area, 

respectively, and 

( )1 221
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Substituting Eqs. (76)-(78) into Eq. (75), yields 

( ) ( ) ( )2
2
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1 0
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     (80) 

where ( ) ( )S S oG Q Q u u′ ′=  and ( ) ( )A A oG Q Q u u′ ′=  are the transfer functions 

contributed from the fluctuations of the flame speed and flame surface area, respectively. 

The overall transfer function is then given by G=GS+GA, which depends on four key 

parameters: St2, η, *
cσ  and *

sσ .  

5.1.2 Baseline Flame Response 

 The baseline flame response characteristics for the unstretched flame are discussed 

extensively in Chapter 5. Note that for the unstretched case, only the fluctuations of the 

flame surface area contribute to the transfer function. With 0* *
c sσ σ= = , Eq. (74) 

becomes  
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( )
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iSt r i St re ei
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Substituting Eq. (81) into (80) yields the transfer function 

( )
2 2
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iSt i Ste eG i
St

η

η
−
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−

      (83) 

with the gain given by  
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( )
( )

1
22

2

1
2

1

sin St
G

St

η

η

−
=

−
     (84) 

Figure 31 shows the dependence of the gain of the transfer function, G , on St2 

for different η. It is seen that the gains are always less than unity (except for the η =1 

case) and exhibit a series of peaks and nodes. In particular, the nodes in the gain occur at 

frequencies satisfying 2 2 2St St nη π− = , (n=0,1,2…). The gains for the η=0 and η=2 

cases are identical, which is anticipated from the η  dependence of the gain in Eq. (84). In 

the limit of η→1, Eq. (83) can be reduced to 21
iStG eη→ = , leading to a constant, unity 

gain irrespective of the value of St2. As discussed above and also shown in Eq. (83), the 

above characteristics for the gain of the transfer function is a consequence of the 

superposition of the convective wrinkling and that locally induced by flow non-

uniformity. Specifically, it is seen from Eq. (84) that the dependence of G  on η is 

symmetric about η=1, namely with the increase of η from 0, G  first increases and then 

decreases monotonically as η exceeds 1. Figure 32 shows the dependence of the phase of 

the transfer function on St2 for different η. It is seen that the phase increases with 

increasing St2 and has a jump of –π at St2 satisfying 2 2 2St St nη π− = , as a result of the 

nodes in the gains at these values of St2. 
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Figure 31 Strouhal number dependence of the magnitude of the wedge transfer 
function for different values of η, σ*=0 

 

Figure 32 Strouhal number dependence of the phase of the transfer function for 
different values of η, σ*=0 

Note that in contrast to axisymmetric flames (see Chapter 4), two dimensional 

flames have nodes in the gain of the transfer function at 2 2 2St St nη π− = . However, this 

does not mean that the flame does not respond to disturbances at these frequencies. To 

demonstrate this point, the radial distribution of the amplitude of the flame oscillation, 

1ζ , is shown in Figure 33 for St2=47.5 and β=2 ( *
cσ =0 case only). It is seen that for this 

frequency there exist nodal points ( 1ζ =0) on the flame surface in additional to the one at 
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the flame base (r=1). Thus the flame segments within these nodal points are constrained 

by them and as such they oscillate in the manner of a vibrating string. Since there is no 

nodal point at the flame tip for this frequency, the flame segment between the flame tip 

and the nearest nodal point exhibits both bulk oscillatory movement and local wrinkling. 

Thus, the fluctuation of the flame surface area is a consequence of the superposition of 

these two forms of flame movement. Specifically, for frequencies corresponding to 

2 2 2St St nη π− =  ( 2 2St nπ=  for η=0), a nodal point is located at the flame tip so that 

the entire flame surface is constrained by the nodal points and the fluctuation of the flame 

surface area is only due to flame wrinkling. In this case, it can be shown that the 

fluctuation amplitude of the flame surface area for the 2-D wedge flame is O(ε2), which is 

neglected by the linearization process. This is the reason that the transfer function shown 

in Figure 31 has nodes for 2 2 2St St nη π− =  even though the velocity disturbance 

wrinkles the flame. 

5.1.3 Stretch Effects under Uniform Velocity Disturbance 

The influence of stretch on the gain and phase of the transfer function is 

considered in this section. To obtain insight into the results, it is useful to first consider 

the case of the uniform disturbance velocity field (η=0), which is simply an oscillating 

plug flow. For this case modification of the flame speed occurs only through the 

curvature of the flame front, as shown in Eq. (64). Then, the solution for the disturbed 

flame location, Eq. (74), becomes 

1 1
1

1 1 L ( r )e
iSt

ζ −⎡ ⎤= − −⎣ ⎦      (85) 
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Figure 33 shows the radial distribution of the amplitude of flame oscillation for 

different values of *
cσ , with parameters (St2=47.5 and β=2) chosen to be consistent with 

the experiments of Bourehla and Baillot [24]. It is seen that in the presence of stretch, the 

amplitude of the flame front wrinkling decays continuously from the flame base (r=1) to 

the tip (r=0), in contrast to the constant amplitude for the unstretched flame ( 0*
cσ = ). 

Thus, the experimentally observed damping in the flame front oscillation away from the 

flame base is clearly reproduced, with this damping effect increasing with increasing *
cσ . 

 

Figure 33 Radial distribution of the flame oscillation amplitude, ( )1 rζ , for different 

values of *
cσ  with St2 = 47.5, β=2 and η=0. 

 

To further explore the damping mechanism of flame wrinkling by stretch, we 

expand Eq. (85) for small *
cσ . In this limit,  

( )2 2 2
1 2 2 21 2 * *

c cL ~ iSt St Stσ σ− − +  

Then Eq. (85) becomes 
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( )2 22 2 22
1 2 11

1
1 1

** cc
iSt St ( r )St ( r )e e

iSt
σσζ

− − −−⎡ ⎤
= − −⎢ ⎥

⎢ ⎥⎣ ⎦
    (86) 

It is seen that for sufficiently small St2, Eq. (86) degenerates to that for the unstretched 

flame 

2 1
1

1 1 iSt ( r )
,NS e

iSt
ζ − −⎡ ⎤= − −⎣ ⎦     (87) 

implying that flame stretch effects are negligible such that the flame acts as an 

unstretched one under small disturbance frequencies. It is further seen from the 

comparison between Eqs. (86) and (87) that stretch damps the flame wrinkling through 

the term 
2
2 1*

c St ( r )eσ − , and this damping effect increases exponentially toward the flame 

tip, i.e. 0r → . This demonstrates that the extent of damping in the flame wrinkling by 

stretch is controlled by the nondimensional parameter 2
2

*
c Stσ , and becomes O(1) as 

2
2 1*

c St ~ O( )σ , i.e. as the disturbance frequency satisfies ( )1 2
2

* /
cSt ~ O ( )σ − . This 

property is consistent with the plots in Figure 33. For example, even for the very small 

stretch, 0 0005*
c .σ = , the damping is still quite evident especially near the flame tip (r=0) 

because ( )2
2 1 13 1*

c St . ~ Oσ ≈ . For the case of 0 005*
c .σ =  for which 2

2 11 3*
c St .σ ≈ , the 

damping is so strong that the flame wrinkling is only evident near the flame base, 

consistent with the experiment of Bourehla and Baillot [24]. Furthermore, the 

nondimensional parameter 2
2

*
c Stσ  indicates that the damping effect increases with the 

square of the disturbance frequency and hence is very sensitive to it. This is the reason 

that doubling the disturbance frequency is able to completely damp the flame wrinkling 

except for the flame base region, as shown in Figure 10. It is also seen from Eq. (86) and 
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Figure 33 that damping of the flame wrinkling results in more uniform flame oscillation 

amplitude, indicating an increase of the relative contribution of the bulk oscillatory 

movement of the flame to the fluctuation of the flame surface area. Moreover, Eq. (86) 

shows that flame stretch is also able to modulate the wavelength of the flame wrinkling 

through the term 2 2
21 *

c Stσ−  in the exponential ( )2 2
2 21 2 1*

ciSt St ( r )
e

σ− − −
 , and this 

modulation effect is O(1) as ( )1
2

*
cSt ~ O( )σ − . However, at such a large St2, flame 

wrinkling is totally suppressed such that its wavelength has no meaning. Thus, this effect 

can be neglected so that Eq. (37) can be further simplified to 

2
2 21 1

1
1 1

*
c St ( r ) iSt ( r )e e

iSt
σζ − − −⎡ ⎤= − −⎢ ⎥⎣ ⎦

 

and the expansion of L1 only needs to keep the first two terms 

2
1 2 2

*
cL ~ iSt Stσ− +       (88) 

It is noted that with the increase of St2 to ( )1*
cO ( )σ − , the expansion for L1, Eq. (88), 

becomes less accurate. However, the trend revealed for the flame response at this order of 

frequency should still prevail.  

We next study effects of flame stretch on the transfer function. Since the heat 

release rate mainly depends on the flame surface area, which in turn depends on the flame 

wrinkling, it is expected that flame stretch starts to have an O(1) effect on the heat release 

and thereby on the transfer function for frequency St2 from ( )1 2* /
cO ( )σ − . Substituting 

Eq. (85) into Eqs. (79) and (80), respectively, yields 
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( )11

2
1

*
Lc

S
LG e
iSt

σ −= − −   (89) 

( )1

2

1 1 L
AG e

iSt
−= − −    (90) 

Figure 34 shows variations of the gains of G, GA and GS with the reduced Strouhal 

number, St2, for 0 05*
c .σ = . The gain of the overall transfer function for the unstretched 

case ( 0*
cσ = ),  

( )2
0 2

1 1*
c

iStG e
iStσ = = − −     (91) 

is also plotted for the purpose of comparison. It is seen that in the presence of flame 

stretch, the transfer function shows quite different behavior from the unstretched case. It 

is seen that the nodes at 2 2St nπ=  in the gain of the transfer function for the unstretched 

case ( 0*
cσ = ) are eliminated in the presence of stretch, as already shown in Figure 33, 

leading to higher values of G  for the stretched flame around these frequencies. 

Relaxation of the flame surface from the nodal points then enhances fluctuation of the 

flame surface area, through the bulk oscillatory movement, to a larger extent than the 

damping effect through reduced wrinkling, which is O(ε2) for 2 2St nπ= . Moreover, it is 

seen from the transfer functions for the stretched case that at small St2 (<5) the overall 

transfer function G is very close to GA, implying that contribution from the fluctuation of 

the flame surface area dominates that of the flame speed. However, with the increase of 

St2 the relative contribution of GS increases and finally becomes comparable to GA at St2 ∼ 

30. It is noted that the gain of the overall transfer function, G , is not simply the sum of 
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AG  and SG  because GA and GS are not necessary in the same phase, as will be shown 

in Figure 35. 

The dependence of the transfer functions, GA, GS and G, on the flame stretch *
cσ  

and disturbance frequency St2 can be further illustrated by substituting the expansion for 

L1, Eq. (39), into Eqs. (40) and (41): 

( ) 2
2 22 2

2 2
2

1 1
*
c St iSt* *

S c cG i St St e e
iSt

σσ σ −⎛ ⎞≈ − − + −⎜ ⎟
⎝ ⎠

    (92) 

2
2 2

2

1 1
*
c St iSt

AG e e
iSt

σ−⎛ ⎞≈ − −⎜ ⎟
⎝ ⎠

   (93) 

Comparing Eq. (93) with the transfer function for the unstretched flame, Eq. (91), shows 

that flame stretch starts to have an O(1) effect on the transfer function as the disturbance 

frequency St2 satisfies 2
2 1*

c St ~ O( )σ , as noted earlier. At this frequency, 

( )1 2* /
S A cG G ~ O ( )σ , and hence the contribution from the flame speed fluctuation can 

be neglected. Thus, the overall transfer function G is mostly derived from fluctuations of 

the flame surface area and the effect of flame stretch is only through its modulation of the 

flame shape. Therefore, we have 

( )2
2 2 1 2

2

1 1
*
c St iSt * /

A cG G e e ~ O ( )
iSt

σ σ−⎛ ⎞≈ ≈ − −⎜ ⎟
⎝ ⎠

  (94) 

With St2 increasing from ( )1 2* /
cO ( )σ −  to ( )1*

cO ( )σ − , the contribution from the flame 

speed fluctuation, GS, becomes comparable to GA. Furthermore, since flame wrinkling is 

totally suppressed at this order of St2, fluctuations of the flame surface area are mainly 

due to the bulk movement of the flame. Then the transfer functions become 
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( )2 2
2 2

2

1 * *
S c cG i St St

iSt
σ σ≈ − − + ,  

2

1
AG

iSt
≈ −    (95) 

and the overall transfer function is given by 

( ) ( )2 2
2 2

2

1 1 * * *
c c cG St i St ~ O

iSt
σ σ σ≈ − + −    (96) 

The above characteristics are consistent with Figure 34, which shows that G and GA have 

almost identical values for St2 < 5 ( 2
2 1*

c St ~ O( )σ ), while GA and GS contribute 

comparably to the overall transfer function G for St2>20 ( 2 1*
c St ~ O( )σ ). 

 

Figure 34 Variations of the gains of the overall transfer function G and the transfer 
functions resulted from the fluctuations of flame surface area and flame speed, GA and GS, 

with St2 for 0 05*
c .σ =  and η = 0.The gain of the overall transfer function for 0*

cσ =  and η 
= 0 is also plotted for comparison. 
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Figure 35. Variations of the phase of the overall transfer function G and the transfer 
functions resulted from the fluctuations of flame surface area and flame speed, GA and GS, 

with St2 for 0 05*
c .σ =  and η = 0.  

 

Figure 35 shows variations of the phases of G, GA and GS with the reduced 

Strouhal number, St2, for 0 05*
c .σ = . It is seen that, compared to the unstretched case, the 

–π jump in the phase resulted from the nodes in the gain of the transfer function is 

smoothed out, due to elimination of these nodes in the presence of stretch. Furthermore, it 

is seen that at small St2, the phase of G follows closely that of GA, whereas with 

increasing St2 it approaches the phase of GS due to the increased relative contribution of 

GS, which is the same trend as we have discussed for the gain of the transfer function in 

Figure 34 

5.1.4 Stretch Effects under Nonuniform Velocity Disturbance 

In the more general case of a nonuniform disturbance velocity field ( 0η ≠ ), the 

flame speed is modified by both the curvature and aerodynamic strain, as shown in 
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Eq.(78). In addition, the baseline flame response is also changed due to the wrinkling 

locally induced by the flow non-uniformity.  

 

Figure 36 Variations of the gains of the overall transfer function G and the transfer 
functions resulted from the fluctuations of flame surface area and flame speed, GA and GS, 

with St2 for 0 05*
c .σ = , 0*

sσ =  and η = 2. 

 

Substituting Eq. (74) into Eqs. (79) and (80) yields the transfer functions under 

nonuniform disturbance, 

( ) ( ) ( )1 2 21
1 2

2
1 1 1

*
L iSt iSt*c

S s
CG L e iSt e e

iSt
η ησ

η σ−⎡ ⎤= − − + − − −⎢ ⎥⎣ ⎦
   (97) 

( )1 21

2

L iSt
A

CG e e
iSt

η−= − − +    (98) 

where 

2
1 2

2

1
1

*
s

*
c

i StC
i St

σ η
σ η η

−
=

− +
 



 91

Figure 36 shows variations of the gains of G, GA and GS with the reduced Strouhal 

number, St2, for 0 05*
c .σ = , 0*

sσ =  and η =2. It is seen that at small frequencies (St2 < 5) 

the overall transfer function G can be approximately represented by GA, whereas at large 

St2, G follows closely the trend of GS, indicating that contributions from fluctuations of 

the flame surface area and flame speed dominate at small and large frequencies, 

respectively. To further analyze the trend shown in Figure 36, we substitute the 

expansion for L1, and obtain 

( ) ( ) ( )2
2 2 21 1 11

1
*
c St r iSt r iSt rC e e e

iSt
σ ηζ − − − −⎛ ⎞≈ − − +⎜ ⎟

⎝ ⎠
   (99) 

( ) ( ) ( )2 2 2 22 21
2 2 2

2
1 1 1

* *
c cSt i St iSt iSt* * * *

S c c c s
CG i St St e e i St e e

iSt
σ σ η ησ σ σ η σ−⎡ ⎤⎛ ⎞= − − + − + − − −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

   (100) 

2 2 21

2

* *
c cSt i St iSt

A
CG e e e

iSt
σ σ η−⎛ ⎞= − − +⎜ ⎟

⎝ ⎠
      (101) 

Comparing Eq. (101) with the transfer function for the unstretched flame, Eq. (83), shows 

that flame stretch begins to have O(1) effects on the transfer function GA as the 

disturbance frequency satisfies 2
2 1*

c St ~ O( )σ , as in the case of the uniform velocity 

disturbance. At this frequency, ( )1 2* /
S A cG G ~ O ( )σ , and hence the contribution from 

GS can be neglected in the overall transfer function. Thus, the overall transfer function G 

is mostly derived from fluctuations of the flame surface area: 

2 2 21

2

* *
c cSt i St iSt

A
CG G e e e

iSt
σ σ η−⎛ ⎞≈ ≈ − − +⎜ ⎟

⎝ ⎠
     (102) 

Furthermore, as discussed in Section 5.1.2, under nonuniform velocity disturbance the 

solution is determined by the superposition of the convective wrinkling and that locally 



 92

induced by flow non-uniformity. It is apparent from the comparison between the results 

obtained with and without stretch effects, Eqs (33) and (50) and Eqs. (34) and (53), that 

flame stretch only damps the convective wrinkling with the locally induced wrinkling 

remains unchanged.  

As St2 increases from ( )1 2* /
cO ( )σ −  to ( )1*

cO ( )σ −  such that 2 1*
c St ~ O( )σ , the 

contribution from the flame speed fluctuation, GS, becomes comparable to that from GA. 

Furthermore, it is seen from Eq. (100) that aerodynamic strain only operates through the 

flame speed fluctuation. Further note that since both *
cσ  and *

sσ  are determined by the 

nondimensional flame thermal thickness (see Eqs. (65) and (73)) and we have assumed 

( )1 1 1Ze Le ~ O( )− − , *
cσ  and *

sσ  can be assumed to have the same order of magnitude. 

Thus, at ( )1
2

*
cSt ~ O ( )σ − , aerodynamic strain contributes to GS comparably with the 

rest of the terms of GS. At this order of St2, contributions to GA and GS due to the 

convective wrinkling have been totally damped such that the transfer functions become 

( ) ( ) ( )2 22 21
2 2 2

2
1 1iSt iSt* * * *

S c c c s
CG i St St i St e e

iSt
η ησ σ σ η σ⎡ ⎤= − − + + − − −⎢ ⎥⎣ ⎦

 (103) 

21

2

iSt
A

C eG
iSt

η
= −     (104) 

With further increase of St2, GS becomes dominant over GA and G follows closely the 

trend of GS at large St2, consistent with Figure 36  

Figure 37 shows variations of the phases of G, GA and GS with St2, for 0 05*
c .σ = , 

0*
sσ =  and η =2. It is seen that, as in the case of uniform velocity disturbance shown in 



 93

Figure 35, the phase jump of –π is moderated by stretch and the phase of G follows the 

trends of GA and GS at small and large St2, respectively. The difference is that for this 

value of η (=2), all the phases have close values.  

 

Figure 37 Variations of the phases of the overall transfer function G and the transfer 
functions resulted from the fluctuations of flame surface area and flame speed, GA and GS, 

with St2 for 0 05*
c .σ = , 0*

sσ =  and η = 2. 

 

Figure 38 and Figure 39 respectively show variations of the gain and phase of the 

overall transfer function with St2 for different values of η, with 0 02*
c .σ =  and 0 02*

s .σ = . 

Again the nodes in the gain and the –π jump in the phase of the transfer function at 

2 2 2St St nη π− =  are eliminated by stretch. In addition, in contrast to the constant gain 

of unity for the unstretched η =1 case shown in Figure 31, stretch effects cause the gain 

to reduce monotonically with increasing St2. Also, note that the gains for the η =0 and η 

=2 cases are identical in the unstretched case. However, in the presence of stretch, they 

possess different values. As we have discussed, the special characteristics for the gain of 

the transfer function for the unstretched case, such as unity gain for η=1 and the same 



 94

gains for η=0 and 2, is a consequence of the superposition of the convective and locally 

induced wrinkling. Therefore, for these values of η, damping of the convective wrinkling 

leads to substantially different behavior in the presence of stretch. 

 
Figure 38 Variations of the gain of the overall transfer function G with St2 for 0 02*

c .σ = , 

0 02*
s .σ =  and different values of η. 

 

Figure 39 Variations of the phase of the overall transfer function G with St2 for 0 02*
c .σ = , 

0 02*
s .σ =  and different values of η. 
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5.1.5 Stretch Effects in Other Flame Geometries 

In this chapter, a 2D wedge flame has been considered for analysis. For the 2D 

conical flame, since the leading-order flame location ζo is not analytically solvable due to 

the flame curvature effect at the flame tip, the evolution equations for both ζo and ζ1 are 

second-order nonlinear ordinary differential equations and hence have to be solved 

numerically. However, in the limit of weak stretch, Eq. (63) is in fact a very good 

approximation for ζo except for the O(δ) region around the flame tip. Since the quantities 

of practical interest are the integrated ones over the entire flame surface, such as the heat 

release rate and the transfer function, the error induced by using Eq. (63) to approximate 

ζo for the 2D conical flame is expected to be small. The analysis for the wedge flame then 

becomes fundamentally applicable to the 2D conical flame, with the boundary condition 

in Eq. (23) replaced by that of symmetry.  

 
Figure 40 Variations of the gains of the overall transfer function G and the transfer 
functions resulted from the fluctuations of flame surface area and flame speed, GA and GS, 

with St2 for the axisymmetric conical flame, with 0 05*
c .σ = , 0*

sσ =  and η = 0. 
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For axisymmetric geometries (wedge and conical), the expression for the stretch-

affected flame speed has an additional azimuthal term that introduces additional 

analytical complexity (see Appendix G for results). However, the qualitative trends for 

the effects of flame stretch on the linear flame response deduced from the 2D geometries 

still apply to the axisymmetric ones. Figure 40 shows variations of the gains of G, GA and 

GS with St2 for the axisymmetric flame. It is seen that they exhibit the same trend as that 

of Figure 34, namely the contribution to the transfer function from the fluctuation of the 

flame surface area GA dominates at small St2, while with increasing St2 the contribution 

from the flame speed fluctuation GS increases and becomes comparable to GA at 

( ) 1
2

*
cSt ~ σ

−
. However, the effect of flame geometry causes the response of the overall 

heat release to exhibit significant quantitative differences. These differences are due to 

the fact that unsteady curvature effects grow in prominence with downstream distance. 

Thus, for an axisymmetric wedge flame where the majority of the flame area is at its tip, 

curvature effects cause substantial reductions in flame response, relative to those for the 

2-D case (where flame area is distributed equally along the whole flame length). In 

contrast, for a conical flame, the majority of flame area lies at the flame base, where 

curvature effects are not as significant. Thus, curvature effects have a significant impact 

on the area fluctuations (GArea) of these flames at much higher frequencies than 

axisymmetric wedge flames. 

5.2 Remarks 

In this chapter an analytical investigation of the linear response of a 2D wedge-shaped 

premixed flame to harmonic velocity disturbances is presented, which allows for the 
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dependence of the flame speed on stretch. Different from previous studies, the transfer 

function now consists of contributions from fluctuations of both the flame surface area 

and flame speed. Two nondimensional parameters, 2
2

*
c Stσ  and 2

*
c Stσ , were identified to 

characterize their relative contributions and thereby the impact of flame stretch on the 

flame response. Specifically, as the disturbance frequency satisfies 2
2 1*

c St ~ O( )σ , i.e. 

( )1 2
2

* /
cSt ~ O ( )σ − , flame stretch starts to have O(1) effect on the transfer function 

through damping of the disturbance-induced flame wrinkling. At this order of the 

frequency, the contribution from the flame speed fluctuation is negligibly small. Thus 

flame stretch affects the transfer function only through its modulation of the flame shape 

and thereby its surface area and this effect increases with the square of the disturbance 

frequency. At larger frequencies such that 2 1*
c St ~ O( )σ , i.e. ( )1

2
*
cSt ~ O ( )σ − , 

contributions from fluctuations of the flame surface area and flame speed become 

comparable. 

Flame stretch was commonly believed to be not important in the response of 

flames to disturbances, except for very large disturbance frequencies at which the 

wavelength of the disturbance-induced flame wrinkling is small so that the flame front 

curvature is sufficiently large. At such a large frequency the flame response diminishes 

significantly because flames tend not to respond to high frequency disturbances. 

However, the present study has convincingly demonstrated that, even for small *
cσ , 

flame stretch is still important for “moderate” disturbance frequencies. This is because 

even if *
cσ  is small, ( ) 1 2

2
/*

cSt ~ σ
−

 could assume values that are not very large but 
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nevertheless would induce O(1) effects on the flame response, for example through 

damping of the disturbance-induced flame wrinkling. For example, this implies that 

stretch effects become important for f> 100 Hz for a methane-air flame with equivalence 

ratio of 1.0, Ml ≈1 mm, flame length Lf ≈50 mm and uo= 2 m/s 
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CHAPTER 6                                                             

NUMERICAL FORMULATION 

In this chapter, details of the coupled Euler-G equation solver are presented. Specifically, 

the numerical algorithms for each of the modules and their implementation details are 

discussed. The mathematical formulation and the basic principle behind the Ghost Fluid 

Method (GFM), used for applying the jump conditions across the flame, is elucidated. 

Finally, the chapter ends with a discussion about the test cases used for validating the 

code. 

6.1 Governing Equation 

The governing equations for three-dimensional, unsteady, inviscid compressible flows 

are given by: 

( ) ( ) ( )

2

2

2
0

t x y z

u v w
uv uwu u p

vwv uv v p
w uw vw w p

E E p u E p v E p w

ρ ρ ρρ
ρ ρρ ρ

ρρ ρ ρ
ρ ρ ρ ρ

⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎛ ⎞
⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟

+⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ + + + =+⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ + ⎟⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ + + +⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠

  (105) 

where t is the time, ρ is the density, (u,ν,w) are the velocities in the (x,y,z) dimensions, E 

is the total energy per unit volume and p is the pressure. The total energy, which is the 

sum of the kinetic energy and the internal energy, can be expressed as: 

2 2 2

2
u v wE eρ ρ + +

= +  (106) 

where e is the internal energy per unit mass. Assuming ideal gas, the following relations 

hold: 
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p RTρ=  (107) 

o ve e C T= +  (108) 

where T is the temperature, R is the specific gas constant, Cv is the specific heat at 

constant volume and eo is a constant corresponding to the formation energy at 0 K 

(chosen to be consistent with the heat release across the flame). 

Consistent with the hydrodynamic theory, the flame is treated as a surface of 

discontinuity between the burned and unburned gases. Each of the fluids, i.e. reactants 

and products, satisfy the Euler equations (105)-(108) separately. The matching conditions 

(i.e. Rankine-Hugoniot relationship) at the flame are given by: 

( )

( )( )

( ) ( )

2

0

0

0

0
2

f

f

f f

N V V

p N V V

V N

V V V Vpe

ρ

ρ

ρ

⎡ ⎤• − =⎣ ⎦
⎡ ⎤

+ • − =⎢ ⎥
⎣ ⎦
⎡ ⎤× =⎣ ⎦
⎡ ⎤− • −
⎢ ⎥+ + =
⎢ ⎥
⎣ ⎦

G G G

G G G

G G

G G G G

 (109) 

where [ ]•  denotes the difference between the values on the product and reactant side, fV
G

 

is the local velocity of the flame front and N
G

 is the local unit normal to the flame. 

The flame location, where the jump conditions (see Eq. (109)) have to be applied, 

is tracked using the level set method. The instantaneous flame position is given by an 

implicit expression, G(x,t)=0, where ( )G x,tG  is governed by the following equation: 

0f
G V G
t

∂
+ ∇ =

∂

G
i   (110) 

Note that G is uniquely defined only at the flame surface while the surrounding G field is 

not. In the present implementation, G is initialized to be a signed distance function from 
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the flame (i.e. ( )1G∇ = ) which is advected using Eq. (110). Under the evolution of Eq. 

(110), ( )G x,tG  may not remain a distance function and hence reinitialization is required. 

This is done using [71]: 

( )( )1 0o
G S G G
τ

∂
+ ∇ − =

∂
   (111) 

where S(Go) is the sign of Go and τ is an artificial time. Here ( )oG x,tG  refers to the level 

set function which is not a distance function while ( )G x,tG  is the new level set 

constructed which is a distance function and has the same zero level set of ( )G x,tG . 

Mathematically, Eq. (111) ensures that the G field will always be a distance function 

while the flame location remains unaffected by the reinitialization procedure (since S(Go) 

is zero at the flame). 

Figure 41. Illustration of two-dimensional flame geometry 

In the current investigation, an inverted V flame in a two dimensional channel is 

considered (see Figure 41). The flame is assumed to be anchored on a ring attached to the 

inlet (x=0). Mathematically, this condition can be expressed as: 

0
0

x

G
t =

∂
=

∂
   (112) 
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At the inlet (x=0), the flow is assumed to be spatially uniform (in y direction) with 

an oscillating time component, i.e., 

( ) ( )
( )

0

0 0

u x , y,t u u Cos t

v x , y,t

ω′= = +

= =
  (113) 

where ω is the frequency of forcing and u′  is the amplitude of oscillation (uniform in y 

direction). Also, the inlet temperature, To, is imposed to be a constant (see Section 6.2.4). 

Wall boundary conditions are applied on the sides of the channel (see Figure 41) and 

non-reflecting boundary conditions at the exit. (105)-(113) form the complete set of 

governing equations which are solved numerically in order to capture the interaction 

between the flame and the flow. 

6.2 Numerical Approach 

The flame is treated as an interface separating two fluids i.e., products and 

reactants. The zero level marks the location of the flame, while G>0 and G<0 

corresponds to reactants and products respectively. Note that both the fluids satisfy the 

Euler equations and their corresponding equation of state. Following the approach of 

Fedkiw et al.[59], the discretization of the level set can be done independent of the two 

sets of Euler equations. The details of the numerical scheme, for solving Eq.(110), are 

presented in Section 6.2.2. 

Following Fedkiw et al. [60,61], the Ghost Fluid Method (GFM) is used to apply 

the matching conditions (Eq (109)) at the flame location. Essentially, any point in the 

computational domain can be determined to be either the reactant (G>0) or the product 

(G<0) based on the value of the level set function (G). Close to the flame (G=0), a band 

of ghost cells are defined. Each point in this band of cells, stores the mass, momentum 
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and energy of the real fluid that exists at that point (i.e. product or reactant depending on 

the value of G) and a ghost mass, momentum and energy for the other fluid (which does 

not really exist at that point). Once the ghost fluid cells are defined (see Section 6.2.3 for 

details), numerical methods applicable to the single phase Euler solver (see Section 6.2.1) 

are used to discretize Eq (105) for each of the fluids separately. Then the level set 

function is advanced in time and the new value of G is used to decide which of the two 

discretizations should be used at a given grid point. The ghost cells are updated after very 

substep in the Runge-Kutta time integration routine while the G field is updated after the 

full Runge-Kutta time step. 

In some other studies related to flame propagation [62,63], the level set is used to 

define a sharp interface (flame) location but smear out the flow variables (i.e. density, 

velocity etc). This approach is not acceptable as the flame propagation speed is dependent 

on the exact unburnt fluid conditions, which is lost when the flow variables are smeared 

out. Smiljanovski et al. [73] and more recently Schmidt & Klein [64], have developed a 

“in-cell reconstruction technique” which allows a sharp flame interface without any 

smearing of the flow variables. However, the Rankine-Hugoniot jump conditions have to 

be explicitly enforced at the flame which adds to algorithm complexity and computational 

cost (especially in multi-dimensions). In contrast, GFM implicitly captures the jump 

conditions at the flame by using ghost cells. Another advantage of GFM is that any single 

phase multidimensional solver can be used, without any modification, for solving 

multiphase problems. The entire complexity of applying the jump conditions is reduced 

to choosing the ghost /real fluid value at every point appropriately (which results in the 
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jump conditions across the flame being satisfied) and this aspect is handled by a separate 

GFM module.  

In essence, there are three specific modules in the present formulation: An Euler 

solver, which is used to discretize the governing equations ((105)-(108)) for the two 

fluids (products and reactants), a GFM module which populates the ghost cells in a thin 

band around the flame and a G-equation module which tracks the flame dynamics. The 

numerical aspects of each of these modules and the boundary conditions are discussed in 

the following sub-sections. 

6.2.1 Euler Solver 

An unsteady, compressible, two dimensional finite difference Euler solver has 

been developed as part of the current investigation. A fifth order WENO (weighted 

essentially non-oscillatory) scheme developed by Jiang and Shu [65] has been 

implemented to evaluate the spatial discretizations in Eqs (105)-(108). These schemes 

(i.e. WENO) are based on ENO (essentially non-oscillatory) schemes which were first 

developed by Harten et al [66]. The essential idea behind ENO schemes is to use the 

“smoothest” stencil among several candidates to approximate the fluxes to a high order of 

accuracy and also avoid oscillations near discontinuities (say shocks). ENO schemes are 

uniformly higher order accurate right up to the discontinuity and have been found to be 

very robust. However, this free adaptation of the stencils is not necessary in the smooth 

regions of the flow. Also, ENO schemes involve a lot of decision making in the stencil 

choosing step which adds to the computational cost. WENO schemes overcome these 

drawbacks and still have the same robustness and high accuracy of ENO schemes. 

Essentially, a convex combination of all the stencils is used for calculating the fluxes in 
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contrast to using only a single stencil as in ENO. Each of the candidate stencils is 

assigned a weight which determines its contribution to the final approximation of the 

numerical flux. These weights are chosen so that they achieve higher order accuracy in 

smooth regions and are assigned a weight of zero if they contain a discontinuity (so they 

reduce to ENO at the discontinuities). Also, WENO schemes completely remove the 

logical decision making involved in choosing the stencils [65]. Hence these schemes are 

faster than ENO and have been found to be successful in a variety of applications, 

especially for problems containing both shocks and complicated smooth solution 

structures such as compressible turbulence [67,68]. 

For further discussion, the system of equations in (105) is rewritten in vector form 

(for the two dimensional case as):  

( ) ( )
0

f s g ss
t x y

∂ ∂∂
+ + =

∂ ∂ ∂
  (114) 

where f(s) and g(s) are the fluxes. ( )f s
x

∂
∂

 can be approximated (in conservative form) as: 

( ) ( )1 2 1 2i / i /
ˆ ˆf ff s

x x
+ −−∂

=
∂ ∆

  (115) 

where f̂  is the numerical flux to be evaluated. In the current algorithm, the following 

procedure is adopted [65] to evaluate the numerical flux: 

a) Divided differences of the flux f(s) and the solution s is stored at all grid 

points in the x direction, i. 

b)  At each fixed xi+1/2, the right eigenvectors (Rv), left eigenvectors (Lv) and the 

eigenvalues (λv) of the Jacobian  ( )1 2i /f s +′  (where 1 2i /s +  is defined to be 

the average state at 1 2i /x + ) [69] are computed. 
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c) The differences computed in (a) are transformed into local characteristic fields 

using Lv , i.e. 

( )
v

v

S L s
F L f s

=

=
 

d) Global Lax-Friedrichs flux splitting operation is performed on each 

component of the characteristic variable and the WENO reconstruction 

procedure is applied to the positive and negative fluxes to get 1 2i /F̂ ±
+  

e) Then, Rv is used transform back into physical space, i.e., 

1 2 1 2i / v i /
ˆ ˆf R F± ±

+ +=  

f) The numerical flux 1 2i /f̂ +  is evaluated by adding the positive and negative 

fluxes 

g) The derivative is computed using Eq (115). 

h) Steps (a)-(g) are applied to compute the derivative in the y direction 

For the time discretization, Runge-Kutta method is used to solve a system of 

initial value ODE’s (resulting from the method of lines spatial approximation to the 

PDE). In the current implementation, a TVD (total variation diminishing) Runge-Kutta 

method [65] is used to achieve third order accuracy in time. The time step is decided by 

the CFL criterion: 

x yt CFL* min ,
u c v c
∆ ∆∆

⎛ ⎞
= ⎜ ⎟⎜ ⎟+ +⎝ ⎠

  (116) 

where c is the local speed of sound and the min operation is performed over the entire 

computational domain. 
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6.2.2 G-equation Solver 

The level set equation used for tracking the flame, Eq. (110), is a Hamilton–

Jacobi equation. This equation is non-conservative and has the property that the solution 

develops sharp corners and cusps (discontinuities in derivative) even with a smooth initial 

condition. Hence robust numerical schemes that can capture these effects without 

excessive smearing are required. In the current solver (see Santosh et al. [70]), a fifth-

order WENO [55] discretization of the spatial derivatives and a third-order TVD Runge–

Kutta method [56] for the time integration has been implemented. To approximate the 

advection and propagation terms, the numerical Godunov Hamiltonian was adopted as it 

minimizes numerical dissipation errors. The solution domain is discretized using a 

uniform grid. 

The initial value for the G-field was constructed from the assumed quiescent 

flame shape. This was done by defining the value of G at each grid location to be the 

signed distance of that location from the quiescent flame surface. The G-field was reset 

to a distance function after each time step using the reinitialization procedure described 

by Peng et al. [71]. 

In order to reduce the computational time, Eq. (110) is solved only in a band 

around the flame. This was achieved [70] by adopting the localization procedure 

introduced by Peng et al. [71]. Equation (110) is solved within a narrow band of grid 

points around the instantaneous flame front. This band evolves in time as the flame 

moves or as pockets form and burnout. This solver has been found to be very efficient 

and robust in implicitly capturing the formation of corners and pockets in a turbulent 

flame [70]. 
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The instantaneous heat release of the (two dimensional) flame surface is given by: 

( )u L R
s

Q( t ) S h G G dρ ∆ δ Ω= ∇∫  

where the integration is performed over a band of grid points around the flame and δ(G) 

is the Dirac-delta function. This integral is then evaluated at every sampling time step, 

using the numerical technique described in Smereka [72]. 

6.2.3 Ghost Fluid Method 

In this section, the implementation of GFM is presented in detail. This discussion 

closely follows the work of Fedkiw et al. [61]. Consider the case wherein positive values 

of G denote reactants and negative values denote products. Then, the normal, defined as: 

GN
G

∇
=

∇

JJG
   (117) 

points from products into reactants. Let D denote the velocity of the flame front in the 

normal direction. The key idea behind GFM is that (in a reference frame moving with the 

flame) the mass (Fρ), momentum (FρVN) and energy flux (FE) in a direction normal to the 

flame is conserved. This is equivalent to the Rankine-Hugoniot jump conditions at the 

flame moving with a speed D in the normal direction. So, in contrast to explicitly 

applying the Rankine-Hugoniot jump conditions at the interface [73], GFM uses the fact 

that Fρ, FρVN , and FE are continuous to define a ghost fluid that captures the interface 

values of these variables. 

Following [61], the expressions for the fluxes (in a reference frame moving with 

the flame) can be written as: 
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( )

( ) ( )
( )
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= + −
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where VN refers to the normal component of the velocity while VT1,2 refers to the 

tangential components of the velocity. At the interface: 

gt rl

gt rl
VNVN

gt rl
EE

F F

F F

F F

ρ ρ

ρρ

=

=

=

   (119) 

where the superscripts gt and rl stand for ghost fluid and real fluid respectively. Note that 

at any grid point, all quantities with the subscript rl are known. So the set of equations in 

(118) –(119) can be solved to yield: 

( ) ( )
( )

( )
( ) ( )

2

2

2 1

1 1 1

2

gtgt rl gt rl rlVN VNgt gtE
oN rlgt rl gt rl gt

N
E N

ˆF F FV D e
FF F

V D
F̂ e p V D

ρ ρ

ρρ ρ

γγ γ

γ γ γ

ρ
ρ

⎛ ⎞ ⎛ ⎞−⎜ ⎟ ⎜ ⎟− = ± − −⎜ ⎟ ⎜ ⎟+ + +⎜ ⎟ ⎝ ⎠⎝ ⎠

⎛ ⎞−⎜ ⎟= + + −
⎜ ⎟
⎝ ⎠

 (120) 

Eq (120) can be used to calculate the normal velocity of the ghost fluid. The ± sign in Eq 

(120) is chosen to give the minimum value of gt
NV D− . Then the set of equations in 

(118) –(119) can be used to determine ρgt, pgt and egt. Since the tangential velocities are 

continuous across the flame, the velocity in the ghost fluid is obtained by combining the 

normal velocity of the ghost fluid with the tangential velocity of the real fluid, i.e., 

gtgt rl rl
NNV V N V V N= + −

G G G G
 (121) 
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Note that the tangential directions are never explicitly used to determine the ghost 

variables, hence the method is simple to implement in multi-dimensions. 

The interface speed D is given by: 

u L fDN V S N V= + =
G G G G

 (122) 

where the subscript u refers to the unburnt fluid. For the level set function (see Eq (110)), 

the interface speed D has to defined at every grid point in the domain. Since D only 

depends on the unburnt velocity (see Eq (122)) it can be readily calculated in the unburnt 

regions. In the burnt regions (i.e. products), the unburnt velocity is extended across the 

flame by solving the advection equation [60,61]: 

0I N I
τ

∂
− ∇ =

∂

K
i   (123) 

where I refers to the individual components of the unburnt velocity and τ is a fictitious 

time. Eq (123) needs to be solved for a few time steps (~30-50) in a narrow band around 

the flame. 

6.2.4 Boundary Conditions 

Characteristic boundary conditions developed by Poinsot & Lele [74] are 

implemented in the current formulation. At the inlet, velocity and temperature are 

imposed while the other flow variables are computed using the LODI (locally one 

dimensional inviscid) relations [74]. At the wall, the normal velocity is imposed to be 

zero. Non reflecting boundary conditions are imposed at the exit so that the acoustic 

waves leave the computational domain. The computational domain in the axial direction 

is chosen to be atleast twice the maximum height of the flame so that the LODI 

assumptions are valid and reflection of numerical waves is minimized at the exit. 
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The numerical implementation of the flame anchoring boundary condition 

requires some care. Note that, in reality, heat losses from the flame to the wall and the 

low velocity region in the boundary layer help in stabilizing the flame close to the wall. 

In the current (Eulerian) framework, these effects cannot be taken into account. In order 

to mimic the low velocity region in the boundary layer (required for the flame to be 

anchored), the inlet velocity at the wall (see Figure 41) is imposed to be equal to SL, i.e., 

( ) ( )
( )
( )

0

0

0 0
L

u x , y R,t u u Cos t

u x , y R,t S

v x , y,t

ω′= ≠ ± = +

= = ± =

= =

  (124) 

This approach was found to be numerically robust and the flame was anchored even 

when the forcing amplitudes were high enough for the flame to be close to flashback. 

6.3 Validation Studies 

In this section three validation cases are presented for the current solver. The first study 

corresponds to the evolution of a two-dimensional periodic vortex for the compressible 

Euler equation [75]. The second study simulates the propagation of a one dimensional 

flame [61] while the final case computes the growth rate of the Darries-Landau instability 

[76]. In each of these cases, the computed results are compared with known analytical 

solutions. 

6.3.1 Evolution of Two-Dimensional Periodic Vortex 

The periodic vortex problem is set up in a computational domain of [0,10] × 

[0,10]. Periodic boundary conditions are applied in both the directions. The initial 

conditions are given by [75]: 
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where S  is the entropy, ε is the vortex strength, γ is ratio of specific heats and  

( ) ( ) 2 2 25 5
5

T p / , S p /

x , y x , y , r x y

γρ ρ

ε

= =

= − − = +

=

   (126) 

 
Figure 42 Density profile for the moving vortex problem at x=5, t =10 for varying grid 

resolution. 

The Euler equations with the above initial conditions admit an exact solution which is 

convected with the speed (1,1) in the diagonal direction [75]. This flow simulation can be 

carried out for a very long time due to the periodic boundary condition. The simulation 

results are shown at t =10 (which corresponds to one time period) in Figure 42. Grid 
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independence is achieved for a 802 mesh and, at this resolution, the computed result is in 

excellent agreement with the analytical solution (see Figure 42). Next, simulations are 

carried out up to t=100 (namely 10 time periods). As can be observed in Figure 43, the 

quality of the solution does not deteriorate even when the simulations are carried out for a 

long time. 

 

Figure 43 Density profile for the moving vortex problem at x=5, t =10, 50, 100 

6.3.2 Propagation of a One Dimensional Flame 

In this test case, a one dimensional flame propagates with a velocity given by [61]: 

( )
2

9 1
1

1
3 10N ,

pD V
ρ

− ⎛ ⎞
= + × ⎜ ⎟

⎝ ⎠
 

where the subscript “1” denotes unburnt quantities. The computational domain is 1.6 m 

long with 100 grid points and the flame is located at x=0.8 m. The value of eo in the 

unburnt gas is taken to be 2.0 × 106 and 0 in the burnt gas. In addition, ρ=1.14 kg/m3, 
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p=98325 Pa, u=33 m/s for the reactants and, ρ=0.145 kg/m3, p=94284, u=185.2 m/s for 

the products. Figure 44 shows the solution at t=0.01s after the flame has moved from 

x=0.8 m to about x=1.1 m at a speed of about 30 m/s. The jump in the primitive variables 

across the flame is captured without any smearing or numerical oscillations. The results 

are in agreement with the exact solution shown by the solid line in Figure 44.  

  
Figure 44 Solution of the one dimensional flame propagation problem at t=0.01 s. Solid line 
corresponds to the exact solution 

6.3.3 Darries-Landau Instability 

The Darrius-Landau instability growth rate is computed in a [0,2π/5] × [0, 2π/5] domain 

with 100 grid points in each direction. The initial profile is a small amplitude cosine wave 

defined by: 

( )0 005 5 5y . cos x /π= +  
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Periodic boundary conditions are applied in the y direction. In the x direction, the inlet 

velocity and temperature are imposed while non-reflecting boundary conditions are 

enforced at the outlet. Simulations were carried out by varying the density jump across 

the flame while keeping the flame speed (SL) a constant. 

 
Figure 45 Computation of the Darrius-Landau instability growth rate for different thermal 
expansion ratios. Dashed line corresponds to the theoretical solution. 
 

The Darrius-Landau instability results in exponential growth of the amplitude of the 

flame, with the growth rate (σ) give by [76]: 

2
1o f

L
M

S k
σ Γ Γ= +  

( )
11 1

1o
ΘΓ Θ

Θ Θ
⎛ ⎞

= + − −⎜ ⎟⎜ ⎟+ ⎝ ⎠
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where k is the wavenumber of the disturbance, Mf is the flame speed Mach number and Θ  

is the density ratio of the unburnt to the burnt gas. From the time evolution of this 

disturbance in the initial stages, the growth rate of the amplitude is computed for a range 

of Θ. The computed growth rate of the disturbance is in good agreement with the 

predictions from linear theory as shown in Figure 45. 

6.3.4 Two Dimensional Anchored Flames 

 

Figure 46 Steady state profile of an anchored two dimensional flame with varying grid 
resolution. Note that the computational domain extends upto X = 0.16 m (i.e. much larger 
than the region shown in the figure). 
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The steady state profile of an anchored two dimensional flame is shown in Figure 

46. The simulations correspond to a [0, 0.16 m] × [0, 0.04 m] computational domain with 

SLo/uo=0.5 and Tb/Tu=2. The grid (see Figure 46) is varied from 400×100 (i.e. dx = dy = 

0.0004 m) to 1600×400 (i.e. dx = dy = 0.0001 m). The Markstein length was taken to be 

0.001 m, CFL = 0.5 and the flame was anchored at (0,0) and (0,0.04 m). Wall boundary 

conditions are applied at y = 0, 0.04m and inlet/non-reflecting conditions at x = 0, 0.16 m. 

Grid independence is achieved beyond a spatial resolution of 800×200 (i.e. dx = dy 

=0.0002 m) points. At this spatial resolution, the loss in mass conservation associated 

with the (non-conservative) G-equation was found to less than 3.5% even when the 

simulations were carried out for 5 flow-through times. 

In summary, the numerical scheme for the current solver has been tested on 

several benchmark problems and has been shown to be stable and accurate. Specifically, 

it has been shown to be successful in simulating the flame dynamics with realistic 

thermal expansion ratios. 
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CHAPTER 7                                                             

FLAME RESPONSE: EFFECT OF GAS EXPANSION 

Prior chapters have considered the response of a premixed flame to an imposed 

disturbance. In reality, the flame alters the character of the disturbance, so that the 

problem is coupled. In this chapter, we allow for this coupling and therefore, solver for, 

rather than prescribe the disturbance field. Specifically, the impact of Tb/Tu on the heat 

release response of ducted premixed flames is analyzed. An unsteady compressible Euler 

solver coupled to the G-equation is developed to study the interaction between the 

unsteady flow field and flame. It is shown that flame confinement (due to the burner 

duct) has a strong impact on the mean and unsteady flow field characteristics. Essentially, 

the no-penetration condition at the wall causes the time-averaged (unburnt) tangential 

velocity along the flame front to accelerate. This causes the effective residence time of 

the flame wrinkles to vary with Tb/Tu although the flame has the same frequency of 

forcing, approach flow velocity and mean flame length. The perturbation velocity field 

magnitude has a significant spatial dependence and is shown to be much higher than the 

velocity excitation amplitude at the flame base. Furthermore, a theoretical analysis is 

developed to understand the effect of spatial non-uniformity of the mean and disturbance 

flow-field characteristics on the flame response. An explicit analytical expression is 

obtained for the effective Strouhal number controlling the flame response. It also yields 

insight to determine an effective reference velocity for defining heat release transfer 

functions which can then be consistently compared across Tb/Tu. Heat release transfer 

function gains show a strong dependence on Tb/Tu when the flame base excitation 
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amplitude is used as the reference velocity and the Strouhal number is based on the mean 

inlet velocity. Once the gains across Tb/Tu are corrected for the effective Strouhal number 

and reference velocity magnitude, good agreement is obtained with the gain predictions 

from constant density theory.  

7.1 Flame Configuration and Simulation Parameters 

In the current investigation, a ducted two dimensional flame anchored at the base is 

subjected to harmonic acoustic forcing. The flame base coincides with the inlet of a 

constant diameter duct (see Figure 41). Simulations are carried out for a range of 

excitation amplitudes (up to flashback) and Strouhal numbers (St~5-72) with Tb/Tu 

varying from 1 to 6. The Markstein length, which accounts for the variation of the flame 

speed with stretch (see Eq. (20)), normalized by the burner diameter is kept constant at 

0.025. 

7.2 Flame Flow-field Interaction 

The steady state flame shape in the absence of acoustic excitation is shown in Figure 

47. These simulations correspond to SLo/uo=0.5 and Tb/Tu=6. The flame is anchored at the 

inlet of the burner wherein the flow enters the in the axial direction. At the burner 

centerline, the flame tip is rounded due to the effect of curvature on the flame speed. The 

velocity vectors (represented by arrows) are also shown to illustrate the velocity field. 

The deflection of the stream lines (towards the flame normal) on crossing the flame front 

and the corresponding jump in the burnt gas velocity can be clearly observed. Note that 

the computational domain is much larger than the region shown in Figure 47. 
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Figure 47 Steady state flame shape and velocity vectors in the absence of acoustic forcing, 
SLo/uo=0.5, Tb/Tu=6. Note that the computational domain is much larger than the region 
shown in the figure. 

 

Figure 48 shows the instantaneous flame position and the corresponding velocity 

vectors at ten different instances in an acoustic cycle. These simulations correspond to 

St=5, SLo/uo=0.5, ε=0.5 and Tb/Tu=6. Note that for this frequency of forcing, the acoustic 

wavelength is longer than the mean flame height. During the first half of the acoustic 

cycle (see t=0-0.4τ cases in Figure 48), the flame tip progressively moves outward while 

the flame elements closer to the base propagate inward and vice-versa in the second half 

of the acoustic cycle (see t=0.5τ-0.9τ cases). The presence of the flame (deflection of 

streamlines with corresponding normal velocity jump) and the wall (i.e. zero wall normal 

velocity) causes the velocity field to have a “wake like” profile. 

In order to gain insight into the local disturbance field perturbing the flame, the axial and 

transverse components are shown in Figure 49 and Figure 50 respectively. Moreover, the  
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Figure 48 Flame front position and velocity vectors at different instants in an acoustic cycle. 
SLo/uo=0.5, ε=0.5, St=5, Tb/Tu=6, τ is the acoustic time period 
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Figure 49 Instantaneous axial disturbance field (u’) at different instants in an acoustic cycle. 
SLo/uo=0.5, ε=0.5, St=5, Tb/Tu=6. Scale normalized by uo, τ is the acoustic time period 
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Figure 50 Instantaneous transverse disturbance field v′  at different instants in an acoustic 
cycle. SLo/uo=0.5, ε=0.5, St=5, Tb/Tu=6. Scale normalized by uo, τ is the acoustic time period 
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disturbance velocity field has been set to zero in the burnt gases in order to highlight the 

flow-field features upstream of the flame. It can be clearly observed that the u′ field is 

purely acoustic in nature away from the flame. However, close to the flame, the 

disturbance flow field is strongly modified. This can be inferred for the t=0 case (see 

Figure 49) wherein the value of ou / u′  changes from 0.5 to ~ -1.2. This strong 

deceleration is imposed by the wall as the flame element near the base has to move 

inward so that the flow (i.e. burnt gas which has a much higher velocity) can satisfy the 

no-penetration condition at the wall. Similarly, the wall enhances the amplitude of the 

transverse fluctuations, ov / u′ , from zero (away from the flame) to ~±1 closer to the 

flame (see Figure 50). The zone wherein the upstream disturbance field is strongly 

modified is much broader when the bulk of the flame is moving outward (i.e. closer to the 

wall as in t=0-0.4τ cases in Figure 49 and Figure 50) than when moving inward (see 

t=0.5-0.9τ cases). These features highlight the strong influence of the burner wall on the 

upstream disturbance field characteristics. In essence, the disturbance field amplitude 

actually perturbing the flame surface is much higher in magnitude than the amplitude of 

excitation at the flame base. This fact will be important when comparing heat release 

transfer functions across different Tb/Tu. 

Figure 51 and Figure 52 show the instantaneous flame position along with the ( )u ,v′ ′  

field for St=24.32 while Figure 53 and Figure 54 correspond to a St=73 simulation. Both 

these cases have a higher flame aspect ratio (SLo/uo=0.25) in comparison to the case 

considered till now. As pointed out earlier in the context of Figure 49, the u′  disturbance 

field is purely acoustic in nature close to the flame base. However, in the region close to 

the flame tip (see Figure 53), the disturbance field has both convective and acoustic  
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Figure 51 Fluctuating axial velocity disturbance field (u’) at different instants in an acoustic 
cycle. SLo/uo=0.25, ε=0.75, St=24.32, Tb/Tu=2. Scale normalized by uo, τ is the acoustic time 
period 
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Figure 52 Fluctuating transverse velocity disturbance field ( v′ ) at different instants in an 
acoustic cycle. SLo/uo=0.25, ε=0.75, St=24.32, Tb/Tu=2, Scale normalized by uo, τ is the 
acoustic time period 
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Figure 53 Instantaneous axial disturbance field (u’) at different instants in an acoustic cycle. 
SLo/uo=0.25, ε=0.3, St=73, Tb/Tu=2, Scale normalized by uo, τ is the acoustic time period 
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Figure 54 Instantaneous transverse disturbance field ( v′ ) at different instants in an acoustic 
cycle. SLo/uo=0.25, ε=0.3, St=73, Tb/Tu=2, Scale normalized by uo, τ is the acoustic time period 
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Figure 55 Instantaneous unsteady vorticity field snapshot at different instants in an acoustic 
cycle. SLo/uo=0.25, ε=0.75, St=24.32, Tb/Tu=2, Scale normalized by uo  and R , τ is the acoustic 
time period 
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characters. This change in the disturbance field structure is enhanced as the wavelength 

of the wrinkle gets shorter (i.e. higher frequency of forcing). Note the presence of 

“bands” whose width corresponds to the wavelength of the wrinkle. At some time 

instants (e.g. see the regions close to the flame tip for t=0.1τ and t=0.6τ cases in Figure 

53) these “bands” have opposite signs indicating the presence of a convective wave. 

However, in the majority of the cases (also see Figure 51), the amplitude of the 

convective wave is smaller in comparison to the acoustic wave leading to the formation 

of “bands” which are not necessarily of opposite signs. The v′  field disturbance field 

amplitude is as strong as the u′  field (see Figure 52 and Figure 54) close to the flame 

cusp regions. The strong influence of the wall is responsible for the v′  field to be of the 

opposite sign close to the base in comparison to the region close to the flame tip (i.e. 

compare the sign of v′  near the first three wrinkles close to the flame base with the 

wrinkles further downstream in Figure 54).Moreover, the strength of the v′  field decays 

towards the axis which can be anticipated due to symmetry. 

A typical evolution of the unsteady vorticity field structure in an acoustic cycle (for 

the St=24.32 case) is shown in Figure 55. The induced vorticity field upstream of the 

flame is very weak. However, a strong vorticity field is generated downstream of the 

flame with the strength being higher close to the flame cusps. Moreover, events like 

flame pocket burnout (see t=0.6τ -0.7τ cases in Figure 55) lead to extremely high levels 

of unsteady vorticity. These structures then convect out of the domain without decay due 

to the viscous effects being neglected. 

Another key point to note is that the mean flow accelerates in the axial direction due to 

gas expansion effects. This is illustrated in Figure 56 and Figure 57, which show the 
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time-averaged normal and tangential velocity at the flame front (normalized by uo), for 

different Tb/Tu. These simulations correspond to St=5, SLo/uo=0.5 and ε=0.1. Consider the 

Tb/Tu→1 case first (red line in Figure 56 and Figure 57). Except for regions close to the 

tip, the time averaged normal velocity at the flame front is equal to the unstretched flame 

speed (i.e. equal to SLo/uo). At the tip, the flame speed increases to a value equal to the 

mean axial velocity (i.e. SL/uo →1) in order to achieve kinematic balance (see Figure 56). 

The time averaged tangential velocity is also constant for a major part of the flame and 

then drops down to zero at the flame tip (see Figure 57). However, for higher Tb/Tu, the 

mean axial velocity is accelerated which implies that the flame speed at the tip has to 

correspondingly increase to achieve kinematic balance. The mean axial velocity at the 

flame tip monotonically increases with Tb/Tu (see Figure 56) and reaches a value greater 

than 2uo for Tb/Tu=6. Moreover, the tangential velocity increases monotonically with 

Tb/Tu and can go as high as 2.5 uo for Tb/Tu=6 (see Figure 57).  

 
Figure 56 Time-averaged normal velocity at the flame (normalized by uo) as a function of 
Tb/Tu. SLo/uo=0.5, ε=0.1, St=5, Tb/Tu=1, 2, 3, 4, 6 
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Figure 57 Time-averaged tangential velocity at the flame (normalized by uo) as a function of 
Tb/Tu, SLo/uo=0.5, ε=0.1, St=5, Tb/Tu=1, 2, 3, 4, 6 

 

The enhanced tangential velocity along the flame front can be attributed to the effect 

of burner wall. Note that for the simulations reported in Figure 56 and Figure 57, the 

unstretched flame speed, SLo, has been kept constant. The normal velocity upstream of 

the flame is essentially controlled by SLo (see Figure 56) to achieve kinematic balance. 

Also, the parameter Tb/Tu controls the normal velocity downstream of the flame. So the 

only way that the wall can enforce the zero wall normal velocity condition is by 

controlling the flame tangential velocity on the burnt side. Since the tangential velocities 

are constant across the flame front, this implies that the flame tangential velocity on the 

unburnt side is controlled by the wall. This explains the strong variation of the time 

averaged flame tangential velocity with Tb/Tu in Figure 57. In summary, the mean axial 

velocity at the flame tip and the time averaged tangential velocity along the flame front 

(except at the tip) are substantially higher in comparison to the Tb/Tu→1 case. This is 

another key fact which will have to be considered when comparing flame responses 

across different Tb/Tu. 
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Another consequence of having a variable mean flame tangential velocity (e.g. see 

Figure 57) is that the wrinkle wavelength continually changes as it moves from the flame 

base to the tip. This broadening of the wavelength as the wrinkle propagates towards the 

flame tip can be clearly seen in the instantaneous flame shape contours presented in 

Figure 51 and Figure 53. 

7.3 Flame Response Characteristics 

Before considering specific results on the impact of Tb/Tu on the flame heat release 

transfer function, several general conclusions can be drawn from analysis of the 

governing equations. The general solution for the fluctuating flame area (two-

dimensional case) in a non uniform mean velocity field (u ,v ), can be expressed as (see 

Appendix B for derivation, Figure 12 for the schematic and also Section 2.4 for prior 

discussion): 
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and the subscripts n,t denote normal and tangential respectively. In Eq (127), ( )u,v  has 

been non-dimensionalized using the inlet mean flow velocity (uo), flame position 

coordinate ζ  by mean flame length Lf and r by the burner radius R. The flame aspect 

ratio, Lf/R, is denoted as β.  

As discussed earlier in Section 2.4, Eq. (127) explicitly brings out the characteristic 

frequency controlling the flame response as: 

( ) ( )

2 21 1 1

0 0 0

110 r F

t t

dlStStH St dr St dr
F r u u

β ζ
β β

+
− = = =∫ ∫ ∫  (129) 

Note that in Eq (129), F tdl / u  corresponds to the time it takes for the wrinkle to 

propagate a distance, Fdl , along the mean flame front with the flame tangential velocity 

tu . So the characteristic frequency is essentially an integrated measure of the time it 

takes for the wrinkle to propagate from the flame base to the tip, normalized by the 

acoustic time period (τ). As discussed in the context of Figure 57, the local value of tu  

increases monotonically with increase in Tb/Tu. So, although the flame might be excited 

at the same frequency and have approximately the same mean flame length (which is the 

case for the transfer function results to be reported later), the effective Strouhal number 

decreases with increasing Tb/Tu due to the corresponding increase in tu (see Eq (129)). 

For the special case of uniform axial mean flow, Eq (127) reduces to: 

( )2
1 2

0
1 irSt

n
o

Â ˆe u r dr
A

β= +∫   (130) 

In this simplified situation, the flame response is driven by the correlation between the 

perturbation velocity normal to the flame ( nû ) and the harmonic term, 2irSte . Note that 
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in the limit of low Strouhal numbers, the flame response is only driven by the integral of 

the normal perturbation velocity over the flame front, i.e., 

( )
1 2

0
1 n

o

Â û r dr
A

β≈ +∫  (131) 

 
Figure 58 Flame heat release transfer function gain as a function of Tb/Tu for increasing 
values of excitation amplitude. SLo/uo=0.5, ε = 0.1, 0.3, 0.5, St=5 

 

It can be inferred from Eq. (127) and (130) that the flame response is strongly 

controlled by perturbation velocity normal to the flame ( nû ).Even if the velocity 

excitation amplitude at the flame base is the same, the flame will be locally perturbed by 

different values of nû  (see Figure 49 and Figure 50) as Tb/Tu increases. Moreover, the 

spatial variation of the mean flame curvature is a strong function of Tb/Tu and enhances 

fluctuations in the flame area (see the term ( )rκ  in Eq.(127)). So it is critical to define a 

physically useful reference velocity, u’ref, for the transfer function in order to 

meaningfully compare flame transfer functions as a function of Tb/Tu. Thus comparing 
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the flame response across different Tb/Tu cases requires some care as the mean tangential 

velocity ( tu ) and the perturbation velocity magnitude ( nû ) varies along the flame front. 

 
Figure 59 Flame heat release transfer function phase as a function of Tb/Tu for increasing 
values of excitation amplitude. SLo/uo=0.5, ε=0.1, 0.3, 0.5, St=5 

 

The heat release transfer function gain and phase are shown in Figure 58 and Figure 

59 respectively. These simulations correspond to the same parameters as considered 

before, i.e., St=5, SLo/uo=0.5 with varying values of Tb/Tu and ε. The ε=0.5 corresponds to 

the highest possible amplitude before flashback. Also note that these transfer functions 

are defined with reference to the axial velocity perturbation at the flame base (
baseuG ′ ). 

The gain increases monotonically with Tb/Tu with the sensitivity being higher at lower 

Tb/Tu (see Figure 58). The acceleration of the mean flow with increasing Tb/Tu is 

responsible for the strong variation of the transfer function phase (see Figure 59). 

However, it is insensitive to the amplitude of excitation. In contrast, the gain (see Figure 

58) decreases monotonically with increasing velocity amplitude. In order to get further 
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insight, consider the Tb/Tu dependence of the gain for the ε=0.1 case first. This trend can 

be anticipated based on two specific points highlighted in prior discussion, i.e., normal 

velocity perturbation amplitude and effective Strouhal number. As was shown in 

Eq.(127), the heat release response is controlled by the normal velocity amplitude 

perturbing the flame ( nû ). This value is much higher than the value at the flame base (see 

Figure 49 and Figure 50). Since the reference velocity amplitude (i.e. value at flame base) 

is an underestimate of the actual magnitude at the flame front, the gain will clearly come 

out higher when Tb/Tu>1. Based on Eqs.(127) and (130), it can be inferred that an 

effective normal velocity perturbation amplitude, obtained by averaging ( nû ) over the 

entire flame, is a better measure of the reference amplitude actually perturbing the flame. 

Using the axial component of this effective normal perturbation velocity (see Eq. (132) 

and Eq. (131)) as the reference velocity for defining the transfer function (
refuG ′ ), the 

gain differential across Tb/Tu reduces drastically in comparison to the original definition 

(see Figure 60 for comparison between 
refuG ′  and 

baseuG ′ ). 
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Secondly, the effective Strouhal number drops with increasing Tb/Tu due to the 

corresponding increase in tu (see Figure 57 and the discussion related to Eq.(129)). From 

Figure 57, it can be estimated that tu , when averaged over the whole flame front, 

approximately increases by a factor of two for the Tb/Tu=6 case in comparison to the 

Tb/Tu→1 case. This translates into a significant difference in the wrinkle residence time 
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and consequently the effective Strouhal number (e.g. the effective St2 = St H(0), see Eq. 

(129),changes from 7.25 for Tb/Tu→1 to ~4.13 for Tb/Tu=6). This point is illustrated in 

Figure 61 which shows the Strouhal number dependence of the gain based on linear 

theory for the Tb/Tu→1 case (see Chapter 4 for details). As the effective Strouhal number 

(St2) decreases from 7.25 to 4.13 (see the movement of the black circles in Figure 61), the 

gain increases by a factor of four. The gain values corresponding to this effective 

Strouhal number (
effTheory,StG ) are plotted in Figure 60 for comparison. Clearly, the 

agreement between the gain based on the effective reference velocity (
refuG ′ ) and the 

gain prediction for the Tb/Tu→1 case corresponding to the effective Strouhal number 

(
effTheory,StG ) gets better. 

 
Figure 60 Flame heat release transfer function gain as a function of Tb/Tu. SLo/uo=0.5, ε = 
0.1, St=5 
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Figure 61 Flame heat release transfer function gain dependence on the reduced Strouhal 
number, St2. Black circles correspond to the change in effective Strouhal number as Tb/Tu 
increases for SLo/uo=0.5, ε = 0.1, St=5 while blue squares correspond to SLo/uo=0.5, ε = 0.1, 
St=10. 

Similar analysis has been performed for a case wherein the flame is excited at a much 

higher St=10. Trends similar to the St=5 case can be observed for the gain (see Figure 62) 

and phase (Figure 63). The gain, based on the effective reference velocity (
refuG ′ ), is 

shown in Figure 64. As observed for the St=5 case (see Figure 60), the gain differential 

across Tb/Tu reduces substantially in comparison to the case wherein the reference 

velocity is based on the value at the flame base (
baseuG ′ ). For this case, the effective St2 

changes from 14.5 for Tb/Tu→1 to ~8.29 for Tb/Tu=6 (see the movement of the blue 

squares in Figure 61). Once the gain values from theory are corrected for the effective 

Strouhal number (
effTheory,StG ), there is good agreement with the gain (

refuG ′ ) based on 

the effective reference velocity (see Figure 64). 
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Figure 62 Flame heat release transfer function gain as a function of Tb/Tu for increasing 
values of excitation amplitude. SLo/uo=0.5, ε = 0.1, 0.3, 0.5, St=10 
 

 
Figure 63 Flame heat release transfer function phase as a function of Tb/Tu for increasing 
values of excitation amplitude. SLo/uo=0.5, ε = 0.1, 0.3, 0.5, St=10 
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Figure 64 Flame heat release transfer function gain as a function of Tb/Tu. SLo/uo=0.5, ε = 
0.1, St=10 
 
 The current analysis helps in clarifying some of the observations reported by Birbaud 

et al.[29] who studied the effect of confinement by varying the diameter of the duct 

bounding an axisymmetric wedge flame. In the unconfined situation, the flame behaved 

as an amplifier for a certain range of Strouhal numbers and for higher Strouhal numbers it 

(i.e. the gain) exhibited a low pass behavior. However, in the confined case, they reported 

that the gain was approximately constant (close to unity) regardless of the frequency and 

amplitude of excitation. In that study, the gain was defined based on the axial velocity 

fluctuations at the flame base. Even if the flame base excitation velocity is the same for 

the confined and unconfined configuration, the perturbation velocity magnitude will have 

a widely different spatial structure. The discussion in the context of Figure 60, Figure 61 

and Figure 64 shows that this choice of reference velocity is clearly inadequate for 

comparing flame responses across different confinement configurations. Birbaud et al. 

[29] also reported that flame vortex interaction was the primary mechanism controlling 
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the flame dynamics in the unconfined configuration. Based on the differences in the 

Strouhal number (defined based on the forcing frequency, injector diameter and inlet 

mean flow velocity) dependence of the transfer function, they concluded that for the 

confined case flame-wall interaction effects were dominant in comparison to the 

mechanism of flame-vortex interaction. The results presented in Figure 61 (also see Eq 

(129)) have shown that the effective Strouhal number (due to acceleration of the flame 

tangential velocity) in a confined configuration is significantly lower than the reference 

Strouhal number based on the inlet mean velocity. Essentially, the effective Strouhal 

number across the two flame configurations is widely different, making even a qualitative 

comparison of the flame response difficult. In summary, interpreting the physics from a 

transfer function based on the flame base velocity fluctuations and Strouhal number 

defined using the inlet mean velocity may yield physically misleading results. 

Next, consider some of the non linear aspects of the heat release response. The flame 

front oscillation amplitude is substantially higher at the flame tip as can be seen in Figure 

65 (which corresponds to a low velocity excitation amplitude of ε=0.1) and is a strong 

function of Tb/Tu. Since the surface area is equally distributed along the flame in the two-

dimensional case (unlike axisymmetric flames), the higher oscillations close to the flame 

tip have a substantial effect on the heat release response. Moreover, at higher amplitudes, 

this “pinching” of the flame tip is followed by a fast kinematic burn out contributing to 

the nonlinearity in the flame response. These features can be observed in Figure 48 

wherein the flame tip is substantially elongated for a part of the cycle (see t=0.3τ-0.4τ 

cases) and is then followed by kinematic destruction of flame area (t=0.5τ-0.6). This fact 

is also evident in Figure 66 which shows the time history of the instantaneous heat 
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release fluctuations for ε=0.5. The sharpening of the Q’ peak coincides with the 

kinematic burnout of the flame tip (see t=0.4τ-0.5τ cases in Figure 48). This effect is 

enhanced at higher frequencies and is considered next. 

 

Figure 65 Flame envelope as a function of Tb/Tu. SLo/uo=0.5, ε=0.1, St=5, Tb/Tu=1, 3, 6. 
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Figure 66 Heat release fluctuations (normalized by the mean) as a function of time 
(normalized by the acoustic time period, τ). SLo/uo=0.5, ε =0.5, St=5, Tb/Tu=6  

 

 

Figure 67 Heat release fluctuations (normalized by the mean) as a function of time 
(normalized by the acoustic time period, τ). SLo/uo=0.25, ε =0.75, St=24.32, Tb/Tu=2 

Figure 51 and Figure 52 show the instantaneous flame position along with the ( )u ,v′ ′  

disturbance field for St=24.32, SLo/uo=0.25, Tb/Tu=2 and ε=0.75. Cusp formation, a 

nonlinear feature of the flame response, can be clearly observed at this amplitude. 

Moreover, the flame develops pockets (see Figure 51) which is a distinguishing feature of 

this case in contrast to the lower Strouhal number case considered earlier. These pockets 

enhance the rate of flame area destruction leading to saturation in the heat release 

response. This is also captured in the temporal variation of the heat release fluctuations as 

shown in Figure 67. Note that a sharp drop in the Q’ level occurs at two discrete time 

instants in an acoustic cycle. The first event corresponds to the pocket pinch off (between 
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t=0.4τ-0.5τ in Figure 51) and the second one corresponds to the rapid burnout of the 

pocket (between t=0.5τ-0.6τ in Figure 51). As discussed earlier in Chapter 4, non-linear 

features start to appear at much lower amplitudes as the Strouhal number increases. This 

can also be inferred from Figure 53 and Figure 54 which show pocket formation (and 

also cusps) for a higher St=73 but a much lower amplitude of ε=0.3. 

7.4 Remarks 

In the current investigation, a numerical and theoretical analysis of the key factors 

impacting the heat release response of ducted flames is presented. Confinement effects 

are shown to have a strong impact on the mean and disturbance field characteristics with 

increase in Tb/Tu .This study highlights the need for careful consideration of reference 

velocity and the effective Strouhal number when comparing transfer functions for 

different Tb/Tu across the flame. On accounting for the strong spatial variation of the 

disturbance velocity field and the reduction in the wrinkle residence time, good 

agreement with the constant density theory is obtained. Furthermore, unsteady events like 

flame pinch off and pocket burnout are shown to be responsible for non linearity in the 

heat release response. 
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CHAPTER 8                                                             

CONCLUSIONS AND RECOMMENDATIONS 

8.1 Conclusions of Present Work 

The principal objective of this work was to predict the heat release response of 

premixed flames and to isolate the key non-dimensional parameters which characterize 

its linear and nonlinear dynamics. Results were derived from analytical and 

computational solutions of the nonlinear G-equation and compared with available 

experimental data. It was shown that the linear and nonlinear characteristics of the flame 

dynamics were controlled by the superposition of two sources of flame disturbances: 

those originating at the flame anchoring point due to boundary conditions and from flow 

non-uniformities along the flame. These disturbances do not generally propagate along 

the flame at the same speed. Consequently, they may either constructively or 

destructively superpose, so that the overall linear flame response depends upon two 

Strouhal numbers, St2 and Stc, related to the amount of time taken for a flow (Stc) and 

flame front (St2) disturbance to propagate the flame length, normalized by the acoustic 

period. Flame stretch effects are characterized b the non-dimensionalized Markstein 

length, *
cσ . Flame stretch is found to become important as the disturbance frequency 

satisfies 2
2 1*

c St ~ O( )σ , i.e. ( )1 2
2

* /
cSt ~ O ( )σ − . Specifically, for disturbance 

frequencies below this order, stretch effects are small such that the flame acts as an 

unstretched one. When the disturbance assumes O(1) of this frequency, the transfer 

function, defined as the ratio of the normalized fluctuation of the heat release rate to that 
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of velocity, is contributed mostly from fluctuations of the flame surface area, which is 

now affected by stretch. Finally, as the disturbance frequency increases to that of 

( )1
2

*
cSt ~ O ( )σ − , i.e. 2 1*

c St ~ O( )σ , the direct contribution from the stretch-affected 

flame speed fluctuation to the transfer function becomes comparable to that of the flame 

surface area. The present study qualitatively explains the experimentally observed 

filtering effect in which the flame wrinkles developed at the flame base decay along the 

flame surface for thermal-diffusively stable mixtures and for large frequencies 

disturbances. 

The nonlinear flame response was shown to be controlled by flame propagation 

normal to itself, which smoothens out the wrinkles induced by the forcing at an amplitude 

dependent rate. Because the overall flame response is a superposition of the two flame 

disturbance contributions, the flame’s nonlinear response exhibits two qualitatively 

different behaviors. For parameter values where these disturbances constructively 

interfere, the nonlinear flame response saturates. When the flame disturbances 

destructively interfere, the nonlinear transfer function may actually exceed its linear value 

before saturating. This result explains Durox et al's.[23] experimentally observed 

variation of the nonlinear flame response with frequency. These results have implications 

of the type of bifurcations which may be observed in unstable combustors. In situations 

where the nonlinear gain is always less than one, only supercritical bifurcations will 

occur and only a single stable limit cycle amplitude is possible. In situations where the 

gain exceeds, then is less than, the linear gain, multiple stable solutions for the instability 

amplitude may exist, and sub-critical bifurcations are possible. Such a system will 
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manifest characteristics such as hysteresis and triggering (i.e., the destabilization of a 

linearly stable system by a sufficiently large disturbance).  

Most theoretical studies have considered the response of a premixed flame to an 

imposed disturbance. In reality, the flame alters the character of the disturbance field, so 

that the problem is coupled. In the final part of this thesis, this coupling was captured by 

developing a coupled Euler-G equation solver to study the dynamics of a ducted flame. It 

is shown that flame confinement (due to the burner duct) has a strong impact on the mean 

and unsteady flow field characteristics. Essentially, the no-penetration condition at the 

wall causes the time-averaged (unburnt) tangential velocity along the flame front to 

accelerate. This causes the effective residence time of the flame wrinkles to vary with 

Tb/Tu although the flame has the same frequency of forcing, approach flow velocity and 

mean flame length. The perturbation velocity field magnitude has a significant spatial 

dependence and is shown to be much higher than the velocity excitation amplitude at the 

flame base. Furthermore, a theoretical analysis was developed to understand the effect of 

spatial non-uniformity of the mean and disturbance flow-field characteristics on the flame 

response. An explicit analytical expression was also obtained for the effective Strouhal 

number controlling the flame response. The analysis also gave insight to determine an 

effective reference velocity for defining heat release transfer functions which can then be 

consistently compared across Tb/Tu. Heat release transfer function gains showed a strong 

dependence on Tb/Tu when the flame base excitation amplitude was used as the reference 

velocity and the Strouhal number was based on the mean inlet velocity. Once the gains 

across Tb/Tu were corrected for the effective Strouhal number and reference velocity 
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magnitude, good agreement was obtained with the gain predictions from constant density 

theory. 

8.2 Recommendations for Future Work 

This thesis provides a strong theoretical foundation for understanding the linear and 

nonlinear dynamics of laminar premixed flames subjected to harmonic velocity 

disturbances. In terms of future work, this analysis should be extended to turbulent 

flames in order to determine if there are any qualitative/quantitative 

similarities/differences in the flame response. The nonlinear flame response should be 

analyzed in cases where the flame is simultaneously being disturbed by deterministic, 

harmonic fluctuations as well as random fluctuations. The latter fluctuations simulate the 

impact of background turbulent fluctuations. As such, the analysis can be used to 

compare the nonlinear dynamics of laminar and turbulent flames. 

In practical gas turbine combustors, apart from velocity disturbances, equivalence 

ratio oscillations are also known to be an important mechanism responsible for 

combustion instabilities. Currently, there is a lack of theory for understanding the 

nonlinear response of flames in the presence of equivalence ratio fluctuations. This 

understanding is essential to predict the limit cycle amplitude as (depending on the 

operating conditions) one or both of these mechanisms may be controlling its saturation 

characteristics. 

In addition, a key issue which remains to be investigated is whether a conical or 

wedge flame can exhibit oscillations in the sinuous or varicose mode. Due to the 

acceleration of the products in a ducted conical/wedge flame, the velocity profile 

resembles that of a wake/jet respectively. An interesting question is whether this profile is 
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stable when subjected to infinitesimal/high amplitude disturbances. A combined 

theoretical and numerical analysis is required to capture the associated flame dynamics. 

Finally, the impact of the hydrodynamic instability on the flame dynamics requires 

further investigation. In the current simulations, the residence time of the wrinkles was 

found to be much shorter than the characteristic time of the instability growth. 

Simulations for high aspect ratio (open) flames (having a longer wrinkle residence time) 

may bring out the impact of the instability on the propagating wrinkles and the associated 

flame response characteristics. 



 151

APPENDIX A  

The governing equation for the flame dynamics, in a reference frame attached to the 

mean flame shape (see Figure 6), is given by: 

( )oU U X ,t
t X
ξ ξ∂ ∂ ′+ =

∂ ∂
   (133) 

Differentiating w.r.t X we get 
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t X X
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Denote: 
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Then, Eq (134) can be rewritten as: 

( )oU f X ,t
t X
η η∂ ∂

+ =
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The general solution of the above equation is given by: 
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The homogeneous solution can be evaluated using the boundary condition @X=0 (i.e. 

( )base
'U t
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 ) and Eq. (133), which yields: 
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Using Eq. (138) in Eq. (137) we get, 
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′ = −
− =

′ = − − −
⇒ − =

    (139) 

Using Eq. (139), the solution can be rewritten as: 

( ) ( )
0

01 base
'X

o o o

U X ,t X / Uo U t X / UoX xf x',t dx'
U U U

η
′ = − − −⎛ ⎞′−

= − +∫ ⎜ ⎟
⎝ ⎠

  (140) 

Using Eq. (140) and Eq. (135) the final solution can be expressed as: 

( )

( )

( )
0

1 1 0
base

o

X '
X xo o oX x ,t t
U

Boundary condition homogeneous solution
Flow non uniformity particular solution

( X ,t ) U ( X ,t ) Xdx U ( X ,t ) U t X / Uo
X U X U U

ξ
⎛ ⎞′−′→ → −⎜ ⎟
⎝ ⎠

−

⎛ ⎞′∂ ∂⎛ ⎞ ′ ′= + = − − −∫ ⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠���������	��������

��������	�������
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APPENDIX B 

The governing equation for the flame dynamics (see Eq (19) and Figure 12) is given by: 

( ) ( )2 21L r rS u ,t v ,t
t
ζ β ζ ζ β ζ ζ∂

+ + = −
∂

   (141) 

Decomposing the variables in Eq (141) into mean and fluctuating parts and retaining 

the linear terms yields: 

( ) 2 21 0r L ru v S rβ ζ β ζ− − + =   (142) 
 

( )2

2 21

L r r
t r r

r

S r
u v v

β ζ ζ
ζ β ζ β ζ

β ζ

′
′ ′ ′ ′= − − −

+
  (143) 

In Eqs (142) and (143), ( )u,v  has been non-dimensionalized using the inlet mean flow 

velocity (Uo) ,ζ  by mean flame length Lf and r by the burner radius R. The flame aspect 

ratio, Lf/R, is denoted as β. At the mean flame front, the fluctuating normal velocity and 

the mean tangential velocity are given by: 

2 21
r

n
r

u vu β ξ

β ξ

′ ′−′ =
+

    (144) 

2 21
r

t
r

u vu βξ

β ξ

− −
=

+
    (145) 

where the subscripts n,t denote normal and tangential respectively. Equation (143) can be 

rewritten in terms of the fluctuating normal velocity and mean tangential velocity (using 

Eqs (142), (144) and (145)) as: 

2 2
2 2

1
1

t
t n r r

r

uu β
ζ β ζ ζ

β ζ
′ ′ ′= + +

+
 (146) 
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Assuming harmonic oscillations, (i.e. ( ) ( ) ( ) ( )iSt t iSt t
n n

ˆ ˆr ,t r e ,u r,t u r eζ ζ − −′ ′= = ) 

yields: 

2 2
2 2

1 0
1

t
n r r

r

uˆ ˆˆiSt u β
ζ β ζ ζ

β ζ
+ + + =

+
  (147) 

where St is the non-dimensional frequency. 

Solving Eq (147) and applying the flame anchoring boundary condition at r =1 yields: 

( ) ( ) ( ) ( ) ( )
( )

1 1
1

r iSt iStd d
F F n

r

ˆP uˆ r e e d
F

θ
ϕ ϕ

ϕ ϕ θ θ
ζ θ

θ

−∫ ∫
⎛ ⎞
⎜ ⎟

= −∫ ⎜ ⎟
⎜ ⎟
⎝ ⎠

  (148) 

where
( )

( )

2 2

2 2

1

1

t

r

r

uF r

P r

β

β ζ

β ζ

=
+

= +

   (149) 

Using Eq (148), the fluctuating flame area (for a two-dimensional flame) can be 

expressed as: 

( ) ( )
( ) ( ) ( ) ( )

( )
( )

( )
1 1

221

2 20 11 1

r iSt iStd drF F n n rr

o

ˆ ˆ ˆP u u riStA e e d dr
A FF r P r F r

θ
ϕ ϕ

ϕ ϕ θ θ β ζβ ζ θ
θβ β

−∫ ∫
⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟

= −∫ ⎜ ∫ ⎟⎜ ⎟
⎜ ⎟+ +⎜ ⎟

⎝ ⎠⎝ ⎠
 (150) 

Define: 

( ) ( )
( ) ( ) ( ) ( )

( )
21

1 20 11

riStH r iStH nr ˆP uiStI e e d dr
FF r P r

θ θ θβ ζ θ
θβ

−
⎛ ⎞⎛ ⎞⎜ ⎟= ⎜ ⎟∫ ∫ ⎜ ⎟⎜ ⎟⎝ ⎠+⎝ ⎠

   (151) 

( )
( )

21
2 20 1

n rû r
I dr

F r

β ζ

β

⎛ ⎞
⎜ ⎟= −∫ ⎜ ⎟+⎝ ⎠

  (152) 
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( ) ( )1

1H d
F

θ
θ ϕ

ϕ
= ∫   (153) 

Equation (151) can then be rewritten as: 

( ) ( )
21

1 20 1
I M r N r drβ

β

⎛ ⎞−⎜ ⎟= ∫ ⎜ ⎟+⎝ ⎠
  (154) 

where 

( )
( )

( )

( ) ( )
( ) ( ) ( )

( )1

iStH r

r iStH nr

iSte
M r

F r

ˆP u
N r e d

P r F
θ θ θζ

θ
θ

−−
=

⎛ ⎞
= ⎜ ⎟∫ ⎜ ⎟

⎝ ⎠

 (155) 

Note that: 

( ) ( )iStH rM r dr e−=∫   (156) 

Integrating Eq.(154) by parts, yields: 

( ) ( )

( ) ( ) ( ) ( )

( ) ( )
( )

( ) ( ) ( )
( )

( ) ( )

21
1 20

1
2 21

2 20
0

2 10
2 0

21

20

1

1 1

0
01

1

iStH iStH rr n

iStH r

I M r N r dr

M r dr N r M r dr N r dr

ˆP r u r
e e dr

G F r

e N r dr

β

β

β β

β β

ζβ

β

β

β

−

−

⎛ ⎞−⎜ ⎟= ∫ ⎜ ⎟+⎝ ⎠

⎛ ⎞ ⎛ ⎞− −⎜ ⎟ ⎜ ⎟′= −∫ ∫ ∫⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠

⎛ ⎞−
= ⎜ ⎟∫ ⎜ ⎟

⎝ ⎠+

⎛ ⎞−⎜ ⎟′−∫ ⎜ ⎟+⎝ ⎠

   (157) 

Also, 

( ) ( )
( ) ( ) ( )

( ) ( )
( ) ( ) ( )

( )1

r iStH nr ˆP uiStH r n rN r e d
P r F

r

ˆP r u r
e

F r P r
θ θ θζ

θ
θ

ζ ⎛ ⎞
′ = ∫ ⎜ ⎟⎜ ⎟

⎝ ⎠

⎛ ⎞ ⎛ ⎞
+⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
 (158) 
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Using (158), Eq. (157) can be simplified to: 

( ) ( )
( )

( ) ( ) ( )
( )

( )
( )

( )
( )

( ) ( ) ( )
( )1

2 10
1 2 0

2 1

2 0

2 1

2 0

0
01

1

1

r iStH n

iStH iStH rr n

n
r

ˆP uiStH r r e d
F

r

ˆP r u r
I e e dr

P F r

û r
dr

F r

e dr
P r

θ θ θ
θ

θ

ζβ

β

β ζ
β

ζβ

β

−

⎛ ⎞−
∫ ⎜ ⎟⎜ ⎟
⎝ ⎠

⎛ ⎞−
= ⎜ ⎟∫ ⎜ ⎟

⎝ ⎠+

⎛ ⎞
+ ⎜ ⎟∫ ⎜ ⎟

⎝ ⎠+

⎛ ⎞⎛ ⎞
⎜ ⎟+ ⎜ ⎟∫ ⎜ ⎟⎜ ⎟⎝ ⎠+ ⎝ ⎠

  (159) 

Using Eq (159), (152) in Eq. (150)yields: 

( ) ( )
( ) ( ) ( )

( ) ( )

( ) ( ) ( ) ( )
( )1

2 10
2 0

0
0

01
r iStH n

iStH iStH rr r

o r

ˆP u
e d

F

Â e e r dr
A P P r

r θ θ θ
θ

θ

ζ ζβ χ χ
β

χ

− −

⎛ ⎞
∫ ⎜ ⎟⎜ ⎟
⎝ ⎠

⎛ ⎞⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟= + ⎜ ⎟∫ ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠+ ⎝ ⎠⎝ ⎠

=

 (160) 

Finally, the expression for the area fluctuations can be written in the following form: 

( ) ( )
( ) ( ) ( ) ( ) ( )( )2 10

2 2 0

0
0

01 1

iStH iStH rr

o

Â e e r r dr
A P

ζβ βχ κ χ
β β

− −= + ∫
+ +

     (161) 

where 

( ) ( ) ( ) ( )
( )

( )

( )

( ) ( ) ( )
( ) ( )

1

2 2

2 2

3 22 2

1

1

1

1

1

r iStH nˆP u
e d

F

t

r

r

r rr
/

r r

r

r

uF r

P r

r
P r

H r dr
F r

θ θ θ
θ

θ
χ

β

β ζ

β ζ

ζ βζκ β
β ζ

⎛ ⎞
∫ ⎜ ⎟⎜ ⎟
⎝ ⎠

=

=
+

= +

⎛ ⎞
= =⎜ ⎟⎜ ⎟

⎝ ⎠ +

= ∫

  (162) 

The characteristic frequency is equal to 
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( ) ( )

2 21 1

0 0

110 r

t
StH St dr St dr

F r u
β ζ

β
+

− = =∫ ∫  (163) 

For a flame in a uniform axial mean flow, (i.e. 0 1rv ,ζ= = − ), Eq. (163) reduces to 

2 21
2

0

1 1
St dr St

β β
β β
+ +

=∫  

Also for this case, Eq. (160) reduces to: 

( )2
1 2

0
1 iSt r

n
o

Â ˆe u r dr
A

β⎛ ⎞= +∫ ⎜ ⎟
⎝ ⎠

  (164) 

If the disturbance field is purely axial (i.e. 0v′ = ) with magnitude ε , Eq. (164) reduces 
to: 
 

2
2

2

1

0

1iSt
iSt r

iSto

Â ee dr
A

ε ε −
= =∫  

Hence, the transfer function for this particular case can be expressed as: 
2

2
2

1iSt
d ,linear iSt

eG −
=  
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APPENDIX C 

The solutions for the flame position are:  

1o( r ,t ) rζ = −  

1

1 12
1 12

1 2

St( K )( r )Sin[ ]
( K )( r )( r ,t ) Cos[ St t ]

( K ) St

α
ααζ

α α

⎛ ⎞− −⎛ ⎞
⎜ ⎟⎜ ⎟ + −⎧ ⎫⎝ ⎠⎜ ⎟= +⎨ ⎬−⎜ ⎟ ⎩ ⎭

⎜ ⎟
⎝ ⎠
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( K )
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α α αζ
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α α α α
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α α
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α α
α

⎛ ⎞ ⎡ ⎤+ − − − +⎧ ⎫= ⎜ ⎟ ⎨ ⎬⎢ ⎥⎜ ⎟ ⎩ ⎭− ⎣ ⎦⎝ ⎠
⎛ ⎞ ⎡ ⎤− − + − +⎧ ⎫+ ⎜ ⎟ ⎨ ⎬⎢ ⎥⎜ ⎟ ⎩ ⎭− ⎣ ⎦⎝ ⎠

⎛ ⎞− − −⎡ ⎤+ ⎜ ⎟ ⎢ ⎥⎜ ⎟ ⎣ ⎦−⎝ ⎠
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α α α α
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α α α α
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⎡ ⎤− +⎧ ⎫× ⎨ ⎬⎢ ⎥⎩ ⎭⎣ ⎦
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The Mathematica code for the third order perturbation analysis is given below: 
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APPENDIX D 

The transfer function coefficients referred to in Eq. (54) are: 

{ } { }
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The transfer function coefficients referred to in Eq. (55) are 
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The transfer function expressions in the limit of Kα→1 are given by: 
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APPENDIX E 

The transfer function at the first harmonic, defined as ( )
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where the coefficients Ã2ωo  to 2 o
D ω�  for conical flames are given as 
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The coefficients for wedge flames reduce to: 
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Note that the response at the first harmonic has three characteristic time scales 

represented by the terms 2St2, 2Stc and (Kα+1)St2 =St2+Stc. As discussed in the previous 

section, boundary conditions are solely responsible for St2 while flow non-uniformities 

account for Stc. Similar to the response at the fundamental frequency, there is a single 

characteristic time scale in the limit of (η=1) represented by the term 2St2. In the limit of 
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(η=1), Eq. (165) reduces to: 
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For the uniform velocity case (η=0), the transfer functions for conical and wedge 

flames can be simplified to: 
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( )
22

2 2
2 20 2

1 1 21
4o

i St
w,

e ( St ( i St ))GLim
St

ω
η

ε α
α→

⎛ ⎞+ − + +⎜= − ⎟⎟⎜ ⎠⎝
   (167) 

As the flame becomes long (i.e. increase in α), the gain drops considerably. 
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APPENDIX F 

Using the expression for flame shape given by Eq (68), the exact expression for the 

transfer function can be expressed as: 

( ) P P
2

LS Fluctuation Area Fluctuation
* *
c s S AG St , , , G Gη σ σ = +

 

( )
( ) ( )

( ) ( ) ( )

2
2

1

22 2 2 2 2 2
2 2 2 2

2

2
2 2 2 2

1 2 2 2 1 2 2

1 2 2

* *
c c

*
c

i St
i St * * * *

c c c c

*
A s

* * *
c c c

e i St St e e i St St

G i St

St i i St i i St e i i St

Λ Λη
σ ση

Λ

σ

Λ σ σ η Λ Λ σ σ η

η σ

η σ η Λ σ Λ σ

−
−

−

⎛ ⎞
⎜ ⎟

+ − + − + − + + −⎜ ⎟
⎜ ⎟
⎝ ⎠= +

⎛ ⎞
⎜ ⎟

− + + − + + + + +⎜ ⎟
⎜ ⎟
⎝ ⎠

  (168)  

( )

( )( ) ( ) ( )

( ) ( )

2 1

1
2

22 2 2 21 2 1 2 4 2 22 2 2 2 2 2

1
2

2
4 2 2 1 22 2 2 2

i St * *G e iS s s

i St * i St* * * * * *ci St i St St e St i St i St ec c c c c c

i St* *
* * * *c ci St e e St i St i St ic c c c c

η
σ σ

Λη
σ η

Λ σ Λ ησ Λη σ ησ Λ σ Λ ησ

Λ Λη
σ σ

Λσ ησ Λ σ Λ ησ Λ ησ

⎛ ⎞= − + + ×⎜ ⎟
⎝ ⎠

+
−

⎛ ⎞+ − − + + + − + + + +⎜ ⎟
⎝ ⎠

−
−

⎛ ⎞+ − − − + + + + + −⎜ ⎟
⎝ ⎠ ( )( )

( ) ( ) ( )

1 22 2

22 1 2 22 2 2 2

*
* * cSt i St ec

*
* * *cSt i i St i i St e i i Stc c c

Λ

σ
Λ σ

Λ

σ
η σ η Λ σ Λ σ

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟−⎜ ⎟
⎜ ⎟− + +⎜ ⎟
⎝ ⎠

−⎛ ⎞
⎜ ⎟
⎜ ⎟− + + − + + + + +⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

            

 (169) 

where 

21 4 ci StΛ σ= −  
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APPENDIX G 

For the case of axisymmetric flames, the evolution equation for 1ζ̂  (see Eq (35)) with the 

azimuthal component of stretch included can be expressed as: 

( )
{ }2 2

11 1 1
13 2 2 2 2 22

1 1 0
1 1 11

iSt K( r )c,azimc s
/

ˆ ˆ ˆˆ ˆi KStˆiSt e
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β β ββ

−
⎛ ⎞∂ ∂ ∂ ⎜ ⎟+ + + + − =
⎜ ⎟∂ ∂∂ + + ++ ⎝ ⎠

    (170) 

An exact solution to the above expression can be obtained in terms of the confluent 

hypergeometric function and the generalized Laguerre polynomial. However, the 

expressions are quite complex and not amenable to analytical insight. Considerable 

simplification can be achieved by neglecting the azimuthal component represented by the 

11
r r

ζ∂
∂

 term in Eq. (170). In the physically interesting case of σ<<1, the stretch term is 

only significant at high frequencies wherein the length scale of wrinkling is small – 

conditions where the second derivative of flame curvature has a much larger value than 

the first derivative. As such, this azimuthal curvature term is only non-negligible near r= 

0. However, the portion of flame area near r=0 is negligible relative to that contributed by 

the rest of the flame – as such, although this term will have a significant impact on flame 

position at such points, its affect on flame area – and thus heat release – is minimal. 

Indeed simulations shown in Figure 68 support the above arguments. 

So neglecting the azimuthal component, the solution for ζ1(r,t) can be expressed as**: 

                                                 
** For the case of a 2-d wedge flame, the mean flame shape given by Eq. (34) satisfies the governing 
equation and the boundary conditions exactly. Here we assume the same flame shape for the axisymmetric 
case as in Eq. (34), which closely describes the actual flame shape with mean curvature effects included 
except near r=0. 
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Figure 68 Axisymmetric conical linear transfer function amplitude dependence upon the 
reduced Strouhal number (St2) for η=0, σ*=0.005,β=2 

 

The resulting conical and wedge flame transfer functions can be expressed as: 
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