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ABSTRACT

In this paper, we present image processing methods for quantitative study of how the bone marrow microenviron-
ment changes (characterized by altered vascular structure and hematopoietic cell distribution) caused by diseases
or various factors. We develop algorithms that automatically segment vascular structures and hematopoietic cells
in 3-D microscopy images, perform quantitative analysis of the properties of the segmented vascular structures
and cells, and examine how such properties change. In processing images, we apply local thresholding to segment
vessels, and add post-processing steps to deal with imaging artifacts. We propose an improved watershed algo-
rithm that relies on both intensity and shape information and can separate multiple overlapping cells better than
common watershed methods. We then quantitatively compute various features of the vascular structures and
hematopoietic cells, such as the branches and sizes of vessels and the distribution of cells. In analyzing vascular
properties, we provide algorithms for pruning fake vessel segments and branches based on vessel skeletons. Our
algorithms can segment vascular structures and hematopoietic cells with good quality. We use our methods
to quantitatively examine the changes in the bone marrow microenvironment caused by the deletion of Notch
pathway. Our quantitative analysis reveals property changes in samples with deleted Notch pathway. Our tool
is useful for biologists to quantitatively measure changes in the bone marrow microenvironment, for developing
possible therapeutic strategies to help the bone marrow microenvironment recovery.
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1. INTRODUCTION

The bone marrow is the site of hematopoietic development, and is the origin of multiple diseases, including
disorder of Notch signaling pathway, leukemia, myeloma, and myelodysplastic syndrome. Such diseases may
trigger changes in the bone marrow microenvironment, and the changes are often characterized by altered
vascular structures and spatial organization of hematopoietic cells surrounding the vessels.!® The changes in
the bone marrow microenvironment may also be caused by factors such as exposure to radiation or receiving
chemotherapy-induced hemato-toxicity.* Recent advances in medical imaging techniques have allowed for high-
resolution and real-time imaging of the bone marrow. However, a significant problem limiting the use of imaging
techniques and their applications to broader questions is the lack of quantitative analytical and statistical tools,
especially for 3-D and 4-D images.

In this study, we develop new methods to quantify properties of vascular structures and hematopoietic cells in
3-D microscopy images, and quantitatively study how these properties change with factors that trigger changes in
the bone marrow microenvironment. Studying how these factors affect the bone marrow microenvironment may
help deepen the understanding of the mechanisms of different components in the bone marrow microenvironment.
In addition, our tool can assist biologists and physicians for various research and clinical purposes. For example,
it can be used to screen drug hemato-toxicity and to determine the efficacy of drugs or mitigators to protect
the hematopoietic system and the bone marrow microenvironment. It can also be used as a tool for discovery
to gain insights in the relation between the bone marrow microenvironment and hematopoietic cells during
hematopoietic/vascular regeneration, leukemia development, recovery and relapse.
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Figure 1. Sample images: (a) a 2-D slice from a controlled type stack; (b) a 2-D slice from a knock-out type stack (viewed

better in color)
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Figure 2. Flowchart of our proposed method.

In our experiment, we delete a component of Notch signaling pathway in mice. These mice then develop a
form of leukemia, with observable changes in the bone marrow over time. These samples are called the knock-out
type, and imaged using 3-D 2-photon microscopy. The deletion of Notch signaling pathway triggered observable
changes in the vascular structures and distribution of hematopoietic cells in the bone marrow. We compare the
knock-out type with the normal samples (called the controlled type) to quantitatively examine how the properties
of vascular structures and hematopoietic cells change in the knock-out type with respect to the controlled type
samples.

Each 3-D image is a stack of 2-D slices. The size of a typical image is 512x512x90. The interval between
consecutive slices in the actual samples is 1 um. Fig. 1(a) and Fig. 1(b) show one 2-D slice from a controlled type
and a knock-out type image, respectively. In the images, red is for vascular structures, green is for hematopoietic
cells, and blue is for the rest of the bone marrow components, collagen and bone.

To quantitatively analyze properties of vascular structures and hematopoietic cells, we need to first segment
them in the images. The segmentation problem is quite challenging due to various imaging artifacts existing in
the images: the images are often very fuzzy; the image intensity usually varies significantly from slice to slice,
and even within the same slice. The vessel surfaces shown in the images are not smooth, with lots of bumps and
cavities, partly due to some vessel voxels not receiving sufficient fluorescent signal, or some blood cells that are
attached to the vessel wall and exhibit the same color signal as vessels. The hematopoietic cells are also fuzzy.
Some cells lump together with no clear separation among one another.

We segment the vessels using local thresholding, with post-processing steps to deal with imaging artifacts.
Our cell segmentation algorithm is an improved watershed algorithm that relies on both intensity and shape infor-
mation, and can segment multiple overlapped cells better than common watershed methods. We quantitatively
compute various features of vascular structures and cells. In analyzing vascular properties, we give algorithms for
pruning fake vessel segments and branches. Our analysis results reveal structural changes of vascular structures
and cell distribution in the knock-out type samples. The research presented in this paper is our original work
which is not under consideration elsewhere.
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2. RELATED WORK

Many approaches have been designed to segment vascular structures from images. The most widely-studied
vascular networks include retinal vascular networks® ! and cerebral vascular networks'? '3 in CT or MR images.
The vessels are usually segmented using methods such as Laplacian operators,® watershed algorithm,” line
masks,® 3 supervised classifiers® %19 based on vessel features (e.g., tortuosity, neighborhood context, etc.), or
interactive methods with user intervention.!!>12

Different types of vascular images usually vary greatly in the visual properties and imaging artifacts, as well
as the challenges posed to the segmentation of vessels. For example, the main challenge posed by retinal images
is that the contrast between vessels and background is quite low; where as in cerebral images, vessels are usually
quite small. Algorithms for these images are usually specifically designed based on the features of the images
and target objects in the images. Therefore, algorithms designed for other types of images usually do not work
well on other types of images.

The image analysis software suite ImageJ has a vascular network toolkit for segmenting vessels in 3-D images.
However, it requires that the contrast between vessels and background be high, and image intensity be homoge-
neous throughout all slices. In addition, it requires all vessels to be of regular tubular shape and of roughly the
same thickness. With imaging artifacts that we face, ImageJ cannot segment vascular structures in our images.
However, to our best knowledge, no known algorithm was specifically designed to automatically segment vessels
in the bone marrow from 3-D microscopy images.

Many cell segmentation algorithms rely on multiple cell features, such as membrane and nuclei,'* !> which
are not shown in our images. The watershed method is commonly used to deal with this type of images, but it
does not handle multiple overlapping cells sufficiently well.

3. METHODOLOGY

Fig. 1 shows the flowchart of our proposed method, consisting of two stages. In the first stage, we segment the
vessels and cells in images. In the second stage, we quantitatively compute properties of the segmented vascular
structures and cells, and compare the differences in the properties between images of different types.

3.1 Segmentation of Vascular Structures

In our images, vessels usually do not exhibit specific shape patterns. Therefore, methods based on vessel shape
features (i.e., straight lines or curves with specific curvatures)® ?-12 usually would not work well on our images.
Since the vessel surfaces could sometimes be very fuzzy, approaches based on edge features may also fail.> The
intensity of vessel voxels is usually higher than non-vessel voxels in their neighborhoods. Therefore, we segment
vessels by thresholding.

The main idea for segmenting vascular structures from images is to first extract vessel volumes by thresholding,
then add post-processing steps to refine the segmentation. The algorithm consists of the following steps: (1)
vessel thresholding; (2) cavity filling and (3) surface smoothing.

1. Vessel thresholding. Vessels are colored by red dextran and exhibit high red signals in the images.
Thus, vessel volumes can be extracted from the images by setting a proper cut-off value for the red channel.
We first segment vessels by computing the threshold locally using Otsu’s method. The threshold value for each
voxel is determined by the voxels in its close neighborhood, with the neighborhood radius being the approximate
size of the thickest vessel in the corresponding type of images. This neighborhood radius ensures that most
neighborhood circles contain sufficient voxels for both vessel and non-vessel; thus a proper threshold value can
be chosen. For the same type of images, the sizes of the thickest vessels are close. Therefore, we use the same
neighborhood radius for all images of the same type. The thresholds are not allowed to be smaller than 10 (out
of 255), i.e., if a computed threshold value is below 10, we use 10 as the threshold instead. Fig. 3(b) shows the
thresholded image from Fig. 3(a).

2. Cavity filling.  The results generated by directly applying thresholding techniques are usually not
satisfactory enough. For example, although local thresholds are used to extract the vessels, there is no guarantee
that all vessel voxels be extracted, and all background voxels be excluded. There are cells and other components
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Figure 3. Vessel segmentation: (a) A 2-D slice in a 3-D image; (b) thresholded image; (c) the image after post-processing.

inside vessels that do not absorb red dextran, and thus appear as dark points in the images. These close cavities
cannot exist in real vascular structures, and may cause problems in the analysis of vessels. For example, for the
vessel skeletonization algorithm in Section 3.3, close cavities inside vessels will result in close chambers in the
vessel skeletons, which do not correspond to any real structures in the vascular networks.

We find and fill all close cavities inside the vessels based on the flood fill method. A seed point is picked from
space outside of the vascular structures (e.g., above the top slice of the 3-D image). Region growing is performed
from the seed point to include all background voxels reachable from the seed point. Background voxels not
reachable from the seed point are considered as cavities.

3. Surface smoothing. Another problem is that the segmented vessel surfaces usually do not look smooth.
There are particles of red dextran that leak outside of vessels and are incorporated with bone cells in the marrow.
These red-colored bone cells, along with the scattered red dextran particles, have the same color signal as vessels.
Their intensity may even be very high. Thresholding will identify these cells and points as the same type of
object as vessels. Therefore, the segmented vessel surfaces using thresholding are usually not smooth due to the
existence of these unrelated components. They should all be excluded from the segmentation results.

We apply morphological operations to smooth the vessel surfaces, and remove small unrelated components.
These small components to be removed include red blood cells, isolated red voxels caused by diffusion of red
dextran, and other fuzzy areas in which no clear structure can be seen. Based on our experiments, disk of radius
3 for an open operation followed by a close operation can effectively remove these components without affecting
the major vascular structures in our images. Fig. 3(c) shows the vessels after surface smoothing. Note that the
“holes” in Fig. 3(c) are just vessel loops; all close cavities in 3-D have been filled in this example.

3.2 Segmentation of Hematopoietic Cells

Since many cell components, such as cell nuclei and membrane, are not visible in our images, cell segmentation
algorithms based on such cell features'®'® would not work on our images. In our images, hematopoietic cells
have higher green value than neighboring regions, and most cells have higher intensity in the middle than near
the boundary. Based on these features, we design an improved watershed algorithm to segment the cells.

Similar to segmenting vascular structures, hematopoietic cells are also segmented first by local thresholding.
Due to the existence of large cell regions, to ensure that each neighborhood circle contains sufficient voxels for
both cell and non-cell, we choose a neighborhood radius of 100 voxels. We then apply the open operation to
remove scattered green points extracted by thresholding.

Applying the watershed algorithm on distance-transformed images can separate partially-overlapped round
objects. However, it usually does not separate target objects quite well if the target objects are not of round
shapes, or there are multiple objects lumping together.

We observe that most cells have higher intensity in the middle than near the boundary. The top image
in Fig. 4(a) show intensity of two touching cells. The height of the curve corresponds to the intensity values.
This feature is similar to that of the distance-transformed images (the middle image in Fig. 4(a)) in that they
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Figure 4. Cell segmentation and vessel skeletonization: (a) Overlapping intensity and distance-transformed images for
segmentation; (b) a 2-D slice showing segmented cells (viewed better in color); (c) visualizing segmented vessels and cells
in 3-D; (d) skeleton of vascular network

both have high intensities in the middle of cells and relatively low intensities on the cell boundaries and in the
conjunction parts. Based on this observation, we design an improved watershed method to segment the cells by
overlapping these two types of images using a weighted sum. First, distance transformation is performed on the
thresholded images. Each connected component in the thresholded image is viewed as a point set S. We find
S’'CS such that each point in S’ has at least one 4-connected neighboring point not in S. For each pixel peS,
its intensity is re-computed using the formula

IDT(p) =a- minqu’diSt(pv q) + b- I(p)7

where mingegs dist(p, q) is the Euclidean distance from p to the nearest point on the boundary of the connected
component that p belongs to. This distance is normalized to [0, 255] for all points in S. I(p) is the green
channel value (of range [0, 255]) of p in the original image. a and b are coeflicients of the two terms. Based
on our experiments, a and b are both set to 0.5 for best segmentation quality. The bottom image in Fig. 4(a)
is overlaid using the intensity and distance-transformed images. Watershed segmentation is then performed on
this synthesized images.

This improved watershed segmentation is more robust than relying only on a single feature because if one
feature fails to capture cells at some locations, it usually can be offset by other features. For example, if the
cell conjunction part is flat in either the intensity or distance-transformed images due to imaging artifacts, while
still concave in the other, the it will still be concave in the synthesized image, and watershed algorithm can still
identify the cell conjunction parts to separate touching cells. Fig. 4(b) shows the segmented hematopoietic cells
in one image slice. Fig. 4(c) shows the segmented vascular structure and hematopoietic cells in 3-D.

3.3 Analysis Results

After the vessels and cells are segmented, we quantitatively compute a set of their properties and examine the
differences between samples of the two types. We analyze the properties of vessels and cells independently, and
then study the interactions between vessels and cells.

3.3.1 Vessel skeletonization

The segmented vessel volumes (red components in Fig. 4(c)) contain only vessels and exclude all other components
in the marrow. However, vessels in the segmented images are of various shapes, which make the computation
of many properties difficult. We simplify their structures by computing the skeleton of the vascular network.
The skeleton is a one-voxel wide succinct representation of the vascular network which retains the geometric
and topological properties of vessels, such as connectivity, branching, topology, length, and direction. It can be
computed by repeatedly peeling off points on the boundary of the object, until only single lines are left.'® The
skeletonization is an iterative process. In each iteration, the skeletonization algorithm checks every voxel in the
image to determine if it is removable, and remove all voxels that can be removed. This process is repeated until
no voxels in the image can be removed. A removable voxel must satisfy the following conditions:
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(a) The voxel is on the object surface;

(b) The voxel is not an end point;

(c) The deletion of the voxel would not change the Euler characteristics (i.e. creating new holes in the image);
(d) The deletion of the voxel would not change the number of connected components in the image.

In the skeleton representation, the segmented vessels are all represented by one-voxel wide centerlines, re-
gardless of their widths. The centerlines preserve some key properties of the vessel network. Some properties,
such as vessel lengths, branches and topological structures, can be easily computed on skeletons, though we still
need the whole vascular network for the computation of some other properties (e.g., vessel thickness, which is a
key property of vessels, is not reflected in the skeletons). Fig. 4(d) shows the skeleton of a 3-D vascular network.

3.3.2 Error pruning

The computed skeletons usually contain a large number of branches. However, most of the branches do not
correspond to real structures. We identify the following two types of fake branches in the images.

(I) Most short vessel segments with only one end connected to long vessels are caused by non-smooth vessel
surfaces. Most existing methods for pruning skeletons depend on a significance measure for each axis/centerline
point.!'” Extensions of the algorithm include axis propagation velocity,'® the A\-medial axis,!® and the discrete
curve evolution.?? The significance score of each point is determined by its relative distance to the surface or
outer medial axis. Voxels with low significance scores are pruned away. Kim et al2! and Liu et al.?2 gave a
pruning algorithm to prune away false short branches in fibrin networks. The algorithm by Kim?' et al. and
Liu et al.?? is based on the observation that most fake branches are caused by very small perturbations on the
fiber surface, and small perturbations on the surface do not affect the outer medial axis much. False branches
are identified based on their lengths and the distances from the branch points to the outer medial axes.

In our images, even after the pre-processing steps, the vessel surfaces could still be very unsmooth. In the
computed skeletons, both real and fake branches are usually dense, and the fake branches could be as long as
several voxels. Furthermore, fake branches may also contain multiple sub-branches. As a result, the distance
from branch points to surfaces or out medial axes do not show obvious patterns.

We iteratively prune away such short vessel segments based on their lengths. Based on our experiment, the
threshold value of 5 voxels can effectively remove most these fake short branches without affecting real vessel
segments. Fig. 5(a) and 5(b) show part of a vascular network before and after pruning away short vessel
segments, respectively.

(IT) Fig. 5(c) and 5(d) show another possible cause for error that may occur when computing properties of
vessel centerlines. Since the vessels are sometimes very dense, some vessels may seemingly touch each other in
3-D images. These vessels may or may not actually touch each other, but high-density concentrations of red
dextran particles that leak outside of vessels may "connect" some vessels that are close to each other. These
“touching” points will result in multiple branch points in the skeleton, but none of them should be considered as
a real branch point.

In Fig. 5(d), the short vessel segment wv in the middle and its two branch points v and v are caused by
two touching yet non-intersecting vessels as shown in Fig. 5(c). This false vessel segment, along with the two
branch points that it connects, need to be removed from the skeleton. The general patterns of this type of false
vessel segments are, for each of the two end points of the vessel segment, the two vessel branches from the same
end point have approximately opposite orientations. In addition, the length of the vessel segment in the middle
is close to the sum of the radii of the two vessels that it connects. In Fig. 5(d), vessel segments a and b have
opposite orientations from the branch point, so do vessel segments ¢ and d.

We modify the algorithm by Chen et al. for identifying erroneously doubled branch points caused by inter-
secting fiber segments?? to deal with this type of error. The intersecting fiber segments in the paper by Chen et
al. appear to be on the same plane, so do the computed fiber centerlines and the short segment in the middle.
The orientation of the fiber segments, along with the size of fiber segments and length of the segment in the
middle, are used for identifying erroneously doubled branch points. In our images, the vessels causing this type
of error usually appear on different planes. Therefore, we modify the algorithm accordingly.
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Figure 5. Post-processing and evaluation of vessel segmentation: (a) Part of a vascular network with fake short vessel
segments; (b) the vascular network with the fake short vessel segments pruned away; (c) two vessels touching each other;
(d) pruning fake branches caused by touching vessels; (e) evaluation of vessel segmentation.

We compute the orientations of the four vessel segments, a, b, ¢, and d, using linear regression.?* The purpose
of linear regression is to fit a straight line through a sequence of sampled points on a curve to best represent the
orientation of the curve. We take the following steps to compute the orientations of the vessel segments, and
determine whether a vessel segment is fake.

(a) For each vessel segment (e.g., v in Fig. 5(d)), we sample n points {(z;, v;), ¢ = 1, ..., n} from the four
vessel segments (e.g., a, b, c and d in Fig. 5(d)) connected to the two branch points. In our algorithm, we sample
10 consecutive voxels from the branch point for each vessel segment connected to the branch points.

(b) We adopt the least-squares linear regression approach®* to compute the orientation for each vessel segment
from the sampled voxels. The goal is to find a line that minimizes the sum of squared residuals (the vertical
distances between the points of the data set and the fitted line), and can be written in the formula below:

n

Find min, gQ(a, B), for Q(«, B) = Z(y, —a — Br;)?,

i=1
where o and [ are the y-intercept and slope of the computed line, respectively.

(c) We then compute the angles between the two pairs of vessel segments. We denote the angle between two
directed vectors p and ¢ as (p, ¢). In Fig. 5(d), if (a, b) > © and (d, d) > O, where © is a predefined threshold,
then we consider the vessel segment in the middle might be fake. Based on our experiment, we set the threshold
value to 77 /8.

(d) We measure the distances from the two end points of the vessel segment in the middle, to the nearest
vessel surfaces, and use the shortest distances as the approximate vessel radii. In Fig. 5(d), we denote the shortest
distances from v and v to their nearest vessel surfaces as D, and D,, respectively, and use D, and D, as the
approximate radii of the two vessels. If T is fake, then |uv| should close to sum(D,, D,). If uv is a fake vessel
segment, |uv| has to be in the range of [0.8*sum(D,,, D,), 1.2*sum(D,,, D,)].

(e) If a vessel segment satisfies conditions in both (c¢) and (d), then we consider it as fake. The vessel segment
is thus removed, along with the two branch points that it connects to.
3.3.3 Quantitative Analysis
We compute the following properties for the segmented vessels and hematopoietic cells.

1. Sizes of vascular networks. Vessels can be measured in their volume, length, and vessel segment
thickness. The total volume can be measured by counting the number of voxels in the segmented vascular
network. The total length can be measured by counting the number of voxels on the skeleton. The vessel
segment, thickness may be measured by the diameter or area of the vessel segment cross-section.

2. Vessel branching. Vessels often divide into two smaller vessels that go in different directions, like the
branches of a tree. Branching is an important aspect of network topology. Branching patterns may affect the
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Table 1. Quantitative property comparison of the two image types.

DT ® [ © @] © [ O] &0
Controlled | 5977 | 102 | 1.71% | 26.99 | 3.75 x 10° | 629 894 8.50
Knock-out | 4045 77 1.90% | 27.02 | 3.82 x 10° | 952 1921 | 13.64
p-value 0.08 | 0.05*% | 0.19 0.33 0.22 0.03* | 0.01* | 0.02*
Computed features: (a) Total vessel length; (b) total number of branch points; (c) percentage of branch points;
(d) average length of vessel segments; (e) total vessel volume; (f) average area of vessel cross-section; (g) cell
count; (h) average distance from cells to the nearest vessels (* denotes properties with significant difference).

interaction between vessels and cells. Here we study properties of branch points of the vascular network and
vessel segments separated by branch points, which reflect the branching patterns. The more branch points there
are in the network, the more bifurcations the vessels have. We count the total number of branch points, and
compute the percentage of branch points among all voxels on the skeleton. We also compute the average length
of all vessel segments separated by branch points.

3. Cell count and distribution. We count the total number of segmented cells, and compute the average
distance from each cell to the nearest vessel surface. This distance may reflect the degree of interaction between
cells and vessels.

We analyze 19 controlled and 16 knock-out type images. The controlled samples are from normal mice and
the knock-out samples are from mice with Notch signaling pathway deleted to simulate diseases related to Notch
signaling pathway (i.e., dysfunction or disorder of Notch pathway). Table 1 shows the comparison of the computed
features between the two image types. Statistically significant differences are observed in properties (b), (f), (g),
and (h). Comparing with the controlled samples, the knock-out samples tend to have: (1) fewer branch points
(although the branch point density is roughly the same); (2) thicker vessels; (3) more cells surrounding the
vessels, but the cells are farther away from the vessel surfaces.

Our analysis results show that, with impaired regulation from Notch signaling pathway, the development of
vascular network is less controlled. The vessels expand in size, and this expansion engulfs some small vessels,
resulting in the decrease in the number of branch points and total vessel length (although the difference shown
in the total vessel length is not considered statistically significant as indicated by the p-value). Meanwhile, the
bone marrow microenvironment lost some hematopoietic cell. However, more hematopoietic cells are generated
to engage in the recovery process of bone marrow microenvironment. This explains why more hematopoietic
cells were observed but the cells are farther away from vessel surfaces compared with controlled samples.

Our analysis quantitatively illustrates how deleted Notch pathway affects the bone marrow microenvironment,
and how the vascular structure and hematopoietic cell distribution changed in the bone marrow. Our algorithms
can be used to quantitatively measure changes in the bone marrow microenvironment caused by various diseases
or factors, and monitor the recovery during treatment.

4. EVALUATION

We manually segment the vessel surfaces in 3-D. The accuracy of vessel segmentation is evaluated by measuring
the average distance between the computer-segmented and manually-segmented vessel surfaces. As shown in
Fig. 5(e), points are sampled on the surface of the manually-segmented surface, and the normal at each sampled
point is drawn. The normal intersects both the manually-segmented (the solid curve) and computer-segmented
surfaces (the dashed curve), the gap between the two surfaces is the error at this point. We measure both signed
and unsigned errors, and report the errors in mean+ standard deviation.

The cells and branch points are manually labeled in 3-D, and compared with computer-generated results.
False positive (FP) and false negative (FN) rates are reported. In some images, there are some highly fuzzy
regions which may contain red or green voxels of high density, but no vascular or cellular structures with clear
boundaries can be seen. Although our algorithm may still identify some vessels or cells in these regions, we
exclude these regions from the evaluation.
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Table 2. Evaluation of vessel and cell segmentation.

Vessel Segmentation Cell Segmentation Branching
signed err. (voxels) | unsigned err. (voxels) | FP (%) | FN (%) | FP (%) | FN (%)
Controlled 2.09 £+ 0.56 4.95+1.33 6.67 5.62 8.85 5.16
Knock-out 2.64 +0.58 6.37£1.71 9.96 7.56 13.17 5.56

Evaluation is performed to assess the accuracy of vessel segmentation, cell segmentation and branch point
identification. Signed/unsigned errors, false positive (FP) and false negative (FN) rates are computed.

We randomly selected 3 controlled and 3 knock-out type 3-D images for evaluation. Table 2 shows the
evaluation results. In general, the results on knock-out samples are less accurate than on controlled samples,
since the images for knock-out samples are more fuzzy and contain more imaging artifacts.

5. CONCLUSIONS

We present and evaluate algorithms that can effectively segment vascular structures and hematopoietic cells in
3-D microscopy images, and perform quantitatively analysis of their properties. We find that after the Notch
signaling pathway is deleted, the vessels in the bone marrow become thicker and the number of branch points is
reduced. Meanwhile, more hematopoietic cells are found surrounding the vessels, but the cells are farther away
from the vessel surfaces compared with controlled samples. Our findings help biologists study how the dysfunction
of Notch signaling pathway affects and bone marrow microenvironment, monitor the recovery process and develop
therapeutic strategies. The platform we develop is a useful tool for biologists to study changes in the bone marrow
microenvironment caused by various diseases or other factors.
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