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ABSTRACT OF THE DISSERTATION 

MECHANISMS GOVERNING THE EYEWALL REPLACEMENT CYCLE IN 

NUMERICAL SIMULATIONS OF TROPICAL CYCLONES 

by 

Zhenduo Zhu 

Florida International University, 2014 

Miami, Florida 

Professor Ping Zhu, Major Professor 

Eyewall replacement cycle (ERC) is frequently observed during the evolution of 

intensifying Tropical Cyclones (TCs). Although intensely studied in recent years, the 

underlying mechanisms of ERC are still poorly understood, and the forecast of ERC 

remains a great challenge. To advance our understanding of ERC and provide insights in 

improvement of numerical forecast of ERC, a series of numerical simulations is 

performed to investigate ERCs in TC-like vortices on a f-plane. The simulated ERCs 

possess key features similar to those observed in real TCs including the formation of a 

secondary tangential wind maximum associated with the outer eyewall. The Sawyer-

Eliassen equation and tangential momentum budget analyses are performed to diagnose 

the mechanisms underlying the secondary eyewall formation (SEF) and ERC. Our 

diagnoses reveal crucial roles of outer rainband heating in governing the formation and 

development of the secondary tangential wind maximum and demonstrate that the outer 

rainband convection must reach a critical strength relative to the eyewall before SEF and 

the subsequent ERC can occur. A positive feedback among low-level convection, 

acceleration of tangential winds in the boundary layer, and surface evaporation that leads 
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to the development of ERC and a mechanism for the demise of inner eyewall that 

involves interaction between the transverse circulations induced by eyewall and outer 

rainband convection are proposed. The tangential momentum budget indicates that the 

net tendency of tangential wind is a small residual resultant from a large cancellation 

between tendencies induced by the resolved and sub-grid scale (SGS) processes. The 

large SGS contribution to the tangential wind budget explains different characteristics of 

ERC shown in previous numerical studies and poses a great challenge for a timely correct 

forecast of ERC. The sensitivity experiments show that ERCs are strongly subjected to 

model physics, vortex radial structure and background wind. The impact of model 

physics on ERC can be well understood with the interaction among eyewall/outer 

rainband heating, radilal inflow in the boundary layer, surface layer turbulent processes, 

and shallow convection in the moat. However, further investigations are needed to fully 

understand the exhibited sensitivities of ERC to vortex radial structure and background 

wind.      
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Chapter 1 Introduction 

1.1. Overview 

This dissertation focuses on a better understanding of physical mechanisms that 

control the eyewall replacement cycle (ERC) of tropical cyclones (TCs). The first section 

of this chapter describes the common features of ERC and presents the scientific 

questions of ERC that motivate this research. The second section gives a brief review of 

current understanding of ERC followed by a summary of the objectives and the structure 

of this dissertation. 

1.2. ERC of a TC 

Eyewall replacement cycle is a common phenomenon often associated with 

dramatic changes in TC intensity and inner-core structure. It was first documented and 

studied in detail from observations by Willoughby et al. (1982). The ERC begins with the 

formation of a partial or complete ring of convection with heavy precipitation outside the 

eyewall of a TC. This ring of convection usually possesses a well-defined local maximum 

of tangential winds and a convergence in low-level radial winds, very similar to the 

primary eyewall, and is thus generally called concentric or secondary eyewall. Figure 1.1 

shows an example of the concentric eyewall in Hurricane Ivan (2004).  In addition to the 

concentric eyewall, radar images often show that there is a precipitation free or weak 

precipitation annular zone that separates the outer ring of convection from the inner 

eyewall, often called moat (Houze et al. 2007). A moat is visible between the concentric 

eyewalls of Hurricane Ivan (2004) shown in figure 1.1. After the secondary eyewall 
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forms, the inner eyewall stops developing and starts to weaken as the outer eyewall 

contracts and intensifies. The inner eyewall eventually collapses and the secondary 

eyewall assumes the role of its predecessor, which concludes an ERC.   

While the formation of an outer eyewall may cause a TC to weaken temporarily, the 

wind maximum associated with the outer eyewall often broadens the hurricane wind field, 

and thereby enhances the integrated kinetic energy of a TC (Maclay et al. 2008). The 

increase of kinetic energy can have profound impacts on coastal regions if a TC is close 

to shore. A sudden expansion of TC force winds near landfall can affect a larger coastal 

area while reducing the preparation time. Even when a TC is a little farther from shore, 

the expended wind field is likely to lead to a greater storm surge (Irish et al. 2008). 

Moreover, the contraction of the outer eyewall near the end of an ERC can sometimes 

lead to a rapid intensification to result in a more intense TC than that prior to the ERC. 

This scenario was the case of Hurricane Andrew (1992), which intensified to a category-5 

hurricane as it approached the southeast coast of Florida after an ERC (Willoughby and 

Black 1996; Landsea et al. 2004). 

Satellite and radar observations show that intense TCs may undergo multiple ERCs 

during their lifetime. On the basis of a 10-yr data (1997-2006) of passive microwave 

satellite imagery, Hawkins and Helveston (2008) showed that more than 50% of all TCs 

that reach 120 kts have multiple eyewalls present during their lifespan. The percentage of 

TCs with concentric eyewalls varies by basins with the western Pacific the highest 

(~80%), the southern Hemisphere the lowest (~30%), and the Atlantic (~40%) and the 

eastern Pacific (~60%) in between.  
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Because of the dramatic intensity and structure changes associated with ERC and 

its frequent occurrence, the motivation to understand and forecast this phenomenon has 

remained high for decades. As will be reviewed in the next section, due to its intricate 

nature, the most basic question about ERC is still open: What are the leading physical 

mechanisms that control the formation of the secondary eyewall and the demise of the 

primary eyewall? Advancing our understanding of ERC and addressing various scientific 

issues associated with ERC are the goals and motivation of this dissertation research. 

1.3. Current understanding of ERC 

A complete theory of the ERC requires physical explanations of the formation of 

the secondary eyewall and the subsequent demise of the primary eyewall. A review of 

current understanding of these two ERC components is presented below. 

1.3.1. Secondary Eyewall Formation (SEF) 

Over the years, extensive research on SEF and ERC has yielded many hypotheses 

on SEF but some of them are now abandoned according to the recent studies, for example, 

the topographic forcing (Hawkins 1983), the asymmetric friction due to storm motion 

(Willoughby 1979), and the synoptic-scale forcings in the wind-induced surface heat 

exchange (WISHE) instability for triggering SEF (Nong and Emanuel 2003) are now 

approved to be the unnecessary conditions for SEF. The leading theories on SEF may be 

summarized as follows. 

(a) Dynamical adjustment to latent heating outside the primary eyewall. 

Using Eliassen’s (1951) diagnostic technique, Shapiro and Willoughby (1982, 

hereafter SW82) calculated the secondary circulation induced by point sources of heat 
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and momentum placed at different heights and different radial locations with respect to 

the radius of maximum wind (RMW) in balanced axisymmetric TC-like vortices. They 

showed that for a barolinic vortex the lower tropospheric heat sources close to the 00C 

isotherm placed outside the RMW can generate the strongest positive tendency of 

tangential wind somewhere between the RMW and the heat source or at the source itself. 

If the pattern of tendencies were to persist for some time, then, a secondary maximum of 

tangential wind would form near the source radius and surrounding the original RMW. 

This mechanism may explain how an outer concentric eyewall can form and eventually 

replace the inner eyewall. In a recent study, Rozoff et al. (2012) evaluated the pioneering 

theoretical analysis of SW82 using the data generated from a full physics simulation of a 

real TC. They showed that the sustained azimuthal-mean latent heating outside the 

primary eyewall eventually leads to SEF facilitated by a broadening wind field, which 

enhances not only the frictional inflow but the inertial stability as well. Their result 

ultimately confirms that the SEF mechanism of SW82, which was obtained in a much 

simpler framework, is still relevant in a complicated realistic TC environment. 

The importance of diabatic heating to SEF is also emphasized by a number of other 

studies. Using cloud resolving simulations of real TCs, Judt and Chen (2010) showed that 

the high potential vorticity (PV) generation and accumulation from the convective 

activities in the rainbands in the incipient outer eyewall region play a key role in SEF. 

Moon and Nolan (2010) demonstrated that the diabatic heating resulted from convective 

and stratiform precipitation in outer rainbands can induce a secondary wind maximum. 

They argued that the accelerated tangential wind can wrap around the entire vortex if the 

diabatic heating lasts long enough, which could lead to SEF. Wang (2009) also found that 
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the enhanced latent heating in the outer rainbands favors the outward expansion of winds 

and SEF. Fang and Zhang (2012) further illustrated that on a beta-plane the shear effect 

can have a substantial impact on the asymmetric diabatic heating associated with the 

stratiform and convective precipitation that promotes SEF. Although all these studies 

showed convincing evidence to support SW82’s pioneering theoretical analyses on SEF, 

they all eluded answering the question why SEF does not always occur considering the 

robust diabatic heating outside the RMW observed in almost all TCs. 

(b) Asymmetric vortex interaction, vortex Rossby wave, and axisymmetrization.  

Unlike SW82’s mechanism of SEF, which involves a vertical secondary 

overturning circulation, Kuo et al. (2004 and 2008) showed that the concentric vorticity 

structure can be resulted from the interaction between a small/strong inner vortex 

(resembling a TC core) and asymmetric neighboring weak vortices (resembling the 

vorticities induced by convection outside RMW) through the axisymmetrizing process in 

a 2D nondivergent barotropic model. In the same 2D barotropic framework, Montgomery 

and Kallenback (1997) showed that the negative radial vorticity gradient outside RMW of 

the basic-state PV field supports the outward propagation of vortex Rossby waves 

(VRWs) until the waves slow down approaching the stagnation radius where the group 

velocity of VRWs goes to zero. Their calculation indicates that the maximum acceleration 

of tangential wind generated by wave-mean-flow interaction generally occurs outside the 

radius of initial asymmetry, suggesting that the wave–mean-flow interaction based on the 

VRW dynamics may provide a mechanism for SEF. This mechanism is confirmed by 

Martinez et al. (2010) who showed that in the same 2D framework the nonlinear 
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evolution of asymmetric disturbances outside a strong vortex ring with a large vorticity 

skirt may relax to form concentric rings of enhanced vorticity that contain a secondary 

wind maximum. However, the vortex interaction and VRW mechanisms for SEF suffer 

serious limitations because of the 2D barotropic framework that excludes 3D dynamics, 

boundary layer friction, and convective processes. It is unclear how these mechanisms 

function in a real TC.  

Terwey and Montgomery (2008) proposed a beta-skirt axisymmetrization 

mechanism that incorporates both barotropic dynamics and 3D convective processes. The 

beta-skirt owns its name since there is a weak but persistently nonzero radial gradient of 

azimuthal-mean vertical vorticity existing outside the primary eyewall of a TC and the 

spatial change of basic-state vorticity is often referred to ‘beta’ in geophysical fluid 

dynamics. Within the beta-skirt region, the activity of sporadic convection depends on 

convective available potential energy, convective inhibition, and filamentation time scale. 

With favorable conditions, which are determined by the beta length scale and 

filamentation time scale, the perturbation vorticity and kinetic energy of sporadic deep 

convection in the beta-skirt region can be transferred (or axisymmetrized) upscale into 

the azimuthal-mean flow through the anisotropic cascade process in a similar manner to 

eddy kinetic energy being directed upscale into the quasi-zonal jet in the classic 2D beta-

plane turbulence theory. Using data from a full physics 3D simulation, Terwey and 

Montgomery (2008) tested their hypothesis and confirmed that the beta-skirt 

axisymmetrization is responsible for the SEF in their simulation. However, questions 

remain. As shown by Mallen et al. (2005), all fully developed TCs typically have a beta-

skirt of vertical vorticity outside the main core, then, why does the beta-skirt 
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axisymmetrization mechanism operate in some cases leading to SEF but fail to work in 

other cases? 

(c) Unbalanced dynamics associated with the boundary layer processes. 

The mechanisms for SEF reviewed in (a) and (b) are obtained in the balanced 

framework and essentially inviscid. In a recent study, Huang et al. (2012) showed that the 

SEF in their simulation of a real mature TC is intimately involved with the unbalanced 

boundary layer processes and undergoes a sequence of structural changes occurring in the 

outer-core region. It begins with a broadening of the tangential winds followed by an 

increase of boundary layer inflow underneath the zone of broadened tangential winds and 

the development of a convergence zone within and just above the boundary layer outside 

of the primary eyewall. This narrow region of convergence is where supergradient winds 

develop and initiates the eruption of moist air out of the boundary layer to foster deep 

convection that forms the root of secondary eyewall. Their result suggests that the 

unbalanced response in the boundary layer serves as an important mechanism for 

initiating and sustaining a ring of deep convection in a narrow supergradient wind zone 

outside the primary eyewall. Recent studies by Abarca and Montgomery (2013) and 

Kepert (2013) confirms Huang et al. (2012)’s hypothesis for SEF via a progressive 

boundary layer control of vortex dynamics in response to a broadening of the tangential 

wind field. Using an axisymmetric nonlinear slab boundary layer model, Abarca and 

Montgomery (2013) further showed that the boundary layer dynamics alone are capable 

of developing secondary wind maxima outside the primary eyewall. But Kepert (2013) 

concluded that the development of supergradient flow is not essential to the development 
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of the outer maximum of surface convergence based on his study. Despite the robust 

signal of broadening of the tangential winds as a precursor to SEF, none of these studies 

addressed what initiates the broadening of the tangential winds, a key process in this 

mechanism. It is unclear if the broadening of the tangential winds is the cause for 

initiating a SEF or the outcome of an initiated SEF by other processes. 

1.3.2. Demise of Primary Eyewall 

Previous studies suggested that the demise of inner eyewall convection during an 

ERC is likely caused by a disruption of its transverse circulation during the contraction 

and intensification of the outer eyewall. Two distinct mechanisms for this disruption have 

been proposed. 

(a) Cutting off the boundary layer inflow into the inner eyewall by the outer eyewall 

By comparing observations of concentric eyewalls with theoretical findings of 

SW82, Willoughby et al. (1982) hypothesized that the outer eyewall creates hostile 

conditions for the inner eyewall by cutting off the boundary layer inflow into the inner 

eyewall. This hypothesis was investigated later by Zhou and Wang (2011b) who used the 

3D full physics simulations of an idealized TC vortex undergoing an ERC. Their budget 

analyses of equivalent potential temperature generally support Willoughby et al. (1982)’s 

hypothesis about the demise of primary eyewall.    

However, for a secondary eyewall with a large radius, the “cut-off” process appears 

to be inefficient, which cannot explain the observed pace of eyewall replacement.  

(b) Subsidence over the inner eyewall induced by the outer eyewall 
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Also on the basis of the findings of SW82, Willoughby et al. (1982;1990) suggested 

that as the outer eyewall intensifies and moves inward, the diabatic heating released from 

the deep convection of the outer eyewall could induce substantial subsidence over the 

inner eyewall region to inhibit the updrafts of the inner transverse circulation and 

eventually lead to the demise of the inner eyewall.  However, the theoretical analyses 

done by Rozoff et al. (2008) do not support this hypothesis. By dividing a TC vortex into 

five radial regions, namely, the eye, inner eyewall, moat, outer eyewall, and far-field, 

Rozoff et al. (2008) were able to derive an analytical solution of the transverse circulation 

equation of a balanced vortex model. Their results show that the subsidence induced by 

the outer eyewall is primarily within the eye and the moat, and thus, does not directly 

weaken the inner eyewall updrafts. The conflict between Willoughby et al. (1982;1990)’s 

hypothesis and  Rozoff et al. (2008)’s finding may be due to the fact that different 

diabatic forcings were prescribed in these studies. Moreover, both studies used the 

inviscid, axisymmetric, quasi-static balanced vortex model, which is highly idealized 

compared with a real TC, and therefore, it is worthwhile to further examine the 

mechanisms that control the demise of inner eyewall with more realistic diabatic forcings 

that can be readily obtained from 3d full-physics TC simulations. 

1.4. Proposed Research 

As reviewed in the previous section, SEF and ERC are the outcome of a 

complicated internal interaction among TC vortex, diabatic heating associated with 

eyewall and rain-band convection, and boundary layer processes. However, the details of 

this interaction in governing the occurrence and course of SEF and ERC are still not well 
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understood. Moreover, in numerical simulations, the realization of this interaction 

depends strongly on how the sub-grid scale (SGS) processes, in particular, cloud 

microphysics, turbulent mixing, and atmosphere-ocean interface energy and momentum 

exchange, are parameterized. To date, the impact of SGS model physics on SEF and ERC 

has not been addressed, but a thorough understanding of this important impact of SGS 

parameterizations is critical for a better understanding of SEF and ERC and an accurate 

prediction of this unique phenomenon and the associated change in storm intensity by 

numerical models. 

The objectives of the present dissertation research are to advance our understanding 

of underlying mechanisms that control SEF and ERC and investigate the impact of SGS 

parameterizations on SEF and ERC in 3D full physics simulations. Specifically, this dis-

sertation aims to (1) investigate the physical mechanisms underlying SEF and ERC, (2) 

tackle two crucial but yet unanswered questions of SEF: What is the role of outer rain-

band convection in the SEF? What physical processes lead to the formation and devel-

opment of secondary maximum of tangential wind? and (3) address how SGS parameter-

izations affect SEF and ERC in 3D full physics numerical simulations.  To achieve the 

research goals, a series of 3D full physics TC simulations has been conducted and will be 

presented in the dissertation. The structure of the dissertation is organized as follows. 

Chapter 2 describes the methodology including the configuration of the numerical model, 

model physics, the initial conditions, and methods used to process model outputs. Chap-

ter 3 summarizes the evolution of the simulated TC in the control experiment and the 

spontaneously generated ERC in this run, followed by a detailed investigation of the dy-

namical processes leading to the SEF and ERC.  In Chapter 4, a series of carefully de-
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signed sensitivity tests will be presented, which will be used to investigate the sensitivity 

of the simulated ERCs to model initialization, model resolution, and model physics in-

cluding cloud microphysical, vertical turbulent mixing, and surface exchange parameteri-

zations, and explore the mechanisms underlying the sensitivities.  These experiments will 

also be used to further assessing our findings in Chapter 3.  Conclusions, discussions and 

future work on ERCs will be summarized in Chapter 5.  
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Figure 1.1   Research aircraft radar reflectivity composite of Ivan (2004) with concentric 

eyewalls (From Terwey and Montgomery, 2008). 
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Chapter 2 Methodology 

2.1. Model configuration 

The Weather Research and Forecasting Model (WRF) with the Advanced Research 

WRF (ARW) dynamical core, version 3.3.1, is used for all simulations performed in this 

study.  WRF is a fully compressible, nonhydrostatic model (Shamarock et al. 2008), and 

has been used successfully for both real and idealized TC simulations (Fierro et al. 2009; 

Nolan et al. 2009a,b; Stern and Nolan 2009; Wu et al. 2012; Zhu et al. 2013; Fovell et al. 

2009; Hill and Lackmann 2009a,b). The WRF-ARW uses a terrain-following hydrostatic-

pressure (sigma) vertical coordinate (Laprise, 1992), and the primitive equations cast in 

the flux format are solved discretely on an Arakawa C-grid. In all simulations performed 

in this study, the model surface is set to be water only, and the sea surface temperature 

(SST) is uniformly fixed to 29 0C.  All map factors are set to 1 and the reciprocal of earth 

radius is set to 0 so that the computations are carried out on a Cartesian coordinate grid. 

All simulations are performed on an f-plane with a constant Coriolis parameter set to a 

value equivalent to that at 20  N. The periodic lateral boundary condition and symmetric 

lateral boundary condition (free-slip wall) are applied to the western/eastern boundaries 

and southern/northern boundaries, respectively (Nolan 2011). All simulations contain 

three two-way nested square domains with a horizontal resolution of 18, 6, 2 km, 

respectively.  The outermost domain is configured sufficiently large (301x301 gridpoints) 

such that the lateral boundary conditions have a negligible impact on the dynamics of a 

simulated TC. The middle domain serves as a transition region and contains 181x181 

gridpoints. The innermost nest contains 301x301 gridpoints giving a domain size of 
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600x600 km, which is large enough to cover the entire inner core (eyewall and main 

rainbands) of a simulated TC.  The inner two domains are centered on the initial TC 

vortex and fixed throughout the simulation. The choice of motionless inner domains 

substantially improves the accuracy of tendency budget analyses frequently used in this 

study1. All simulations use 47 vertical levels with a model top approximately at 26 km 

(20 hPa).  The 10 lowest half-levels2 are set at the heights approximately at 66 m, 200 m, 

335 m, 471 m, 610 m, 750 m, 893 m, 1037 m, 1209 m, and 1459 m in the eyewall region. 

Grids with relatively high vertical resolutions are concentrated in the boundary layer (BL) 

and the upper troposphere (near 15–18 km) since these two regions of the atmosphere 

have been found to be critical to the TC dynamics3. All simulations are run for 8 days, 

which allows the vortex structure to evolve sufficiently for the purposes of this study. 

2.2. Model physics 

All simulations use the Thompson microphysics scheme (Thompson et al. 2004). It 

includes 6 hydrometeor species: water vapor, cloud water, rain, ice, snow and graupel. In 

addition to the mixing ratios of each species, the scheme also predicts the number 

concentration of ice and rain. Observations show that the hydrometeors in the TC core are 

dominated by ice crystals and snow aggregates (Black and Hallett, 1986), and therefore, 

                                                 
1 Since simulations are performed on a f-plane and there is no environmental flow, the simulated vortex 
does not drift far away from its initial position. Because of this, the innermost domain is able to cover the 
entire inner core region throughout the simulation even though the nest does not follow the vortex. 

2 Full levels are where the vertical velocity and geopotential are predicted, whereas half levels are where 
the horizontal velocities, temperature, moisture, and pressure are computed and stored. 

3 A TC is fueled by the air–sea surface flux exchanges of moist enthalpy via surface latent heat and sensible 
heat fluxes (e.g., Emanuel 1986), while the maintenance of the secondary circulation of a TC requires an 
uninterrupted anticyclonic ventilation flow in the upper troposphere (Zhang et al. 2002; Fierro et al. 2009), 
and hence, a better representation of these two regions can lead to a more realistic simulation of TCs. 
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the ability to predict ice number concentration is desirable for a realistic TC simulation.  

Moreover, the treatment of snow growth in this scheme is designed to prevent or alleviate 

the problem of over-prediction of graupel, a problem that is shared by many single-

momentum microphysics schemes (Hong et al. 2004).  These advantages make the 

Thompson scheme an appealing choice when limited computation resource is not 

sufficient for performing a set of numerical experiments with double-momentum or bin 

microphysics schemes. The Kain-Fritch cumulus scheme (Kain 2004) is used to represent 

subgrid-scale convection in the outermost domain, but it is inactivated in the two inner 

domains in which deep convective clouds are explicitly resolved. Horizontal diffusion is 

determined by the 2D Smagorinsky (1963) turbulence scheme. The Rapid Radiative 

Transfer Model (RRTM) radiation scheme (Mlawer et al. 1997) and the Dudhia scheme 

(Dudhia 1989) are used for longwave and shortwave radiative transfer calculation, 

respectively.  

Fluxes and friction in the surface layer (SL) and vertical mixing in and above the 

PBL are parameterized using the Mellor-Yamada- Janjic (MYJ; Janjić 1996,2002;) suite 

of PBL and SL parameterizations (except for sensitivity tests of PBL schemes to be 

presented in chaper 4). The MYJ PBL scheme predicts the generation and redistribution 

of turbulent kinetic energy (TKE) and computes the eddy viscosities of momentum, heat 

and moisture from the predicted TKE to determine the SGS tendencies of these quantities.  

It is a“level 2.5” scheme in terms of the 4 ‘‘levels’’ of complexity for PBL schemes 

originally proposed by Mellor and Yamada (1974). The MYJ scheme is one of the PBL 

parameterization schemes that may be used for TC simulations recommended by Kepert 
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(2012) because of its good performance in predicting near-surface wind profiles. The 

MYJ scheme available in WRF uses a wind speed–dependent formula (Charnok 1955) to 

determine the oceanic surface roughness (z0). The strong dependence of the Charnock 

formula on wind speed results in a steady increase of the surface drag coefficient (Cd) 

with the increase of wind speed. However, recent studies based on both hurricane 

dropsondes (Powell et al. 2003) and laboratory experiments (Donelan et al. 2004) show 

that Cd does not increase unlimitedly with wind speeds, rather, it starts to level off at a 

certain large wind speed, for example, 30 m/s according to Donelan et al. (2004), 

although there is a disagreement on the wind speed at which Cd starts to level off. To 

account for this effect, the default Charnock formula of z0 in the MYJ SL scheme is 

replaced by the one formulated by Davis et al. (2008) to match the findings by Donelan et 

al. (2004): 

z଴ ൌ 10 exp ൬െ
ଵ଴

୙∗
భ య⁄ ൰ ,                                (2.1) 

where z0 is limited within the range of 1.27 ൈ 10ି଻m ≪ z଴ ≪ 2.85 ൈ 10ିଷm.  

2.3. Model initialization 

All simulations are initialized with an idealized vortex embedded in a quiescent 

background (except for sensitivity test with background winds to be presented in chapter 

4) whose temperature and humidity profiles are specified by the non-SAL (Saharan air 

layer) sounding of Dunion and Marron (2008), which is an updated version of the 

original Jordan (1958) mean Caribbean hurricane-season sounding.  The vortex and all 

the inner domains are initially placed at the center of the outermost domain. To shorten 
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the evolution time of the initial vortex reaching its steady state, a category 1 vortex is 

used. The vortex has an axisymmetric structure with a maximum wind speed of 36.0 

1ms  at surface at a radius of 45.0 km. Its inner-core wind field realistically slopes 

outward with height. The pressure and temperature fields that hold the vortex wind field 

are in hydrostatic and gradient wind balance, which are derived following the iterative 

method proposed by Nolan and Montgomery (2002). 

Following Wood and White (2011), the vortex tangential wind profile is determined 

parametrically by 

v ൌ v୫ୟ୶
஡ౡ

ൣଵା୩୬షభሺ஡౤/ಓିଵሻ൧
ಓ , 0 ൏ ݇ ൏ ݊, ߣ ൐ 0 ,                                 (2.2) 

where ρ ൌ ୰

୰ౣ౗౮
, r୫ୟ୶ is the RMW; vmax is the maximum tangential wind; K, n, and λ are 

the parameters that control the linearity or nonlinearity of the inner velocity profile 

between the vortex center and r୫ୟ୶, the size of the decaying outer velocity profile, and 

the radial width of the velocity profile in the annular zone of the maximum, respectively. 

This parametric model is advantageous over the Rankine model since it produces a 

continuous tangential velocity profile and allows one to tune the wind profile with the 

three parameters (Wood and White 2011). In the control simulation, k=1, n=1.6 and  

λ ൌ 0.2 are chosen, which yields a solid body vortex profile similar to that of catergory 1 

hurricane constructed by Nolan and Montgomery (2002). Figure 2.1 shows the radial 

profiles of tangential velocity and vorticity for this initial vortex. To prevent the vortex 

from having infinite radial extent, the profile determined by Equation 2.1 is multiplied by 
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exp	ሺെሺ ୰

୰ౙ౫౪
ሻ଺) , which forces v smoothly approaching to zero beyond a cutoff (in this 

case 600 km) radius (rୡ୳୲). The adjusted profile is then extended into the vertical through 

an analytic function proposed by Nolan and Montgomery (2002), 

vሺzሻ ൌ v ൈ exp ൤െ ൬
ୡ୸

୸౪౥౦
൰
஑

൨ ൈ ൜1 െ γexp ൤െ ቀ ୰

ஔାஜ୸
ቁ
ஒ
൨ൠ     (2.2) 

The first multiplicative factor on the right hand side (rhs) of Equation 2.2 causes the 

velocity field to decay appropriately with height consistent with what is observed in real 

TCs; z୲୭୮ is approximately the upper limit of the wind field. The second multiplicative 

factor has an r dependence that causes the inner-core wind field (i.e., the eyewall) to 

realistically slope outward with height. Parameter δ  serves to prevent the last bracketed 

term from being undefined at z=0. Parameter γ  is chosen to be either one or zero 

depending on whether eyewall sloping is desired or not. In the Control simulation, the 

parameter settings are: z୲୭୮ = 16 km, α	= 2.0, c = 1.7, β	= 2.7, δ  = 1, and μ = 4.0.  

2.4 Cylindrical coordinate used for analyses 

Some of the data analyses used in this study, such as azimuthal average, Fourier 

decomposition of simulated fields, and budget analyses, require the data to be on the 

cylindrical coordinate centered at the vortex center. The cylindrical coordinate used in 

this study has an azimuthal resolution of 1 degree, a radial resolution of 2 km, and a 

vertical resolution of 500 m within the radius and height of 300 km and 18 km, 

respectively. All the data to be analyzed are interpolated from the model coordinate to the 

cylindrical coordinate. The (height-invariant) vortex center is defined as the geometric 
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center, or centroid, of the surface pressure field (Braun et. al 2000). The location of the 

minimum pressure is used as the first guess of the center. A variational approach is then 

used to adjust the location of the center until the azimuthal variance of the pressure field 

at all radii between the center and the outer portion of the eyewall (100 km) is minimized.  
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Figure 2.1       Radial profiles of tangential wind (solid) and relative vorticity (dash) for 

the initial vortex used in the control simulation. 
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Chapter 3 ERC in the control simulation 

3.1. Overview of the control simulation 

Figure 3.1 shows the time series of minimum-sea-level-pressure (SLPMIN), 

maximum azimuthal mean tangential winds (VTMAX), and radius of maximum mean 

tangential winds (RMW) of the simulated vortex in the control simulation. These three 

metrics are widely used for evaluating the intensity and structure of a TC.  Since the 

tangential winds of TCs typically maximize around the height of 1km due to surface 

friction, VTMAX and RMW at 1 km level are presented in this figure. The initial 

SLPMIN is 990 hPa, and it remains nearly constant for the first 12 hours. Since no 

vertical motion nor any initial condensates are included in the initial vortex, during the 

first simulation hour the vortex is slowly spinning down (as seen in VTMAX) due to the 

surface friction. It takes about 6 hours till the developing organized deep convection can 

maintain itself. The RMW fluctuates about its initial value (45 km) by less than 7 km 

during this period.  As the convection nearly saturates the core at mid-levels, which is 

required for storm intensification (Nolan et al., 2007), the SLPMIN begins to fall rapidly 

accompanied by a substantial increase of wind speed. This period approximately starts 

from 12th h and ends 66th h when the SLPMIN drops 900 hPa and VTMAX reaches 96 

m/s.  The intensification rate in this period generally exceeds the criterion for Rapid 

Intensification (RI) (15.4 m/s in 24 h (Kaplan and DeMaria, 2003)) except for the period 

between 36th h and 50th h. The RMW rapidly decreases to about 22 km during the first 6 

hours of this RI period, and then remains nearly constant until its end. Immediately 

following this RI period is a striking “V” shaped variation in the VTMAX, which 
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terminates around 96th h. The VTMAX decreases by 22 m/s during the first half of this 

period and increases by 31 m/s during the second half of this period. In the meantime, the 

RMW suddenly increases by 30 km at the midpoint of this V-shaped period (80 h). 

Detailed examinations (to show later) show that during this period the simulated vortex 

undergoes an ERC, a reorganization process of TC inner core reviewed and summarized 

in Chapter 1. In many observational and simulation studies including this dissertation, 

events of dramatic change in VTMAX and sudden RMW increase are frequently used as 

preliminary evidences of TC’s ERCs. The RMW rapidly decreases to 42 km during the 

next 8 hours after its sudden increase, indicating the contraction of the new dominant 

eyewall as the vortex intensifies. After that, RMW slightly increases as the vortex 

continues to intensify evidenced from the drop of SLPMIN till about 104th h. During the 

next 34 hours following the intensification of the vertex after the ERC, approximately 

from 104th h to 138th h, the vortex weakens by about 17 hPa in SLPMIN and 15 m/s in 

VTMAX. This weakening event is not completely clear but likely due to active 

mesovortices in the eyewall region (figures not shown), which may reduce storm 

intensity by asymmetric mixing (Kuo et al. 1999; Schubert et al. 1999). How eyewall 

mesovortices affect TC intensification is an interesting but complicated question. A 

thorough addressing this issue is beyond the scope of this dissertation study. After this 

weakening period, starting from 138th h the vortex reintensifies again and reaches its peak 

intensity (879 hPa in SLPMIN and 110 m/s in VTMAX) around 176 h. After that a quasi-

steady state appears to be reached and roughly maintained until the end of the simulation.  
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Note that after the ERC event occurred around 72nd h – 86th h, the RMW generally 

takes on a slow increasing trend except for the period between 162nd h and 174th h. The 

spatial expansion of the matured TC vortex appears to be in contradiction with the 

eyewall contraction predicted by axisymmetric balanced dynamics (SW82), however, the 

expansion of TC vortices is not a rare feature in 3D full physics numerical simulations 

(e.g., Hill and Lackman, 2009a; Terwey and Montgomery, 2008; Wang 2009). Wang 

(2009) suggested that the diabatic heating of outer rainbands may cause the expansion of 

a TC vortex. Detailed explanation of this phenomenon is beyond the scope of this study.  

3.2 Simulated ERC in the control experiment 

To clearly illustrate the detailed inner-core structure change associated with the 

ERC, Figure 3.2 shows a series of horizontal plots of synthetic radar reflectivity at the 

height of 1km between 56th h to 86th h at an interval of 2 hours, which clearly depict how 

the outer rainbands develop and emerge into an intact outer ring of convection and how 

inner eyewall weakens and outer ring of convection develops to complete an ERC. 

Before the 60th h, the spiral convective rain-bands are mainly active between the radii of 

100 km and 160 km. As time proceeds, the strong convective cells gradually approach 

closer to the TC center and start to appear in the region with radii between 60 km and 100 

km around the 66th h.  After the 70th h, the convective cells in this region rapidly develop 

in both their intensities and the areas that they cover.  Meanwhile, the disconnected 

convective cells gradually consolidate into rainbands and eventually emerge into a ring of 

convection outside the primary eyewall with a radius of approximately 60 km at 78th h, 2 

hours right before the sudden increase of RMW (Figure 3.1). The 78th h is thus hereafter 
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referred to as the “formation time” of the secondary eyewall, and the region with the radii 

between 60 km and 100 km hereafter is referred to as the “SEF region”. At the 78th h, a 

closed secondary concentric eyewall is clearly visible outside the inner eyewall. The 

formation and development of the secondary concentric eyewall is clearly reflected in the 

azimuthal-mean radial PV profile shown in Figure 3.3. At the 66th h, a small local PV 

maximum is somewhat visible at the radius of 64 km. It intensifies and contracts with 

time. By the time of 78th h when the closed secondary concentric eyewall forms, a clean 

secondary PV peak is shown in the PV profile that is separated from the primary eyewall 

PV maximum by the moat. The eyewall replacement follows the next 6 hours. It is 

noteworthy that the strong convective cells rarely reach inside the 55 km circle. This is 

due to the existence of a moat outside the inner eyewall before the SEF. The width of the 

moat at the height of 5 km is approximately 30 km in this case. With the development of 

the outer ring of convection, the inner eyewall begins to weaken around the 72nd h, 6 

hours before the SEF. This weakening appears to accelerate as the outer ring of 

convection contracts and intensifies. The inner eyewall eventually disappears around the 

84th h, approximately 4 hours after the sudden increase of RMW, and the ERC concludes 

when the newly developed eyewall takes the role of the primary eyewall of the vortex. 

The whole eyewall replacement process takes about 6 hours. The newly developed 

eyewall stops contracting at a radius about 20 km larger than the original RMW, leading 

to a larger new primary eyewall than the old one.  

To gain further understanding of the basic kinematic and thermodynamic changes 

throughout the period preceding and accompanying the ERCs, the vertical velocity, 
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tangential wind component, and radial wind component of the simulated vortex are 

further examined.  Figure 3.4a shows the mid-level (5 km) azimuthal-mean vertical 

velocity. Weak subsidence starts to appear outside of the primary eyewall around the 52nd 

h as the primary eyewall intensifies. This weak subsidence gradually develops into the 

so-called moat with a width approximately 10 km at this time. Starting from about the 

60th h, notable diffusive updrafts begin to develop between the radii of 100 km and 180-

km, indicating the development of asymmetric outer rain-bands. It appears that these 

outer rain-bands propagate inward with time but stay outside the moat region, and they 

gradually solidify into a more coherent structure around the 70th h. After that, the inner 

rain-bands rapidly intensify and eventually evolve into the secondary eyewall. As the 

outer rainbands propagate inward, the moat also strengthens and slightly broadens but its 

width is confined by the primary eyewall and inner rain-bands. After the primary eyewall 

begins to lose its strength, the moat narrows and weakens substantially as the secondary 

concentric eyewall forms. It eventually merges into the subsidence in the eye as the inner 

eyewall disappears.  

The radial structure of tangential wind also has a substantial change before and 

during the ERC. Figure 3.4b shows the tangential wind at 1 km level. The tangential wind 

generally expands outward with time. The expansion of the tangential wind outside 150 

km radius begins well before the 40th h, likely due to the rapid intensification of the TC 

vortex. The expansion appears to gradually extend from the outer region to the inner 

region with time. The tangential wind in the SEF region begins to increase around the 

60th h, roughly the same time as the outer diffusive updrafts appear shown in Figure3.4a. 
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The increase of tangential wind is accelerated as the updrafts emerge in this region after 

the 65th h (Figure3.4a), and is significantly enhanced after the updrafts begin to solidify 

around the 70th h. A striking secondary tangential wind maximum first appears near the 

radius of 60 km around the 76th h, 2 hours right before the first appearance of the intact 

secondary ring of convection (Figure3. 2). The vertical structure of the secondary 

maximum of tangential wind is shown in Figure 3.7 and will be discussed later. 

Figure 3.4c shows the evolution of low-level (500 m) radial flow overlapped with 

its radial divergence. While the flow is generally inward outside of the primary eyewall, 

outward flow is seen in the eye throughout the simulation. Like the tangential wind 

shown in Figure 3.4b, low-level inflow generally expands outward with time except that 

it weakens within the moat region as the moat develops. As indicated by the divergence 

of radial flow (contours), there is a radial divergence in the moat, but a convergence 

outside the moat consistent with the weakening and intensification of low-level inflow 

within and beyond the moat region. It is worth noting that the increase of inflow in the 

SEF region appears to be more dramatic than that of tangential wind before the updrafts 

begin to solidify (70 h). The vertical structure of radial flow will be shown and discussed 

later in this section. 

 Although the numerical experiment presented above is from a 3D full physics 

simulation of an idealized TC-like vortex, the key features of the simulated ERC are 

consistent with those shown in observations. Sitkowski et al. (2011) performed excellent 

composite analyses of ERCs with flight-level data and satellite microwave imagery. The 

key features of the observed ERCs based on their study include: 1) the secondary maxima 
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of tangential wind are evident before the concentric eyewalls have clearly emerged in the 

precipitation fields;  2) the storm intensity and the inner wind maximum begin to weaken 

as the inner-core structure organizes into concentric rings;  3) the reintensification of 

storms after the ERC can be quite dramatic and often brings storms to their maximum 

lifetime intensity;  4) the contraction of the outer wind maximum usually ceases at a 

radius larger than that of the inner wind maximum at the start of the ERC.  In comparison 

with the observations, the simulated ERC presented above shows: 1) the secondary wind 

maximum occurs 2 hours before the concentric eyewalls clearly emerges; 2) the primary 

eyewall begins to weaken 6 hours before the SEF; 3) the reintensification of the vortex is 

quite dramatic although it does not bring the storm to reach its maximum lifetime 

intensity; 4) the outer eyewall stops contraction at a radius ~20 km larger than the RMW 

of the primary eyewall. In short, the control simulation of an idealized TC-like vortex is 

able to capture the key features of the observed ERCs. This provides us the confidence 

that the simulated ERC can be used to address various unanswered issues associated with 

ERC.  

3.3. Axisymmetric balanced aspects of SEF and ERC 

SW82 first demonstrated that the evolution of a balanced symmetric TC-like vortex 

may be understood from the transverse circulation induced by point heat and momentum 

sources via Sawyer-Eliassen equation. Recent studies, such as Bui et al. (2009), Rozoff et 

al. (2012), and Sun et al. (2013) examined SW82’s symmetric aspects of TCs by diagnos-

ing the secondary circulation induced by the diabatic heating and frictional forcings using 

data from realistic 3D full physics simulations. These studies show that in many ways the 
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transverse circulation induced by the symmetric latent heating and friction derived from 

3D simulations during an ERC can match the azimuthal-mean secondary circulation di-

rectly simulated by 3D models. However, all these simulations used relatively low model 

resolutions. For example, the analyses by Bui et al. (2009) were based on the simulation 

that has a coarse horizontal resolution of 5km and 24 levels in the vertical. Although the 

simulation analyzed by Rozoff et al. (2012) has a high horizontal resolution of 1 km, it 

only has 35 levels in the vertical, in particular, the lowest model level in their simulation 

was set to the height of 600 m, which can barely resolve the fine vertical structure of the 

lower part of the inflow layer of a TC that has been shown to be critical to SEF and ERC 

by many studies. In Sun et al. (2013)’s simulation, the vertical resolution increases to 40 

levels, but they used a relatively low horizontal resolution of 3.6 km. Although these 

studies provided some insight into SEF and ERC, the key processes that govern SEF and 

ERC have yet to be clearly identified. Therefore, there is a need to revisit the SW82 

symmetric aspects of SEF and ERC using the realistic numerical data in which the 

boundary layer inflow of a TC is better resolved. Moreover, the diagnostic ability of the 

Sawyer-Elisassen equation has not been fully explored in these studies. In this study, we 

will show that the mechanisms of SEF and ERC can be well demonstrated from a bal-

anced symmetric perspective using Sawyer-Elisassen diagnoses and tangential wind 

budget analyses. Finally, in all previous studies the Sawyer-Eliassen and tangential wind 

budget analyses were applied to a single simulation of a TC vortex. However, as it will be 

shown in the next chapter of this dissertation, the simulated SEF and ERC are sensitive to 

the changes in model physics and initial vortex. It is interesting to see how the diagnosed 

transverse circulation in the symmetric balanced framework responds to these changes 
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and if the Sawyer-Eliassen and tangential wind budget analyses can shed any new light 

on the sensitivity of SEF and ERC to the changes in model physics and initial condition 

(the diagnoses of sensitivity experiments will be provided in the next chapter). In the next 

section, we will provide a detailed derivation of azimuthal-mean tangential wind budget 

equation and Sawyer-Eliassen equation and explain how to use 3D numerical data to per-

form the analyses.    

3.3.1. Tangential wind budget and Sawyer-Eliassen equation 

Under the assumption of small perturbation of air density, i.e., 1
0



 , where 

ρ0 is the horizontally averaged air density satisfying )(00 z  and the superscript dou-

ble-prime indicates perturbations away from the horizontal mean, the governing equa-

tions of the atmospheric flow in hydrostatic balance in the cylindrical coordinate may be 

written as 
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where r, λ, and z represent the radial, azimuthal, and vertical coordinates; u, v, w, θ, and p 

are the model grid-box mean wind components in three directions, potential temperature, 

and atmospheric pressure, respectively; g is the acceleration of gravity;   is the diabatic 

heating rate; TSGSU, TSGSV, and TSGSθ denote the SGS tendencies for radial wind, tan-

gential wind, and potential temperature, respectively. fvC r
v 

2
 is the sum of the 

centrifugal and Coriolis force. Equations (3.1)-(3.5) represent the radial and tangential 

wind budget equations, hydrostatic equation, thermodynamic equation, and continuity 

equation, respectively. By decomposing the atmospheric flow into the axisymmetric and 

asymmetric components, i.e., SSS  , where S is a generic variable, overbar and 

prime indicate the azimuthal mean and the perturbation from the azimuthal mean, the 

governing equations for the mean axisymmetric flow can be written as, 
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where θ has been replaced by  1  for convenience of derivation. r
v

r
v

a f 
  is 

the vertical component of absolute vorticity. The forcing terms, rF , F , and Q , result-

ed from both resolved and SGS processes can be represented as, 
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where the SGS tendencies and latent heating are determined by the activated model pa-

rameterizations in simulations and saved directly in the WRF output. uTSGS , vTSGS , 

and TSGS include both azimuthal-mean SGS vertical and horizontal diffusion.  is the 

sum of azimuthal-mean diabatic heating sources from microphysics and radiation physics. 

The azimuthal-mean tangential wind budget analyses performed in this study are based 

on Equation (3.7).    

The Sawyer-Eliassen equation for the transverse circulation induced by the sym-

metric latent heating and friction can be obtained by assuming a strict gradient wind bal-

ance, which reduces the azimuthal-mean radial wind budget, Equation (3.6), to, 
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With a little algebra derivation, Smith et al. (2005) showed that Equation (3.14) can be 

rewritten in the format of, 
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The azimuthal-mean continuity equation, Equation (3.10), implies that the azimuthal-

mean radial wind and vertical velocity may be expressed in terms of a streamfunction ψ, 
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By differentiating Equation (3.15) with respect to time, eliminating the time derivatives 

of   and v using Equations (3.7) and (3.9), and combining Equation (3.16), the Sawyer-

Eliassen equation can be obtained in the form of, 
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where  fr
v  2 is twice the local absolute angular velocity, and r

v
r

v


 is the 

vertical component of relative vorticity.  

To obtain the balanced response of a TC vortex to the prescribed axisymmetric 

diabatic heating and friction sources by solving the Sawyer-Eliassen equation, Equation 

(3.17), the azimuthal-mean tangential wind, potential temperature, air density, and forc-
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ing terms resulted from both resolved and SGS processes in a cylindrical coordinate are 

needed. All these quantities are directly available from WRF output except for air density, 

which is diagnosed from pressure, potential temperature, water vapor specific humidity, 

and hydrometeor content. The data in the model Cartesian coordinate saved at a 10-min 

interval are converted into the cylindrical coordinate defined in section 2.4 using vertical 

linear interpolation and horizontal bilinear interpolation.  

The Sawyer-Eliassen equation is solved in a domain of 250 km (radius) × 18 km 

(height).  To reduce the localized static instability that can be problematic in obtaining 

the solutions of balanced response, the azimuthal-mean tangential wind and potential 

temperature are smoothed slightly. All differentiation terms are calculated with the center 

finite difference, and the differential equation is solved with MUDPACK4.  The boundary 

conditions for the Sawyer-Eliassen equation are set to ψ ൌ 0 at r = 0 km, z = 0 km, and z 

= 18 km; and 
பந

ப୰
 = 0 at r = 250 km, same as those used in Fudeyasu and Wang (2010). 

3.3.2. Validation of Sawyer-Eliassen diagnoses 

The Sawyer-Eliassen equation was derived in the symmetric balanced framework. 

In SW82, it was applied to highly idealized TC-like vortices forced by point sources of 

heating and momentum. Thus, before applying the Sawyer-Eliassen analyses to realisti-

cally simulated TCs by a 3D full physics model, it is necessary to examine the extent to 

which the directly simulated vertical transverse circulation by WRF can be represented 

                                                 
4 Multigrid Software For Elliptic Partial Differential Equations, which is a elliptic-partial-differential-
equation solver using a multigrid method (Adams, 1999) 
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by the diagnosed secondary circulation forced by the symmetric diabatic heating and fric-

tion obtained from the WRF simulation. To do so, careful comparisons between the simu-

lated and diagnosed radial-height transverse circulations are made before, during, and 

after the SEF and ERC. As an example, Figure 3.5 shows the azimuthal-mean vertical 

velocities from the WRF simulation at the 65th h and 80th h respectively and those from 

the Sawyer-Eliassen diagnoses. There is a very good agreement between the WRF simu-

lated azimuthal-mean vertical velocities and the Sawyer-Eliassen diagnoses in both mag-

nitude and radial-vertical structure. In particular, the Sawyer-Eliassen diagnoses well cap-

ture the concentric eyewall structure and the moat between the inner and outer eyewalls 

at the 80th h simulated by WRF. To provide a further evaluation of how well the Sawyer-

Eliassen diagnoses can represent the simulated azimuthal-mean radial-vertical structure 

of vertical velocity, we computed the correlation coefficient between the simulated azi-

muthal-mean vertical velocities and those diagnosed from the Sawyer-Eliassen equation 

from 50th h to 90th h, a period that covers the entire ERC from a time well before the SEF 

to a time when the vortex reintensifies after the completeness of the ERC. Figure3.6 

shows the results and the associated confidence level of the statistical calculation.  The 

directly simulated and diagnosed vertical velocities are well correlated except for the re-

gion near the model top. Below the height of 16 km and above the boundary layer, the 

correlation coefficients exceed 0.8 from the eyewall to the radii near the lateral bounda-

ries, indicating a good representation of the vortex vertical velocity field by the Sawyer-

Eliassen diagnoses for most of the area involved in SEF and ERC. Even in the boundary 

layer, where the gradient wind balance is invalid due to the friction, the correlation coef-

ficients are still greater than 0.6, suggesting that to the first order approximation the Saw-
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yer-Eliassen analysis still applies. One may wonder why the Sawyer-Eliassen equation 

derived in a balanced symmetric framework can represent the transverse circulation in the 

boundary layer fairly well. This is because the boundary layer frictional effect has been 

indirectly included in the Sawyer-Eliassen equation through the forcing term F . Similar 

good correlations are also seen between the simulated radial flow and the Sawyer-

Eliassen diagnoses (not shown here). These statistical analyses give us the confidence 

that the Sawyer-Eliassen equation provides a useful analytical tool for investigating SEF 

and ERC in realistic 3D full physics simulations of a TC vortex despite the fact that it is 

derived in a symmetric balanced framework. 

3.3.3. Formation and development of secondary tangential wind maximum 

One of the key features of SEF and ERC is the formation and development of the 

secondary maximum of tangential wind associated with the outer concentric eyewall. 

Figure 3.7 shows the radial-vertical azimuthal-mean tangential wind field at different 

time from the 70th h to 84th h, which clearly depicts the evolution of secondary wind max-

imum associated with the ERC. It begins with an expansion of tangential wind speed in 

the upper part of the boundary layer centered around 500-1000m in the outer rainband 

region. With the expansion of the boundary layer tangential winds, the wind maximum of 

the primary eyewall starts to weaken and the secondary wind maximum gradually devel-

ops. The secondary tangential wind maximum reaches the magnitude comparable to that 

of the primary tangential wind maximum at about 80th h. After that, the primary tangen-

tial wind maximum weakens rapidly and merges with the secondary tangential wind max-

imum. At about 82nd h, the primary tangential wind maximum completely disappears and 
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the secondary tangential wind maximum assumes the role of its predecessor and contin-

ues to intensify. The evolution of horizontal instantaneous wind speed at 1km is shown in 

Figure3.8. This figure indicates formation and development of a clean secondary maxi-

mum of the total wind speed associated with the ERC. What is depicted in Figs. 3.7 and 

3.8 is consistent with recent studies by Huang et al. 2012, Abarca and Montgomery 2013, 

and Kepert 2013 who showed that the SEF is initiated with a broadening of the tangential 

winds followed by an increase of boundary layer inflow and the development of a con-

vergence zone within and just above the boundary layer outside of the primary eyewall. 

However, although these studies correctly described the developing procedure that the 

tangential wind undergoes, these studies are unable to explain what causes the expansion 

of tangential winds outside the RMW at the top of the boundary layer. It should be noted 

that these studies attempted to seek mechanisms governing SEF and ERC from the per-

spective of unbalanced dynamics associated with the boundary layer processes. In this 

study we will show that the development of secondary maximum of tangential wind de-

picted in Figure 3.7 can be well addressed within the symmetric balanced framework. 

The detailed analyses will be provided below to demonstrate how the Sawyer-Eliassen 

diagnoses can be used to explain the expansion of tangential wind outside the RMW, the 

development of the secondary tangential wind maximum, and the demise of primary tan-

gential wind maximum.       

The evolution of tangential wind field shown in Figure 3.7 may be better under-

stood by analyzing the tangential momentum budget equation, Equation 3.7.  In the 

symmetric balanced framework, F is treated as an external forcing. SW82 investigated 
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how the tendencies of tangential wind (i.e.,
z

v
wu

t

v
a 





  ) change in response to the 

prescribed point sources of heating and momentum by solving the Sawyer-Eliassen equa-

tion. Since SW82 only focused on the tendency at the surface, au  is the sole term that 

had been examined in their study considering that )0( zw  is zero. However, it will be 

shown shortly that both au and 
z

v
w



  are the large terms in the boundary layer and 

generally tend to cancel each other due to the opposite signs. To understand the role of 

each term in the budget equation (Equation 3.7) in governing SEF and ERC, detailed 

budget analyses are performed using the WRF output, which provide many insights into 

the development of secondary wind maximum.  The budget analyses averaged over 79th – 

81st h will be presented below as an example to illustrate the contribution of each term to 

the tendency of tangential wind at an important stage of the ERC.  

The radial-vertical structure of each term in Equation 3.7 is shown in Figure 3.9, 

where the budget analyses are done every 10 min, and then, averaged over 79th – 81st  h. 

The decomposition of the budget clearly reveals the role of each term in governing the 

evolution of tangential wind during the ERC. Here we want to emphasize a few key 

points that the budget analyses reveal. First, the positive and negative tendencies of tan-

gential wind correspond well with the development of the secondary eyewall and the de-

cay of the primary eyewall (Figure 3.9a). The net tendency5, however, is a small residual 

of a large cancellation between the two large tendencies induced by the resolved and SGS 

mixing processes (Figs. 3.9b and 3.9c). It is, thus, not surprising that the simulated SEF 

                                                 
5 Note that it has been multiplied by a factor of 10 for a clear presentation. 
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and ERC show a strong sensitivity to model SGS turbulent mixing schemes. This may 

also explain why the SEF and ERCs in previous numerical studies show different charac-

teristics. Part of the differences is likely caused by different model physics activated in 

the simulations. The large SGS contribution to the tendency of tangential wind poses a 

great challenge for a correct numerical forecasting of this phenomenon. Second, it is im-

portant to point out that the resolved processes are mainly responsible for generating pos-

itive tendencies in the boundary layer in the “SEF region” defined in Section 3.2, whereas 

the SGS tendencies in this region is negative, which is dominated by the SGS vertical dif-

fusion (Figure 3.9h). The tendency induced by SGS horizontal diffusion is nearly 20 

times smaller than that of SGS vertical diffusion (Figure 3.9i). Since the development of 

a secondary maximum of tangential wind requires a positive tendency, this result sug-

gests that the resolved processes are the driving force for SEF and ERC and the SGS ten-

dency may be considered as a response to such changes in resolved processes. Therefore, 

the resolved processes are the keys to understand SEF and ERC. For this reason, in the 

remaining of this chapter, the focus of analyses will be on the resolved processes. How-

ever, since the SGS tendency has a magnitude comparable to that of resolved tendency, 

the SGS parameterizations can have a profound impact on the occurrence and course of 

SEF and ERC, which will be discussed in detail in the next chapter. Third, the resolved 

horizontal advection term ( au , Figure 3.9d) and vertical advection term (
z

v
w



 , 

Figure3.9e) are the two leading contributions in the budget but have opposite signs within 

and above the boundary layer. The cancellation of the two terms (Figure 3.9f), however, 

results in the positive tendencies in the boundary layer in the “SEF region”. The resolved 
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asymmetric eddy contribution (Figure 3.9g, multiplied by a factor of 4 for a clear presen-

tation) is much smaller than the net symmetric contribution (
z

v
wu a 


  ), indicating 

that it may only have a minor effect on SEF and ERC. It should also be pointed out that 

the resolved asymmetric eddy term is generally negative in the boundary layer with two 

centers near the eyewall and the radius of 50 km, which are likely caused by the eyewall 

and rainband perturbations. The negative tendency in the boundary layer induced by the 

asymmetric eddies suggests that it is not a driving force for the development of the sec-

ondary maximum of tangential wind associated with SEF and ERC. 

To better illustrate the budget of azimuthal-mean tangential wind, the radial profiles 

of each term shown in Figure 3.9 at 500 m and 1000 m are plotted in Figure3.10. The 

tendency directly calculated from the WRF simulated tangential wind (black curve in 

Figs. 3.10a and 3.10c) does not exactly match the sum of all terms associated with the 

resolved and SGS processes (red curve in Figs. 3.10a and 3.10c), which is understandable 

due to the 10-min interval of budget calculation. But the fact that the two tendencies have 

similar radial structure and magnitude suggests that the 10-min budget analyses are fairly 

accurate, giving us extra confidence that the results gained from the analyses are reliable. 

The tendencies induced by the resolved processes in the “SEF region” at 500 m and 1000 

m are both positive (blue curve in Figs. 3.10a and 3.10c), but for different reasons due to 

the sign change of the two leading terms ( au  and 
z

v
w



 ) in the budget.  At 500 m, 

terms au and 
z

v
w



 are consistently positive and negative respectively in the “SEF 
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region” with peak at the radius of ~50 km; whereas at 1000m au and 
z

v
w



 change 

their sign at the radius of ~50 km. The decomposition of tangential wind budget shown in 

Figs. 3.9 and 3.10 indicates that the intuition of SW82 in analyzing the term, au , is 

scientifically right although it was not possible for them to perform a detailed budget 

analysis at that time. It is one of the leading terms in the budget and can induce positive 

tendency in the “SEF region”. However, as we showed here, aside from the highly ideal-

ized vortex and forcing used by SW82, their analyses are incomplete in that they did not 

consider another important term, 
z

v
w



 , which tends to cancel the effect of au . In 

addition, only considering the tangential wind tendency at the surface is insufficient since 

both au and 
z

v
w



  change their sign in the boundary layer as shown in Figs. 3.9 and 

3.10. For this reason, in this study we shall treat the term 
z

v
wu a 


   as a whole (due 

to the large cancellation between them) to understand the processes that control SEF and 

ERC. 

The Sawyer-Eliassen equation is a powerful diagnostic tool. It allows us to look in-

to the response of transverse circulation and the induced tangential wind tendency to dif-

ferent diabatic heating and momentum forcings in detail. To better understand the forced 

transverse circulation and the associated tangential wind tendency, it is useful to first ex-

amine how the heating and momentum forcings evolve during the SEF and ERC. Figure 

3.11 shows the azimuthal-mean diabatic heating derived from the WRF simulations at 

different time from 50th h to 80th h. The diabatic heating is mainly concentrated in the 
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eyewall as expected, but it is also seen outside the eyewall mainly associated with the 

convective activities in the outer rainbands. The outer rainband heating is separated from 

the eyewall heating by the moat. As indicated by the figures, for a long period of time 

before the SEF, the outer rainband heating stays weak till the 72nd h. After that, there is a 

rapid enhancement of outer rainband heating near the radii of ~50-70 km, which eventu-

ally develops into the secondary eyewall. To clearly illustrate the development of outer 

rainband heating, Figure 3.12 shows the time-height variation of diabatic heating aver-

aged over the radii of 60-80 km where most of outer rainband heating is located accord-

ing to Figure 3.11. It clearly shows that there is a sudden increase in diabatic heating 

around the 72nd h. It starts with an enhancement of low convection just above the bounda-

ry layer and quickly extends to the mid- and upper-troposphere. We will show shortly 

that this sudden increase in outer rainband heating is the key process that governs the 

SEF and ERC. The decrease of outer rainband heating after 82nd h shown in Figure3.12 is 

due to the fact that the convection moves radially inward and eventually becomes the 

outer eyewall at the radius of ~50 km. The momentum forcing derived from the WRF 

simulation at different time is shown in Figure 3.13. As expected the momentum forcing 

is mainly concentrated in the boundary layer in vicinity of the eyewall before the SEF. It 

extends radially outward as the convection associated with the outer rainbands develops.  

To seek and identify the key processes that govern SEF and ERC, several partitions 

of the total heating and momentum forcings are carried out to examine how diabatic heat-

ing and momentum forcings lead to the formation and development of secondary tangen-

tial wind maximum. These include the decomposition of forcings in terms of microphysi-
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cal processes, different radial ranges, and eyewall/rainbands. It turns out that the interac-

tion between eyewall and outer rainband heating plays a key role in governing the evolu-

tion of secondary tangential wind maximum. To clearly demonstrate the underlying 

mechanism and remove unnecessary complication, for this analysis only heating associ-

ated with vertical velocity greater than 0.5 m/s is considered. This allows us to cleanly 

separate the eyewall heating and outer rainband heating as illustrated by Figure 3.14. The 

same method is used to separate the eyewall and outer rainband momentum forcing. The 

separated forcings are then used to solve the Sawyer-Eliassen equation so that the contri-

bution from eyewall and outer rainband heating and momentum forcing to the forced 

transverse circulation and tangential wind tendency can be quantified.   

Figs. 3.15 and 3.16 show the symmetric contribution (
z

v
wu a 


  ) to the ten-

dency of tangential wind at 500 m and 1000 m induced by the eyewall and outer rainband 

diabatic heating and momentum forcing derived from the Sawyer-Eliassen diagnoses. 

Although the magnitudes are different, both figures share similar characteristics. The ten-

dency generated by the eyewall forcing is negative in the eye but it quickly changes to 

positive with a large peak at the inner edge of the eyewall. The positive tendency drops 

quickly and then gradually slopes radially outward and eventually approaches zero at a 

sufficiently large radius. These features share the similar characteristics to the surface 

tendency induced by the point heating source placed at the vicinity of the eyewall found 

by SW82. It is apparent that the eyewall forcing alone will never induce a secondary tan-

gential wind maximum. The tendency generated by the outer rainband forcing remains 

small till the 72nd h, but after that, its magnitude increases rapidly over the radial range of 
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50-80 km where the outer rainband activity is the strongest. The negative value is at the 

inward edge of the tendency induced by the outer rainband forcing but is mainly confined 

in the lower boundary layer. At the height of 1000 m, it becomes very small. This nega-

tive tendency tends to cancel the positive tendency induced by the eyewall forcing, which 

may serve to separate the secondary tangential wind maximum from the primary wind 

maximum. It is clear that the large positive tendency induced by the outer rainband forc-

ing is the leading cause for the secondary tangential wind maximum. This is more appar-

ent at the height of 1000 m, which may explain why the tangential wind peaks at the 

height of 1000 m shown in Figure 3.7. Note that the large positive tendency in the inner 

eyewall induced by the eyewall forcing reduces dramatically at the height of 1000 m, 

which is consistent with the decrease of primary tangential wind during the ERC. Figs. 

3.15 and 3.16 also indicate that the tendency induced by the momentum forcing is much 

smaller than the diabatic heating induced tendency, suggesting that the momentum forc-

ing mainly associated with friction is of secondary importance to SEF and ERC at least 

from the symmetric perspective.     

The above Sawyer-Eliassen diagnoses on the symmetric contribution to the tenden-

cy of tangential wind reveal an important role of outer rainband heating in governing SEF 

and ERC. Comparison of Figs. 3.15, 3.16, 3.11, and 3.12 suggests that although outer 

rainband activity always exists during the evolution of a TC, it must reach a certain 

strength before it can initiate and drive the secondary tangential wind maximum via hori-

zontal advection of absolute vorticity and vertical advection of tangential wind (i.e., 

z

v
wu a 


  ). To better illustrate this mechanism, a series of Sawyer-Eliassen experi-
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ments are conducted using the artificially reduced outer rainband heating. Figure 3.17 

shows the time series of the tendencies of tangential wind at 1000 m induced by the outer 

rainband heating with different strength averaged over the radii of 50-80 km subtracted 

by the tendency induced by the eyewall heating, a quantity that may be used to assess the 

development of secondary tangential wind maximum; and the time series of the ratio of 

the strongest outer rainband heating over the radius range between 50 km and 80 km at a 

certain time to the strongest eyewall heating, a quantity used here to evaluate the strength 

of outer rainband heating relative to that of eyewall heating. In the control simulation, the 

strongest rainband heating remains negligible compared with that of eyewall heating till 

the 69th h when the ratio of the strongest outer rainband heating to that of eyewall heating 

suddenly jumps to about 20%. After that the ratio stays high and gradually increases with 

the strengthening of outer rainband heating and weakening of eyewall heating. The dif-

ference of the tendencies induced by the outer rainband heating and eyewall heating starts 

to increase about two hours later. This time delay is likely due to the fact the tendency is 

the integrated result of all heating forcing and suggests that the outer rainband heating is 

the cause of the formation of the secondary tangential wind maximum. The result also 

indicates that the strength of outer rainband heating must reach a certain level relative to 

the eyewall heating to cause SEF and that the ratio of the strongest outer rainband heating 

to that of eyewall heating may provide a good and practical predictor for a timely forecast 

of SEF and ERC. The Sawyer-Eliassen experiments suggest that SEF and ERC may still 

occur when the strength of outer rainband heating reduces to 10% of that of eyewall heat-

ing. Note that in this estimation the eyewall heating remains the same as that in the con-

trol simulation. We will show evidence and discuss shortly that the outer rainband heat-
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ing substantially weakens the eyewall as the secondary eyewall develops. This feedback 

is not considered in the Sawyer-Eliassen experiments. Thus, the strength of eyewall heat-

ing is underestimated in the reduced outer rainband heating experiments. Based on this 

consideration, it may not be possible to initiate SEF and ERC if the strength of outer 

rainband heating is less than 10% of that of eyewall heating. We have carefully examined 

the other periods of the control simulation and all the sensitivity experiments (to be 

shown in the next chapter). It is fairly consistent that the ratio of the strongest outer rain-

band heating to that of eyewall heating remains below 10% when there is no SEF and 

ERC, whereas the ratio is consistently above 10% for all ERC events observed in our 

simulations.   

3.3.4. Development of outer rainband convection during ERC 

Previous analyses demonstrate the crucial role of outer rainband convection in SEF 

and ERC. One question has yet to be addressed is the sudden enhancement of outer rain-

band convection, which has been shown to be necessary for initiating and driving SEF 

and ERC. The answer to this question may also clarify why in some other times outer 

rainband convection fails to promote SEF and ERC. Again we attempt to investigate this 

issue in the same symmetric balanced framework. To seek the mechanism underlying the 

development of outer rainband convection and its relation to SEF, we carefully examined 

the diabatic heating and the forced transverse circulation diagnosed by the sawyer-

Eliassen equation before, during, and after SEF. To summarize our findings, Figure 3.18 

shows the diabatic heating, the induced symmetric contribution to the tangential wind 

tendency, and the induced divergence of radial flow at different time during SEF.  At the 
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69th h just before SEF, the weak outer rainband convection is seen in the mid-troposphere. 

As expected, the convection induces convergence and divergence of radial flow at the 

base and upper part of the convection (Figure 3.18c1), respectively. The convection also 

accelerates tangential wind near the base of the convection via horizontal advection of 

absolute vorticity and vertical advection of tangential wind (
z

v
wu a 


  ).  At the 71st h, 

convection extends down to the low troposphere. It is interesting to see that the conver-

gence of radial inflow and acceleration of tangential wind also extend down to the base of 

the convection. Three hours later, the weak sporadic convection develops into solid con-

vection extending from the top of the boundary layer upward to the tropopause. As a re-

sponse, the divergence of radial flow and tangential wind tendency show an interesting 

vertical structure: two strong elongated zones of convergence and divergence of radial 

flow are seen at the radially outward and inward edge of the convection with the conver-

gence extending down into the boundary layer (Figure 3.18c3); there is a jet of large posi-

tive tendency of tangential wind in the upper part of the boundary layer and it gets 

stronger as the rainbad convection intensifies (Figs. 3.18b3 and 3.18b4). As shown previ-

ously, this jet of positive tendency of tangential wind is responsible for the formation and 

development of secondary maximum of tangential wind. To show the importance of low 

level convection to the generation of large positive tendency of tangential wind and 

strong convergence of radial inflow in the boundary layer, we examined the transverse 

circulation forced by the same outer rainband heating but with the heating below 3km 

being removed. As an example, Figure 3.19 compares the diagnosed symmetric contribu-

tion to the tangential wind tendency and divergence of radial flow forced by the outer 



 

47 
 

rainband heating with and without heating below 3 km. It clearly shows that without low 

level convection the large positive tendency of tangential wind and strong convergence of 

radial inflow in the boundary layer nearly disappear, indicating the crucial role of low 

level convection in SEF.  

What shown in Figs. 3.18 and 3.19 suggests a positive feedback among low-level 

convection, convergence of radial inflow, and acceleration of tangential wind in the upper 

boundary layer that leads to the development of outer rainband convection and SEF, 

which may be described as follows. The sporadic convection in the outer rainband region 

induces the convergence of radial inflow and accelerates the tangential wind at the base 

of (or just beneath) convection, which can cause the increase of moisture in the low trop-

osphere. The increased moist instability favors the development of low-level convection, 

which, according to the Sawyer-SEliassen diagnoses, can result in convergence of radial 

inflow and acceleration of tangential wind in the boundary layer. While the former leads 

to the effective transport of moisture into the convection, the latter can enhance surface 

evaporation. Both processes can foster further development of convection. This can cause 

runaway interaction leading to the development of outer rainband convection and for-

mation of secondary maximum of tangential wind. To provide further evidence to support 

this positive feedback mechanism of SEF, Figure 3.20 shows the time evolution of cloud 

water, rain water, relative humidity, equivalent potential temperature, low troposphere 

stability, and surface buoyancy flux averaged over the radii of 50-80 km. As indicated by 

cloud water (Figure 3.20a), there is mid-tropospheric convection (4-5 km) existing long 

before SEF. This rainband convection is always seen during the evolution of a TC but 
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may not directly link to SEF. At about 60th h, weak shallow convection starts to develop 

possibly due to the convergence of radial inflow induced by the mid-troposphere convec-

tion as discussed previously and could also be partially attributed to the moistening of 

lower troposphere by the precipitation of mid-tropospheric convection. As indicated by 

Figs. 3.20b and 3.20c, there is light rainfall before 60th h, which appears to be related to 

the positive perturbation of relative humidity in low-mid troposphere. The increase of 

low tropospheric moisture favors the development of shallow convection. Once sufficient 

shallow convection is initiated, its induced convergence of radial inflow and acceleration 

of tangential wind in the boundary layer can enhance surface evaporation (Figure 3.20f) 

to result in the increase of relative humidity or equivalent potential temperature in the low 

troposphere, which favors the further development of convection. Note that in this partic-

ular case, the lower tropospheric stability measured by the difference of potential temper-

ature between 3 km and 2 km in the outer rainband region does not change much, indicat-

ing that the enhanced moist instability leading to SEF is mainly due to the increased low 

level moisture through the proposed positive feedback among low level convection, con-

vergence of radial inflow and acceleration of tangential wind in the boundary layer, and 

surface evaporation. 

3.3.5. Interaction between eyewall and outer rainbands during ERC  

Observations and many previous numerical simulations show that the inner eyewall 

weakens as the outer concentric eyewall forms and eventually disappears with the intensi-

fication of the outer eyewall. In fact, as indicated by Figs. 3.7 and 3.11, the inner eyewall 

starts to weaken long before the secondary tangential wind maximum forms. Although 



 

49 
 

intensely studied, there are still debates on what causes the demise of the primary eyewall. 

Willoughby et al. (1982;1990) argued that the outer eyewall could induce substantial sub-

sidence over the inner eyewall region to inhibit the eyewall convection and eventually 

lead to the demise of the inner eyewall. This argument is questioned by Rozoff et al. (2008) 

who derived an analytical solution of transverse circulation equation of a balanced vortex 

model and showed that the subsidence induced by the outer eyewall is primarily within 

the eye and the moat. The simulation and Sawyer-Eliassen diagnoses performed in this 

study allow us to revisit this issue using the realistically simulated numerical data of a TC 

vortex by a 3D full physics model.   

The decomposition of total heating into the eyewall and outer rainband components 

performed previously provides a useful way to examine the interaction between the 

eyewall and outer rainband convection during ERC. Figure3.21 shows the subsidence 

induced by the outer rainband heating overlapped with the WRF simulated azimuthal-

mean vertical velocity at different time during the ERC. The outer rainband induced sub-

sidence contributes significantly to the moat and the strongest subsidence is at the outer 

edge of rainband updraft, which is typical for the convection induced subsidence. How-

ever, the figure clearly shows that the outer rainband induced subsidence is non-

negligible right over the inner eyewall updraft at all time. As indicated by Figs. 3.11a, 

3.11b, and 3.11c, the inner eyewall starts to weaken well before the outer concentric 

eyewall forms. Apparently, the rainband induced subsidence is one of reasons to cause 

such weakening of inner eyewall. This mechanism is enhanced with the increase of sub-

sidence as the outer rainbands evolve into a closed ring of convection. This result pro-
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vides the convincing evidence to support Willoughby et al. (1982;1990)’s argument about 

the role of downdraft induced by the outer eyewall in causing the demise of the inner 

eyewall. But it should be emphasized here that the weakening of inner eyewall starts well 

before the formation of the outer eyewall. The suddenly enhanced outer rainband convec-

tion can induce sufficiently strong subsidence to affect the evolution of inner eyewall.  

Figure3.22 is a similar plot to Figure 3.21 but for the subsidence induced by the in-

ner eyewall heating. Similar to the subsidence induced by the outer rainband heating, the 

strongest subsidence occurs at the outer edge of the eyewall updraft. It is the leading 

cause for the formation and development of moat. The eyewall heating also induces fairly 

strong subsidence over the outer rainband but its influence decreases with the weakening 

of inner eyewall as the outer eyewall develops. An immediate question is why the outer 

rainband induced subsidence can inhibit the development of inner eyewall whereas the 

inner eyewall induced subsidence does not appear to have a significant impact on the de-

velopment of the outer rainbands. The answer may lie in the radial inflow induced by the 

heating and momentum forcing. Figure 3.23 shows the radial flow induced by the 

eyewall and outer rainband heating and momentum forcing, respectively. Both eyewall 

and outer rainband forcings induce a similar structure of radial flow with outflow concen-

trated within the eyewall and rainband updraft and inflow extending radially outward 

from the outer edge of outflow. Before the 72nd h when outer rainband convection is 

weak, the eyewall induced radial inflow extends well beyond the “SEF region”. The 

moist air carried by the radial inflow provides fuel for the development of eyewall. How-

ever, the outflow induced by the outer rainband forcing provides a mechanism to cancel 
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the inflow induced by the eyewall. The cancellation increases as the outer rainband con-

vection enhances and the eyewall weakens possibly due to the reduced inflow. By the 

time the outer eyewall forms (78th h), its induced radial outflow extends throughout the 

vertical column, which works as a barrier to cut off the radial inflow into the inner 

eyewall, and indeed as the figures indicated the radial inflow induced by the inner 

eyewall at this time is really confined between the inner and outer eyewall. The cutting 

off fuel to the inner eyewall causes it to rapidly decay and eventually disappear. Again, 

the importance of enhanced rainband convection to ERC is clearly demonstrated from the 

perspective of transverse circulation. In short, the analyses here along with the evidence 

provided suggest a mechanism for the demise of the inner eyewall that involves the inter-

action between the transverse circulations induced by the eyewall and outer rainband 

convection. In particular, the outflow induced by the outer rainbands plays an important 

role in confining the inflow induced by the eyewall. The cutting off fuel into the inner 

eyewall appears to be the leading cause for the rapid decay of the inner eyewall.    

3.3.6. Propagation of outer rainband convection during ERC  

Figure 3.4 suggests a radially inward propagation of outer rainbands during ERC. 

Although frequently observed, the underlying mechanism that governs the propagation of 

outer rainbands is not well addressed. To look into this issue, we treat eyewall and outer 

rainband convection as asymmetric PV perturbation superimposed on a symmetric PV 

field and use the classic Fourier transform to decompose the asymmetric PV perturba-

tions in terms of wavenumbers. Since total energy is conserved under the Fourier trans-

form, the Fourier power spectrum may be used to measure the relative contribution of 
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different wavenumber PV perturbations to the total energy of asymmetric perturbations. 

To do so, we define a normalized power spectrum (NPS), ),( nrE , as, 

))(max(
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 ,                                                 (3.18) 

where n is the wavenumber, c(r,n) is the Fourier transform coefficient at the radius r. 

σ(r)2 is the variance of PV perturbation at the radius r. N=180 is the maximum wave-

number allowed in the Fourier transform since there are 361 azimuthal points in the do-

main. Figs. 3.24 and 3.25 show the time-radius plots of NPS at the heights of 2 km and 5 

km overlapped with the radial gradient of azimuthal-mean PV. Low-wavenumber (1-3) 

components dominate the perturbation energy in the eyewall region, whereas high-

wavenumber (>3) components dominate the outer rainband region. Wavenumber 1 and 2 

components have comparable magnitudes in the eyewall region at both low and mid 

troposphere. This result appears different from the observational study by Reasor et.al 

(2000) who found that the wavenumber 2 perturbation prevails at low-level but 

wavenmber 1 component appears to dominate at mid- and high-troposphere. This dis-

crepancy could be attributed to the fact that there is lack of vortex motion and environ-

mental shear in our simulation, which have been suggested as the leading causes for 

wavenumber 1 perturbation (Chen et. al, 2006;Reasor et.al, 2000). Most importantly as 

the figures indicated, the eyewall PV perturbations do not propagate outside of the 

eyewall region marked by the blue and red contours (which indicate the values of PV ra-

dial gradient of -5×10-10 and 5×10-10 s-1 respectively) and beyond that region the PV radi-

al profile is really flat. According to the finding by Montgomery and Kallenback (1997), 
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the outward propagation of vortex Rossby waves requires negative radial PV gradient. It 

is, thus, not surprise that few perturbations initiated in the eyewall propagate beyond the 

radius of 40 km since no sufficient PV radial gradient supports such propagation. This 

result is consistent with Judt and Chen (2010)’s simulation of Hurricane Rita (2005) and 

Sun et. al (2013)’s simulation of Typhoon Sinlaku (2008) in which very weak vortex 

Rossby wave activities were found outside the eyewall region. 

Figs. 3.24 and 3.25 also clearly show that the outer rainband perturbations propa-

gate radially inward with time. The fact that all wavenumber perturbations align nearly 

parallel to the constant PV radial gradient and that high wavenumber perturbations domi-

nate the outer rainband perturbations indicates that the propagation of outer rainband per-

turbations must not be explained by the vortex Rossby waves. Willoughby (1978) 

showed that the inertial-buoyancy (IB) waves in an idealized symmetric TC vortex have 

an inward-propagating mode, which may be used to explain the inward propagation of 

outer rainband perturbations. However, some characteristics of IB waves predicted by 

this theory are not consistent with our simulations. For example, the IB wave theory pre-

dicts a substantial increase of frequency toward the vortex center, but such an increase in 

wave frequency with the decrease of radius is not shown in Figs. 3.24 and 3.25. How to 

appropriately explain the propagation of outer rainbands using wave theory remains to be 

issue that needs to be further investigated. Here we attempt to approach this issue in the 

same balanced symmetric framework based on the Sawyer-Eliassen equation. 

SW82 showed that for most cases in their idealized experiments the eyewall 

diabatic heating induced acceleration of tangential wind is the largest just inside of the 
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RMW leading to the contraction of RMW as the vortex intensifies. Since both eyewall 

and outer rainband diabatic heating are resulted from moist convection, it is interesting to 

see if SW82’s finding can be extended and applied to outer rainbands. Figure 3.26 shows 

the outer rainband diabatic heating overlapped with its induced convergence of radial in-

flow and tendency of tangential wind. Both convergence of radial flow and acceleration 

of tangential wind show an interesting tilted vertical structure. The strongest convergence 

of radial flow is concentrated at the outer edge (radially) of rainband heating and tilted 

inward as it descends toward the surface. The largest acceleration of tangential wind is in 

the upper boundary layer and inside the main body of outer rainband heating. Such a 

structure favors the rainband convection moving inward in a similar manner of eyewall 

contraction proposed by SW82. However, it should be pointed out unlike eyewall con-

traction and ERC, which to the first approximation is a symmetric problem, and thus, 

may be appropriately addressed in the symmetric framework, the outer rainband convec-

tion is fundamentally an asymmetric problem. To fully understand the formation, devel-

opment, and propagation of outer rainbands, further studies are needed.      
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Figure 3.1          Time evolution of the minimum surface pressure (SLPMIN in hPa, black 

curve), the maximum mean tangential wind at 1km (vtmax in m/s, blue 

curve), and the radius of maximum tangential wind (RMW in km, green 

curve). 
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Figure 3.2          Snapshots of synthetic radar reflectivity (dBZ) at 1km level from 56 h to 

86 h at a time interval of 2 hours. The black circles indicate 50 km, 100 

km, 150 km and 200 km radii.  
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Figure 3.3          Radial profiles of azimuthal mean potential vorticity (smoothed with 5 

passes of 1:2:1 smoother) at 1 km level between 66 and 78 h at a time in-

terval of 6 h.  
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Figure 3.4         Time-radius plots of azimuthal-mean (a) vertical velocity (m/s) at 5km 

level, (b) tangential wind (m/s) at 1000m level, (c) radial wind (m/s) at 

500m level. The contours in (c) are horizontal divergence at 500m level, 

with negative and positive values plotted in white and black colors, 

respectively. Contour intervals are 10 for values between -50. and 50., and 

25 for values above 50. and below -50.  
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Figure 3.5         Azimuthal-mean vertical velocities simulated by WEF (left column) and 

those from the Sawyer-Eliassen diagnoses at the 65th h and 80th h. Black 

contours in the figure indicate zero vertical velocities. 
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Figure 3.6          Correlation coefficient and the associated confidence level between the 

azimuthal-mean vertical velocities simulated by WRF and those from the 

Sawyer-Eliassen diagnoses calculated using the data from the 50th h to 90th 

h.  
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Figure 3.7         Time evolution of azimuthal-mean tangential wind simulated by WRF 

from the 70th h to 84th h 
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Figure 3.8         Time evolution of horizontal wind speed at 1 km simulated by WRF from 

the 70th h to 84th h. 
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Figure 3.9         Tangential wind budget analyses averaged over the period from the 79th h 

to 81st h. (a): Net tendency from the sum of all terms. Black solid and 

dashed contours indicate the up- and down-drafts. It has been multiplied 

by a factor of 10; (b): Tendency from the sum of all resolved terms (i.e., 
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eddies, 
z

v
w

r

v
vu a 






 . It has been multiplied by a factor of 4; (h): 

Tendency from the SGS vertical turbulent mixing; (i): Tendency from the 

SGS horizontal turbulent mixing. It has been multiplied by a factor of 20. 
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Figure 3.10       The radial profiles of tangential wind budget shown in Figure 3.8 at 500 

m and 1000 m, respectively. 
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Figure 3.11        Azimuthal-mean diabatic heating derived from the WRF simulations at 

different time from the 50th h to 80th h.  
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Figure 3.12       Time-height variation of daibatic heating averaged over the radii of 60-80 

km. 
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Figure 3.13         Momentum forcing derived from the WRF simulation from 50th h to 80th 

h. 
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Figure 3.14       (a) Total diabatic heating at the 79th h. (b): Eyewall diabatic heating with 

vertical velocity greater than 0.5 m/s. (c): Outer rainband diabatic heating 

with vertical velocity greater than 0.5 m/s. 
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Figure3.15        Tendencies of tangential wind at 500 m induced by eyewall and outer 

rainbands derived from the Sawyer-Eliassen diagnoses indicated by the 

blue and red colors, respectively. The tendencies induced by the diabatic 

heating are indicated by the dashed curves and the tendencies induced by 

the momentum forcings are indicated by the dotted curves. 
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Figure 3.16          The same as Figure 3.15 but for the height of 1000 m.  
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Figure 3.17       (a) Tendencies of tangential wind induced by the outer rainband heating 

with different strength (indicated by the different colors) averaged over the 

radii of 50-70 km subtracted by the corresponding tendency induced by 

the eyewall heating.  (b): Ratio of the strongest outer rainband heating to 

the strongest eyewall heating for different experiments. 
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Figure 3.18      Outer rainband diabatic heating (upper row), tendency of tangential wind 

induced by the rainband heating (mid row), and divergence of radial flow 

induced by the rainband heating (bottom row) at different time. 
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Figure 3.19       Upper row: Outer rainband diabatic heating and the induced tendency of 

tangential wind and divergence of radial flow at the 78th h. Bottom row: 

The same as the upper row but with the heating below 3 km being re-

moved.  
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Figure 3.20        Time evolution of cloud water (a), rain water (b), relative humidity (c), 

equivalent potential temperature (d), difference of potential temperature 

between 3 km and 2 km (e), and surface buoyancy fluxes (f) averaged over 

the radii of 50-80 km. 
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Figure 3.21        Subsidence (white contours) induced by the outer rainbad heating 

overlapped onto the vertical velocity (color shades) simulated by WRF. 
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Figure 3.22        Subsidence (white contours) induced by the eyewall heating overlapped 

with the vertical velocity (color shades) simulated by WRF. 
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Figure 3.23       Radial flow induced by the eyewall heating (black contours) and outer 

rainband heating (white contours) overlapped onto the vertical velocity 

simulated by WRF. Radial inflow and outflow are indicated by solid and 

dashed contours, respectively. 
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Figure 3.24      NPS of wavenumber 1, 2, 3, and sum of higher wavenumbers than 3 at the 

height of 2 km (shades) overlapped with the basic state PV radial gradient 

(contours). The blue and red contours indicate the PV radial gradient with 

value of -5X10-10 and 5X10-10 s-1 respectively. 
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Figure 3.25         The same of Figure 3.24 but for NPS at 5 km. 
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Figure 3.26      Radial-height plot of diabatic heating (shades) overlapped with 

convergence of radial flow (green contours) and symmetric contribution to 

the tendency of tangential wind at different time during ERC. The 

contours of radial flow convergence are: -3×10-4 and -6×10-4 s-1. The 

contours of tangential wind tendency are 1×10-3, 4×10-3, and 7×10-3 ms-2.  
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Chapter 4 Sensitivities of ERC to Model Physics 

As we demonstrated in Chapter 3, ERC in 3D numerical simulations results from a 

complicated interplay between eyewall and outer rainband convection involving both re-

solved and SGS processes. In particular, our analyses show that the tendency induced by 

the vertical SGS turbulent mixing is one of the leading contributions to the tangential 

wind budget. It is, thus, not a surprise that the occurrence, course, and characteristics of 

modeled ERCs depend on how the SGS processes are parameterized. In this chapter, we 

will present and discuss the sensitivities of ERC to vertical SGS turbulent mixing scheme, 

cloud microphysics, radiation, and structure of initial vortex. 

4.1. Sensitivity of ERC to vertical SGS turbulent mixing parameterization 

To investigate the sensitivity of ERC to SGS turbulent mixing parameterization, the 

exact same simulations as the control run are performed except that the MYJ scheme is 

replaced by the Yonsei University scheme (YSU, Hong et al. 2006) and the Mellor-

Yamada-Nakanishi-Nino-2.5 level TKE scheme (MYNN, Nakanishi and Nino 2004). 

These two sensitivity experiments are named as YSU run and MYNN run, respectively. 

Like the MYJ scheme, the MYNN scheme is a local turbulent mixing scheme based on 

the predicted TKE, but many parameters and coefficients used by the MYNN scheme to 

close the parameterization are different from those used by the MYJ scheme. Most im-

portantly, the MYNN scheme is formulated with moist thermodynamics based on the var-

iables conserved for moist reversible adiabatic processes, and thus, is often called a 

“moist” scheme in contrast to the MYJ scheme, which is often termed as a “dry” scheme. 

A recent study by Zhu et al. (2013) showed that the MYNN scheme tends to produce a 
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much larger turbulent eddy exchange coefficients than the MYJ scheme in TC simula-

tions and the difference in eddy exchange coefficients can have a profound impact on 

eyewall asymmetries and eyewall mesovortices. Below we will show that eddy exchange 

coefficients are also the important parameters that can affect SEF and ERC. The YSU 

scheme is a K-closure scheme but includes the effect of non-local mixing. It is also a “dry” 

scheme in the sense that it is not formulated with the variables conserved for moist re-

versible adiabatic processes. Both MYNN and YSU schemes use their own surface layer 

parameterizations, which are different in details although they are all formulated based on 

the Monin-Obukhov similarity theory. To be consistent with the control run, the Davis 

formula (Davis et al. 2008) is used to calculate the oceanic surface roughness in the 

MYNN and YSU experiments. 

Like the control simulation, all sensitivity experiments are 8-day simulations, but 

our analyses here will focus only on the ERC period, the same as that in the control run 

that has been analyzed in Chapter 3. Figure 4.1 compares the vertical velocities at 5 km 

and tangential winds at 1 km from the YSU and MYNN experiments with those from the 

control run. The simulated vertical velocity and tangential wind fields show substantial 

differences due to the change in the vertical SGS turbulent mixing scheme. This is ex-

pected from many previous studies that showed that the structure and intensity of simu-

lated TCs are sensitive to the boundary layer schemes (e.g., Li and Pu 2008; Nolan et al. 

2009a, 2009b; Zhu et al. 2013). As indicated by the simulated vertical velocity and tan-

gential wind fields, the control run with the MYJ scheme produces a much stronger TC 

than the YSU and MYNN schemes during this period. This is consistent with the numeri-
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cal simulations of a real hurricane Isabel (2003) by Zhu et al. (2013). Why the MYJ 

scheme tends to produce a stronger TC than other schemes is an interesting question but 

is beyond the scope of this study. We will investigate this issue in our future studies.  

Figure 4.1 clearly shows that the simulated ERC goes through a different pass and 

has different characteristics. In the control simulation, there is a clean ERC associated 

with the development of a secondary maximum of tangential wind occurred at approxi-

mately 70 – 90 h, which has been thoroughly analyzed in Chapter 3. In the YSU and 

MYNN experiments, the discontinuities in vertical velocity field seem to suggest that 

there are two consecutive ERCs with one right after the other occurring in a period ap-

proximately the same as that in the control run. However, the evolution of tangential 

wind in the YSU experiment shows that neither of the vertical velocity discontinuities is 

associated with the development of secondary maximum of tangential winds, suggesting 

that none of these two vertical velocity discontinuities may be considered as a real ERC 

since a secondary maximum of tangential wind is a key feature of an ERC. On the other 

hand, in the MYNN experiment, while the second vertical velocity discontinuity does not 

appear to involve the formation of a secondary maximum of tangential wind, the first one 

is accompanied by the development of a clean secondary maximum of tangential wind, 

and thus, like that in the control run, it may be considered as a real ERC. Looking closely 

at the vertical velocity fields, it suggests that there is a somewhat similarity between the 

control run and the two sensitivity experiments in that there is an outer rainband activity 

right after the ERC in the control run (Figure 4.1a), which may be considered to be anal-

ogous to the second outer rainband activity in the YSU and MYNN experiments. Howev-
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er, unlike the two sensitivity experiments, the secondary outer rainband activity does not 

generate a discontinuity in vertical velocity field.  This is most likely due to the fact that 

the secondary outer rainband activity is too weak compared with the eyewall convection 

to lead to an ERC as we discussed before.   

To better understand the evolution and structure of tangential wind, Figs. 4.2 and 

4.3 show a series of height-radius plots of tangential wind during the ERC period from 

the YSU and MYNN experiments. In the YSU experiments, although there is an expan-

sion of tangential wind (most obvious in Figure4.2d) similar to that in the control run that 

leads to the secondary wind maximum (Figure 3.7), there is no formation of secondary 

maximum of tangential wind throughout the simulation. Instead, we see a fairly steady 

slow increase of RMW with the expansion of the jet core of tangential winds. This con-

firms that the outer rainband activity that leads to the vertical velocity discontinuity does 

not generate a real ERC. The underlying mechanism for this phenomenon will be ex-

plored shortly in this section. In contrast to the YSU experiment, the height-radius tan-

gential wind plots of the MYNN experiments clearly show that there is a clean secondary 

tangential wind maximum associated with the first vertical velocity discontinuity, sharing 

the similar characteristics to that of the ERC in the control simulation. However, like the 

YSU experiment, the second vertical velocity discontinuity does not lead to a secondary 

wind maximum but only an expansion of tangential wind, which results in a large core of 

tangential wind jet. To better understand the vertical and horizontal wind structure during 

the ERC period, Figs. 4.4 and 4.5 compare the instantaneous vertical velocity at the 

height of 5 km and horizontal wind speed at the height of 1 km during the two outer rain-
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band activities between the YSU and MYNN experiments. The vertical velocity fields 

clearly show that all four outer rainband activities lead to the concentric rings of convec-

tion. However, the horizontal wind speed shows that only the first outer rainband activity 

in the MYNN experiment generates a clean secondary wind maximum and the other out-

er rainband activities merely result in the expansion of the wind maximum associated 

with the inner eyewall.  What are shown in Figs. 4.1- 4.5 suggests that the characteristics 

of ERC including the structure of TC vortex winds are sensitive to the SGS vertical tur-

bulent mixing scheme. But before exploring the underlying mechanisms of the sensitivity, 

it is worthwhile to examine if the interaction between eyewall and outer rainband convec-

tion leading to the ERC in the control run discussed in detail in Chapter 3 is still the lead-

ing mechanism for the ERC observed in the MYNN experiment.  

Figure 4.6, which is a similar plot to Figure3.9, shows the detailed tangential wind 

budget analyses averaged over 70-72 h from the MYNN experiment. It is clear that the 

main conclusions obtained from the control run still hold, which are worthy to be empha-

sized here again: (1) the net tendency of tangential wind is a small residual of a large 

cancellation between tendencies induced by the resolved and SGS processes (note that 

the net tendency in Figure 4.6a has been multiplied by a factor of 5); (2) The resolved 

processes are responsible for generating the positive tendency of tangential wind, and 

thus, are the driving force for SEF and ERC; (3) The horizontal advection of absolute 

vorticity and vertical advection of tangential wind are the two leading terms in the budget 

for generating positive tendency of tangential wind in the ERC region, although they 

have opposite signs within and above the boundary layer (Figs. 4.6d, 4.6e, and 4.6f); (4) 
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The SGS vertical turbulent mixing is mainly responsible for generating negative tendency 

to cancel the positive tendency induced by the resolved processes; and finally, the re-

solved eddy processes and SGS horizontal turbulent mixing only play a minor role in 

SEF and ERC. These results suggest that the details in the SGS vertical turbulent mixing 

parameterization can substantially affect the occurrence and course of ERC although re-

solved processes are the driving force for ERC.  

As demonstrated previously in Chapter 3, the resolved processes intimately in-

volved in SEF and ERC are the outer rainband convective activities. Figure 4.7 shows the 

time evolution of azimuthal-mean diabatic heating, tangential wind, and net tendency of 

tangential wind during the ERC period from the MYNN experiment. It clearly shows that 

there are two outer rainband activities in the ERC period. The first one is approximately 

from the 61st h to 77th h when the outer rainband assumes the role of eyewall. During this 

period, there is a clean development of secondary maximum of tangential wind. Right 

after that, there is a second outer rainband activity which ends at the 93rd h, during which 

the outer rainband evolves and eventually becomes the eyewall. However, although the 

outer rainband convection clearly generates a positive net tendency of tangential wind, no 

secondary maximum of tangential wind forms in the outer rainband region. There is only 

an expansion of tangential wind maximum associated with the primary eyewall. Compar-

ing the two outer rainband activities, it is apparent that the secondary outer rainband 

moves inward at a greater speed and is able to approach much closer to the inner eyewall 

than the first one. Because of this, it leaves little room for the development of secondary 
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wind maximum. The underlying mechanism of this difference will be explored in detail 

shortly.  

Figure4.8 shows the Saywer-Eliassen equation diagnosed convergence of radial in-

flow and the acceleration of tangential wind induced by the horizontal advection of abso-

lute vorticity and vertical advection of tangential wind at the height of 1 km. Like what 

we showed in the control run, the convergence of radial inflow and the acceleration of 

tangential wind induced by the outer rainband convection go hand in hand, which is the 

main mechanism that leads to the SEF and ERC. The positive feedback among low-level 

convection, convergence of radial inflow, acceleration of tangential wind in the upper 

boundary layer, and surface evaporation that leads to the development of outer rainband 

convection and SEF in the control run still works for this case. This is supported by Fig-

ure 4.9, which shows the relative humidity and equivalent potential temperature at the 

height of 300 m, surface buoyancy flux, and cloud water mixing ratio averaged over the 

radii from 50 km to 80 km. The Sawyer-SEliassen diagnoses suggest that the convection 

in the outer rainband can result in convergence of radial inflow and acceleration of tan-

gential wind in the boundary layer (Figure 4.8), which can enhance surface evaporation 

(Figure 4.9c) and lead to the effective transport of moisture into the convection to result 

in an increase of moisture in the low troposphere (Figs. 4.9a and 4.9b). The increased 

moist instability favors the further development of low-level convection. This can cause a 

runaway interaction leading to the development of outer rainband convection and subse-

quent SEF. The comparison between the control run and the MYNN experiment suggests 

that the fundamental mechanism that governs ERC remains the same. However, since 
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ERC is a delicate process, in particular, the development of secondary wind maximum 

depends on a large cancellation between tendencies induced by resolved and SGS pro-

cesses, the details of SGS parameterizations can substantially affect SEF and ERC. 

One question that has not been answered here is why the second outer rainband ac-

tivity in the MYNN experiment does not generate a secondary wind maximum just like 

the first one. The answer to this question may help us understand why ERCs do not occur 

in some numerical simulations (e.g., the YSU experiment) despite the vigorous outer 

rainband activity. To seek the answers to this question, we carefully analyzed the surface 

and moist convection processes during the first and second outer rainband activities. It 

turns out that much of the difference between the first and second outer rainband activity 

and the associated ERCs may be explained by the interaction between the surface pro-

cesses and low-level moist convection. To clearly illustrate this mechanism, Figure 4.10 

shows the radial distribution of diabatic heating, surface latent heat fluxes, 10-m wind 

speed, and friction velocity at an arbitrary time (here 65th h and 85th h are chosen) during 

the first and second ERC event respectively in the MYNN experiment. As the figure in-

dicated, during the first ERC event there are two maxima of surface latent heat flux, 10-m 

wind speed, and friction velocity in the radial profile that correspond well with the 

eyewall and outer rainband heating and are cleanly separated by the moat. This radial 

structure is somewhat expected since convection can accelerate tangential wind and gen-

erate convergence of radial inflow in the upper boundary layer according to the Sawyer-

Eliassen diagnoses. The increased wind speed enhances turbulent intensity and promotes 

surface evaporation, which further favors the moist convection. In the meantime, the sub-
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sidence in the moat suppresses the convection, which leads to the weaker wind speed and 

smaller latent heat fluxes in the moat. On the other hand, the radial phase relationship be-

tween diabatic heating and surface variables in the second ERC event is quite different 

from that in the first event. What surprises us is that the maxima of surface latent heat 

flux, surface wind speed, momentum fluxes (measured by friction velocity) do not match 

with the heating, rather, the peaks reside somewhere in-between the eyewall and outer 

rainband heating. The shifting of the maximum surface wind radially from eyewall con-

vection is consistent with vertical structure of tangential wind shown in Figure 4.7g. As 

the figure indicated, the core of tangential wind is shifted radially outward from the 

eyewall. This shifting results from both the acceleration of tangential wind by outer rain-

band convection and the de-acceleration associated with the eyewall. This radial phase 

shift in surface winds is very important for controlling the process of ERC. The strongest 

surface wind in the moat region (Figure 4.10f) enhances surface evaporation there to 

overcome the strong subsidence to result in the development of low-level convection in 

the moat, which is clearly seen from the diabatic heating (Figure 4.10b) at the 85th h. This 

is the key difference between the first and second ERC events. In the first ERC event, the 

convection in the moat is really suppressed by the strong subsidence induced by the 

eyewall and outer rainband convection, which prevents the outer rainband convection 

from moving too close to the inner eyewall, and thus, leaves a sufficient room both in 

temporal and spatial to allow for the development of secondary maximum of tangential 

wind. In contrast, in the second ERC event the low-level convection fostered by the large 

surface evaporation due to the strong surface winds overcomes the moat subsidence, 

which serves as a mechanism to allow the outer rainband convection to approach much 
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closer to the eyewall at a much faster speed, and indeed as indicated by Figure 4.7, the 

inward movement of outer rainband in the second ERC is faster than that in the first ERC. 

As a result, there is no sufficient room for the development of secondary maximum of 

tangential wind. To support this argument, Figure 4.11 shows the vertical velocity over-

lapped with the diabatic heating at the 65th h and 85th h from the MYNN experiment. In 

the first ERC event, the subsidence in the moat extends down at the surface, which sepa-

rates the eyewall and outer rainband convection and prevents convection in the moat; 

whereas in the second ERC event the base of the subsidence is elevated to the mid-

troposphere (> 4 km) due to the shallow convection developed in-between the eyewall 

and outer rainband deep convection, suggesting the important role of shallow convection 

generated by the boundary layer processes in governing the interaction between eyewall 

and outer rainband and the course of ERC. 

 To further diagnose the cause for the difference between the first and second ERC 

events, we analyzed the Sawyer-Eliassen diagnoses. Since the focus here is trying to un-

derstand the mechanism underlying the development of shallow convection in the moat, 

it is interesting to see how the eyewall and outer rainband heating contributes to this de-

velopment. Like what we did before, to remove the noise, the eyewall and outer rainband 

heating is defined and separated using vertical velocity greater than 0.5 m/s. Figure 4.12 

shows radial inflow and outflow induced by the eyewall and outer rainband diagnosed by 

the Sawyer-Eliassen equation. A key difference between the first and second ERC events 

is the radial inflow induced by the eyewall heating. In the first ERC event, the strong ra-

dial inflow (indicated by the contour of -1 m/s) is really confined in the moat, which lim-
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its the moisture transported into the moat. In contrast, the radial inflow (> 1 m/s) induced 

by the eyewall heating in the second ERC event is much stronger than that in the first 

event and extends far beyond the outer rainband. Apparently, the moisture transported 

into the moat by strong radial inflow induced by the eyewall heating provides an im-

portant energy source for the development of shallow convection in the moat. Comparing 

the eyewall diabatic heating at the two different times, it suggests that the vertical struc-

ture of the heating is the likely cause for the different radial inflow. In the first ERC event, 

the strongest eyewall heating is located above freezing level at approximately 6 km; 

whereas the center of the strongest eyewall heating in the second ERC event is at the 

lower altitude of 5 km approximately at the freezing level.  To confirm this, we did a 

Sawyer Eliassen experiment to artificially place the center of the eyewall heating at the 

65th h at lower altitudes, the results show that the heating at lower altitudes generates 

stronger radial inflow in the boundary layer and extends farther radially outward. Since 

convection below and above the freezing level involves different cloud microphysics, this 

result suggests that ERCs are sensitive to the representation of cloud microphysics in 

numerical model. This issue will be discussed in the next section. 

As shown previously in Figs. 4.1d, 4.2, 4.5c, 4.5d, there are two ERC events in the 

YSU, but none of them is able to produce secondary maximum of tangential wind, a 

common feature associated with observed ERCs in real TCs. The question here is: is the 

reason for failure to produce secondary maximum of tangential wind in the YSU experi-

ment the same as that in the second ERC event in the MYNN experiment? To answer this 

question, we did the similar analyses by looking at the radial phase relationship between 
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diabatic heating and surface processes. Figure 4.13 shows the radial distribution of 

diabatic heating, surface latent heat flux, 10-m wind speed, and friction velocity at an ar-

bitrary time in the two ERC events of the YSU experiment. The radial phase relationship 

between the diabatic heating and surface evaporation in the YSU experiment exhibits the 

same characteristics as that in the second ERC event of the MYNN experiment, suggest-

ing that the mechanism of controlling the shallow convection in the moat that we found 

previously in the MYNN experiment still holds in the YSU experiment. This is interest-

ing considering that the MYNN and YSU schemes are formulated based on different 

concepts as summarized previously. This result implies that the impact of vertical turbu-

lent mixing parameterization of ERC can be understood despite the fact that schemes are 

different in many aspects.  

However, the fact that the MYNN scheme does produce an ERC with a clean sec-

ondary wind maximum suggests that there must be something different between the two 

schemes in terms of their impact on ERCs. As we showed previously one process that can 

substantially affect the course of an ERC is the shallow convection in the moat, thus, our 

focus is on understanding the physical controls of the development of shallow convection.  

In addition to the surface evaporation, which is an important source of energy for convec-

tion, the other important parameter that is critical to convection is the atmospheric stabil-

ity. Figure 4.14 compares the radial distribution of 2-m potential temperature with respect 

to diabatic heating during the ERC events between the MYNN and YSU experiments. In 

the MYNN experiment, the 2-m potential temperature is the highest at the storm center, 

and it gradually decreases radially outward. This structure appears to be consistent with 
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the observed radial temperature profile in Hurricane Frances (2004) by the NOAA WP-

3D aircraft (Rozoff et al. 2008). However, we note that the aircraft observed profile is 

obtained from a particular flight leg whereas the simulated profile is an azimuthal mean. 

Also, it is important to keep in mind that the flight level temperature profile can be sub-

stantially different from the 2-m temperature. The examination also shows that the sur-

face temperature profile in the MYNN experiment shares the similar characteristics to 

that in the control run (not shown here). Interestingly, the radial profile of 2-m potential 

temperature in the YSU experiment has different characteristics from that in the MYNN 

experiment and the control run. Unlike the radial temperature profile in the MYNN ex-

periment, which gradually slopes radially outward, the coldest temperature occurs in the 

moat in-between the eyewall and outer rainband in the YSU experiment. This radial tem-

perature structure is very important for the shallow convection in the moat. Since the SST 

(290C) stays the same in all experiments, the lowest 2-m temperature in moat in the YSU 

experiment indicates that the surface air is most thermally unstable in the moat, which 

favors the development of shallow convection there. Because of this and plus the large 

surface latent heat fluxes, the vigorous shallow convection in the moat causes the outer 

rainband convection to be able to move quickly inward and approach and merge with the 

inner eyewall. As we argued before, this leaves little room both temporally and spatially 

to develop a secondary maximum of tangential wind. It is not clear, however, why the 

YSU scheme produces different temperature radial profile in the surface layer from that 

in the MYNN experiment and control run. A possible reason is that the YSU uses its own 

surface layer parameterization, which is different from that used with the MYNN and 

MYJ schemes. To clarify this issue, further investigation is needed.  
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The vertical turbulent mixing schemes examined in this study were developed in-

dependently and differ in many aspects including the associated surface layer parameteri-

zation, and thus, it is not easy to understand what exact components in the schemes lead 

to the different characteristics of ERCs. To isolate the problem, we performed an extra 

experiment with the MYJ scheme in which everything else is the same except that we 

doubled the mixing length in the boundary layer during the simulation (the experiment is 

named as MYJ-BL2 hereafter). The design of this experiment is based on the considera-

tion that turbulent eddy viscosity can have a substantial impact on the TC inner core 

structure according to recent studies. The change in mixing length, and thus, the change 

in eddy viscosity allows us to isolate and examine the effect of eddy viscosity on ERC. 

Figure 4.15 compares the vertical velocity at 5 km and tangential wind at 1 km between 

the control run and the MYJ-BL2 experiment. The time evolution of vertical velocity 

field in the MYJ-BL2 experiment exhibits two discontinuities associated with the outer 

rainband activities similar to those in the MYNN and YSU experiment, suggesting that 

there are two ERCs occurred in this period. It appears that the second outer rainband ac-

tivity suppressed in the control run is fully developed due to the increase of mixing length. 

However, as the tangential wind field indicated, the clean secondary maximum of tangen-

tial wind associated with the first outer rainband activity in the control run is no longer 

clearly seen in the MYJ-BL2 experiment. This is confirmed by Figure 4.16, which shows 

the time evolution of radius-height structure of tangential wind during the ERC period. 

Like what we showed before, there is an expansion of tangential wind resulting from the 

outer rainband activity during each ERC event, but no secondary maximum of tangential 

wind occurs at the top of the boundary layer, rather, we see a double-peak structure 
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roughly above 2.5 km and 4 km at the 81st and 93rd h, respectively, suggesting that there 

is an elevated concentric ring structure of tangential wind in this case. Similar phenome-

non is also seen in the YSU experiment (e.g., ~ 73rd h) and MYNN experiment (e.g., 

~89th h). Such elevated concentric rings of tangential wind may be explained by the verti-

cally tilted structure of outer rainband convection. As shown in Figs. 4.17a and 4.17b, the 

outer rainband convection tilts toward the eyewall with the decrease of height. Since con-

vection can accelerate tangential wind according to the Sawyer-Eliassen analyses, the dis-

tant eyewall and outer rainband convection aloft tends to generate concentric rings of 

tangential wind, but the nearly merged eyewall and outer rainband convection at low lev-

els can hardly generate separate peaks of tangential wind. As we argued previously, the 

reason that the outer rainband convection is able to move closer to the eyewall in the low 

altitudes is due to the shallow convection developed in the moat fostered by the large sur-

face heat fluxes there. This mechanism still holds in this case as supported by Figure 4.17, 

which shows that the strongest surface wind and largest surface latent heat flux reside in 

the moat in-between the eyewall and outer rainband, a feature similar to that in the se-

cond ERC event in the MYNN experiment and the two ERC events in the YSU experi-

ment.  

Since the only difference between the control run and MYJ-BL2 experiment is the 

mixing length, the similar characteristics of ERC among the MYNN, YSU, and MYJ-

BL2 experiments shown previously suggest that the vertical eddy viscosity is an im-

portant parameter that can substantially affect the characteristics and course of an ERC. 

Such an impact on ERC is mainly through the modulation of shallow convection in the 
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moat by the vertical turbulent mixing processes. As we showed here using the Sawyer-

Eliassen analyses, the low-level convection has an ability to accelerate tangential wind 

and induce convergence of radial inflow in the boundary layer, which can enhance sur-

face evaporation to further promote convection via a positive feedback. Because of this, 

the shallow convection in the moat generated by the boundary layer turbulent mixing in 

this case serves as a mechanism to allow outer rainband convection to move toward the 

eyewall in the low levels. This appears to be a key process to determine the duration of an 

ERC and the tangential wind structure (i.e., whether or not to have a secondary maximum 

at the top of the boundary layer or an elevated concentric rings) of the ERC. However, it 

should be emphasized that the vertical eddy viscosity is not the only parameter that can 

affect ERC. As indicated by Figs. 4.17g and 4.17h, the change of mixing length does not 

appear to have an impact on determining the radial profile of surface air potential temper-

ature, which also plays a role in controlling the low level convection by altering the at-

mospheric stability. As we argued before, such change in surface air temperature radial 

profile is likely caused by the surface layer parameterization. But to clarify this issue, fur-

ther investigation is needed.    

4.2. Complications of ERC in numerical simulations 

The focuses of our study so far are on demonstrating the role of outer rainband 

convection in governing ERC and how SGS vertical turbulent mixing affects the concen-

tric ring structure of tangential wind associated with ERC via the interaction between sur-

face processes and shallow convection in the moat. In this section, the robustness of our 

previous findings and further complications of ERC in numerical simulations will be ex-
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plored. We will briefly present the sensitivity of simulated ERC to initial structure of vor-

tex, other model parameterizations, and background wind,  and raise scientific questions 

for future study. 

4.2.1. Sensitivity of ERC to initial structure of vortex  

All simulations analyzed previously are initialized from the same idealized vortex, 

thus, it is unclear if our findings are universal or pertain only to this particular setting of 

vortex. To answer this question, three additional experiments are performed to investigate 

the sensitivity of simulated ERCs to the change in RMW, PV skirt, and circular structure 

of the initial vortex. Figure 4.18 compares the radial profiles of vorticity and tangential 

wind of the initial vortex between the sensitivity experiments and control run. In the first 

experiment, the RMW of the initial vortex configured in the control run is doubled. This 

is to examine how the size of a vortex might affect ERC. In the second experiment, the 

solid vortex in the control run is adjusted to an annulus ring of vortex. This change is 

based on the consideration that the solid and annulus vortex have different dynamic in-

stabilities to PV perturbations according to the VRW theory (Schubert et al. 1999). In the 

third experiment, the initial vortex is adjusted to have a large PV skirt. According to 

Montgomery and Kallenback (1997), the outward propagation of VRW requires negative 

radial PV gradient, thus, a large PV skirt will support the outward propagation of eyewall 

disturbances. This will allow us to examine if outward propagation of VRWs generated 

by the inner eyewall can affect ERCs in our simulations. Figure 4.19 compares the verti-

cal velocity at 5 km and tangential wind at 1 km between the control run and sensitivity 

experiments. Like the control run, all sensitivity experiments generate a clean ERC with 
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concentric tangential wind maxima corresponding to the inner and outer eyewall. The 

time evolution of vertical velocity clearly indicates that all these ERC events are initiated 

from the outer rainband convection. The detailed procedure of how sporadic outer rain-

band convection evolves into a concentric outer ring of convection has been thoroughly 

analyzed in Chapter 3. The same Sawyer-Eliassen analyses are applied to all these sensi-

tivity experiments. Similar results to those of the control run are obtained, suggesting that 

the major finding of this study still holds regardless of the structure of initial vortices. 

However, the simulated ERCs in these experiments do show substantial differences. Both 

large PV skirt and doubling RMW cause the ERC to occur at an earlier time and yield a 

much wider moat between the inner and outer eyewall than that in the control run. 

Among them, the moat in the large PV skirt experiment possesses the widest radial width. 

It appears that the width of moat, to a large extent, determines the structure and duration 

of concentric rings of tangential wind, which can be seen more clearly by comparing the 

height-radius structure of tangential winds from different experiments. Figs. 4.20 and 

4.21 show the time evolution of azimuthal-mean tangential wind in the doubling RMW 

and large PV skirt experiments. The secondary maximum of tangential wind in the dou-

bling RMW experiment approximately forms at the 63rd h and ends at 68th h. The dura-

tion of concentric rings of tangential wind (~ 5 hours) in this experiment does not appear 

to be substantially lengthened compared with that in the control run (Figure 3.7) despite a 

wider moat. This is quite different from the large PV skirt experiment in which the sec-

ondary tangential wind maximum starts at about 47th h and lasts over 18 hours till 65th h. 

The duration of concentric rings of tangential wind is substantially lengthened due to the 

further increased radial width of moat. This result suggests that a critical width of moat 



 

100 
 

might exist beyond which the acceleration of tangential wind induced by the outer rain-

band convection can be cleanly separated from that induced by the inner eyewall convec-

tion. It is also true reversely that it might not be able to generate a secondary maximum of 

tangential wind if the moat is too narrow as the case of the ERC in the YSU experiment. 

It is not clear, however, why larger PV skirt tends to produce a wider moat. To under-

stand the underlying mechanism, further investigation is needed, but it suggests that dif-

ferent characteristics of ERC shown in observations and previous numerical simulations 

could be caused by different structures of TC vortices.        

In the annulus experiment, again we see double-eyewall replacement event during 

the ERC period similar to what we’ve seen in the MYNN, YSU, and MYJ-BL2 experi-

ments. The detailed examination shows that like the ERCs in the MYNN and MYJ-BL2 

experiments only the first ERC event generates a secondary maximum of tangential wind 

and there is no concentric ring structure of tangential wind in the second ERC event. This 

result suggests that the double-eyewall replacement is not a unique phenomenon pertain-

ing only to certain SGS vertical turbulent mixing schemes. It can be generated due to the 

change in vortex structure. Since double-eyewall replacement does not occur in the large 

PV skirt and doubling RMW experiments, the annulus ring of PV, small PV skirt, and 

small RMW are likely the favorable conditions for generating this phenomenon. However, 

the exact reason for causing the double -eyewall replacement is currently not clear. It 

should be noted here that all simulations performed in this study are idealized simulations 

starting from an artificially constructed TC-like vortex. Thus, observational studies are 

required to assess whether-double eyewall replacement is realistic and numerical simula-
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tions with real TCs are needed to further explore the underlying mechanisms of this phe-

nomenon. 

4.2.2. Sensitivity of ERC to snow terminal velocity 

In the previous section, we have shown that diabatic heating from the eyewall and 

outer rainband convection play an important role in governing ERC. In numerical simula-

tions, the magnitude and distribution of diabatic heating largely depend on cloud micro-

physics. Thus, it is interesting to see how the changes in microphysics might affect ERCs. 

A microphysical scheme consists of many complicated components. It is not realistic to 

look into all of them in a dissertation study. Here we only examined the sensitivity of 

ERC to snow terminal velocity, a parameter that determines the falling of snow. We per-

formed two sensitivity experiments by doubling the snow terminal velocity and reducing 

the snow terminal velocity by half. Figure 4.22 compares the vertical velocity at 5 km 

and tangential wind at 1km between the control run and sensitivity experiments. It shows 

that doubled snow terminal velocity causes the outer concentric eyewall to move much 

closer to the inner eyewall. Because of this, it leaves little room for the development of a 

secondary maximum of tangential wind as we discussed previously. As a result, only an 

expansion but no concentric ring structure is seen in the tangential wind field. On the oth-

er hand, the reduced snow terminal velocity increases the moat width of the first ERC 

event, which leads to the development of a much clean secondary maximum of tangential 

wind with a longer duration. In addition, the reduced snow terminal velocity also enhanc-

es the second outer rainband activity to allow it to develop into the second ERC event, 

similar to what we have seen in other sensitivity experiments. As we argued previously, 
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the double-eyewall replacement phenomenon may be related to the specific setting of the 

initial vortex used in this study.  

To understand the impact of snow terminal velocity on ERC shown in Figure 4.22, 

these three simulations are further analyzed and compared. Again, we attempt to address 

this issue within the same symmetric framework as we used in the previous analyses from 

the perspective that ERC is controlled by the interaction between eyewall and outer rain-

band convection. Our argument on this issue may be better understood with the assistance 

of Figure 4.23, which shows the diabatic heating and the radial inflow in the boundary 

layer at an arbitrary time during the ERC period. As the figure indicated, large snow ter-

minal velocity enhances the diabatic heating. This is expected since the large terminal 

velocity causes the snow to fall quickly and melt in the lower level, which enhances heat-

ing in the upper level. In contrast, small terminal velocity makes it difficult for snow to 

fall, and thereby reduces the diabatic heating. As a response, the strong diabatic heating 

tends to induce a strong radial inflow in the boundary layer, and indeed, the enhanced 

diabatic heating induced by the inner eyewall in the doubling snow terminal velocity ex-

periment results in a much stronger radial inflow than that in the reduced snow terminal 

velocity experiment. Even in the moat area the radial inflow with a value greater than 12 

m/s can have a depth comparable to that outside the outer rainband. As we argued before, 

the moist air with a large enthalpy transported into the moat is one of the likely mecha-

nisms to overcome the strong subsidence induced by eyewall and outer rainband convec-

tion and promote shallow convection there that allows the outer rainband convection to 

move closer to the inner eyewall. On the other hand, the weak inner eyewall heating is 
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unable to generate a radial inflow sufficiently strong to foster shallow convection in the 

moat, and thus, causes a clean separation between the inner and outer eyewalls and leads 

to the concentric rings of tangential winds. However, the actual process due to the change 

in snow terminal velocity may be much more complicated than what we described here. 

We note that the anticipated relationship between the change in diabatic heating and the 

change in snow terminal velocity appears only valid in the inner eyewall. As shown in 

Figure 4.23, the diabatic heating of the outer rainband in the reduced snow terminal ve-

locity experiment is not the weakest among the three simulations. It is still unclear why it 

does not generate the weaker diabatic heating in the outer rainband than that in the con-

trol run as expected. Further analyses are needed to clarify this issue.       

4.2.3. Sensitivity of ERC to radiation 

In all simulations presented previously, although the simulated ERCs show sub-

stantially different characteristics due to the changes in SGS vertical turbulent mixing 

scheme and microphysics, all ERCs occur at approximately the same time. Even for dif-

ferent conditions of the initial vortex, for example, the large PV skirt and doubling RMW, 

the simulated ERCs occur only slightly earlier (less than 20 hours, Figure 4.19). From the 

numerical forecast perspective, this result is encouraging since the timing of ERC does 

not strongly depend on these factors. If SGS vertical turbulent mixing, cloud microphys-

ics, or even the change in vortex structure in a certain range cannot substantially affect 

the timing of ERC, then, what else is critical to the timing of ERC? It turns out that radia-

tion is one of the key processes that may impose a strong impact on the timing of ERC. 

We performed an extra experiment, which is exactly the same as the control run but with 
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longwave and shortwave radiation turned off. Figure 4.24 compares the vertical velocity 

at 5 km and tangential wind at 1km in the no-radiation experiment with those from the 

control run. It shows that the outer rainband activity in the no-radiation experiment is ex-

ceptionally quiet in almost entire simulation till the very end of the simulation when the 

development of outer rainband convection leads to an ERC event. The question is why 

turning off radiation suppresses outer rainband convection, and thus, substantially delays 

ERC. This is an interesting question and a complete understanding may require an in-

depth analysis. One possibility is that the convective instability of the lower troposphere 

is substantially different with and without cloud top radiative cooling. Although cloud-

top radiative cooling may not be critical to deep convection, which is fundamentally 

buoyancy driven, it is the driving forcing for turbulent mixing in shallow convection. A 

key role of shallow convection is to enhance vertical transport of energy and moisture in 

the low troposphere and moisten mid-troposphere, which provides a favorable condition 

to promote deep convection. Therefore, the cause for the exceptionally weak outer rain-

band activity in the no-radiation experiment is most likely due to the lack of cloud-top 

radiative cooling by turning off radiation. This result suggests that the radiative transfer 

calculation could be critical for a timely numerical forecasting of ERC. 

4.2.4. Impact of background wind on ERC 

The findings of physical controls of ERC and sensitivity of ERC to model physics 

and initial condition are obtained from the TC-like vortices in the quiescent condition. In 

the real world, TCs are commonly embedded in an environment with background wind. 

In order to show that the background wind might add complications to ERC, two addi-
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tional sensitivity experiments with prescribed background wind of 5 m/s and 10 m/s are 

performed. Figure 4.25 shows the vertical velocity at 5 km and tangential wind at 1 km 

from these two experiments compared with those from the control run. In the experiment 

with 5 m/s background wind, the ERC is no longer as clear as that in the control run alt-

hough the discontinuities of vertical velocity associated with the ERC can still be identi-

fied, but no concentric ring of tangential wind is seen. When the background wind in-

creases to 10 m/s, discontinuities in the vertical velocity field can barely be identified 

throughout the simulation. These two experiments suggest that the background wind pro-

vides a hostile environment for ERC and it may prevent ERC from occurring if back-

ground wind is sufficiently strong. Then, what is the mechanism behind this negative im-

pact of background wind on ERC? Since the impact seems to be so strong, it is helpful to 

know if the processes governing ERC in the quiescent environment that we found previ-

ously are still active when background wind exists. To answer this question, we exam-

ined the azimuthal-mean vertical structure of simulated TCs. Figure 4.26 shows the 

height-radius distribution of diabatic heating at an arbitrary time (indicated by the vertical 

line in Figure4.25) during the ERC period. Similar to the control run, outer rainabnd ac-

tivity is also seen in the two sensitivity experiments. The difference is that in the control 

run the outer rainband heating is cleanly separated from the eyewall heating by the moat; 

whereas in the sensitivity experiments the outer rainband is able to move closer to the 

eyewall as background wind increases. Although the outer rainband and eyewall heating 

may be still able to generate the radial discontinuity of vertical velocity, it cannot result in 

a clean ERC with concentric rings of tangential wind if the width of moat is sufficiently 

narrow. As the background wind increases to 10 m/s, the outer rainband in the low levels 
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nearly mergers with the eyewall. Because of this, it is unable to generate a clean radial 

discontinuity of vertical velocity. Therefore, we may conclude that in an environment 

with background wind the basic physics governing ERC remains the same but the outer 

rainband is able to move closer to the eyewall. If the background wind is sufficiently 

strong, it may prevent ERC from occurring for two reasons. First, it leaves little room 

both spatially and temporally for a full development of a clean ERC. Second, as we 

showed previously (e.g., Figure 3.22), the subsidence induced by the eyewall heating is 

the strongest at the outer edge of convection and decreases radially outward. Thus, the 

stronger subsidence induced by the eyewall heating can efficiently suppress the develop-

ment of outer rainband convection if it is too close to the eyewall. It is still unclear is why 

outer rainband convection can move closer to the eyewall in an environment with back-

ground wind. This is not an easy question to answer since the background wind not only 

can affect and reorganize outer rainband convection but also may impose a substantial 

impact on TC inner core structure. We will leave this question for our future study.   

The sensitivity experiments performed here suggest that ERCs are unlikely to hap-

pen in an environment with strong background wind. Yet ERCs are frequently observed 

in real TCs as confirmed by satellite observations. It would be scientifically naïve if one 

would speculate that most of the observed ERCs might simply occur with weak back-

ground wind. To clarify this issue, we performed additional two experiments on the ini-

tial vortex with a large PV skirt with the background wind prescribed as 5 and 10 m/s. 

Figure 4.27 compares the vertical velocity at 5 km and tangential wind at 1 km with and 

without background wind. Surprisingly, the background wind does not appear to have an 
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effect on ERC at all. Although there are differences in details, all three simulations show 

a clean ERC with well-defined concentric rings of tangential wind, which is completely 

different from the previous set of experiments with a smaller PV skirt in which back-

ground winds nearly destroyed ERC. These two sets of experiments on background wind 

suggest that the impact of background wind on ERC depends strongly on the TC structure. 

Although currently we cannot provide a better understanding of the physics underlying 

the sensitivity of ERC to background wind shown in our experiments, our result provides 

a helpful guidance for further investigations on ERC in an environment with background 

wind both observationally and numerically.    
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Figure4.1     Vertical velocities at 5 km (left column) and tangential wind at 1km (right 

column) from the control run, and YSU and MYNN experiments, respectively. 
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Figure 4.2    Height-radius plots of tangential wind from the YSU experiment at different 

times from the 61st h to 93rd h. 
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Figure 4.3     The same as Figure 4.2 but for the MYNN experiment. 
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Figure 4.4     Vertical velocity at the height of 5 km at the two instantaneous times during 

the first and second outer raniband activity from the MYNN and YSU experi-

ments. 
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Figure 4.5     The same as Figure 4.4 but for horizontal wind speed at the height of 1 km. 
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Figure 4.6     Tangential wind budget analyses (the same as Figure 3.9 but for the MYNN 

experiment) averaged over the period from the 70th h to 72nd h. (a): Net ten-

dency from the sum of all terms. It has been multiplied by a factor of 5. Black 

dashed contours are the azimuthal-mean tangential wind; (b): Tendency from 

the sum of all resolved terms (i.e., 
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factor of 5; (h): Tendency from the SGS vertical turbulent mixing; (i): Tenden-

cy from the SGS horizontal turbulent mixing. It has been multiplied by a factor 

of 20. 
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Figure 4.7   Height-radius plot of azimuthal-mean diabatic heating (white contours), tan-

gential wind (black contours), and net tendency of tangential wind at different 

times in the ERC period from the MYNN experiment. Note that the diabatic 

heating has been multiplied by a factor of 1000. The contour starts from 2 with 

an increment interval of 3.   
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Figure 4.8    Tendency of tangential wind induced by the horizontal advection of absolute 

vorticity and vertical advection of tangential wind (color shades) and conver-

gence of radial inflow (black contours with interval -1, -0.5, and -0.1 1/s) at the 

height of 1 km from the MYNN experiment. Note that both tangential wind 

tendency and convergence of radial inflow have been multiplied by a factor of 

1000. 
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Figure 4.9     Time evolution of (a) relative humidity at the height of 300 m, (b) equiva-

lent potential temperature at the height of 300 m, (c) surface buoyancy fluxes, 

and (d) cloud water mixing ratio averaged over the radii of 60 – 100 km.  
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Figure 4.10     Diabatic heating, surface latent heat fluxes, 10-m wind speed, and friction 

velocity at the  70th h and 85th h respectively from the MYNN experiment. 
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Figure 4.11     Diabatic heating (color shades) and vertical velocity (contours) at the 65th 

h and 85th h from the MYNN experiment where updraft and downdraft are 

indicated by black (0.1 and 0.5 m/s) and white contours (-0.05 m/s), 

respectively. 
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Figure 4.12    Radial flow induced by the eyewall and outer rainband heating at the 65th h 

and 85th h from the MYNN experiment where the radial inflow and outflow 

induced by the eyewall heating are indicated by solid and dashed white 

contours and those induced by the outer rainband heating are indicated by solid 

and dashed black contours, respectively. The contour values of inflow and 

outflow are -0.2, -1, and 1, 3, and 5 m/s, respectively. 
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Figure 4.13     Diabatic heating, surface latent heat fluxes, 10-m wind speed, and friction 

velocity at the 75th h and 85th h respectively from the YSU experiment. 
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Figure 4.14    Radial distribution of diabatic heating and 2-m potential temperature during 

ERC events from the MYNN and YSU experiments. 
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Figure 4.15    Time evolution of vertical velocity at 5 km and tangnetial wind at 1 km 

from the control run and MYJ-BL2 experiment. 
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Figure 4.16    Height-radius plots of tangential wind from the MYJ-BL2 experiment at 

different times from the 61st h to 93rd h. 
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Figure 4.17    Radial distribution of diabatic heating, surface latent heat flux, 10-m wind 

speed, and 2-m potential temperature during ERC events from the MYJ-BL2 

experiment. 
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Figure 4.18    Radial profiles of tangential wind (solid) and relative vorticity (dash) for 

control simulation (black) and sensitivity tests with double RMAX (green), 

stronger tangential winds outside RMAX (n=1.35; blue) and with an annulus 

vortex (k=1.05; red). 
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Figure 4.19    Time evolution of vertical velocity at 5 km and tangential wind at 1 km 

from the control run, annulus, doubling RMW, and large PV skirt 

experiments. 
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Figure 4.20   Height-radius plots of tangential wind at different times during the ERC 

period from the double RMW experiments. 
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Figure 4.21  Height-radius plots of tangential wind at different times during the ERC 

period from the large PV skirt experiments. 
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Figure 4.22    Time evolution of vertical velocity at 5 km and tangential wind at 1 km 

from the control run and large/small snow terminal velocity experiments.  
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Figure 4.23    Diabatic heating (color shades) and radial inflow (white contours, -3 m/s 

and -12 m/s) at the 78th h from the control run and large/small snow terminal 

velocity experiments.  
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Figure 4.24    Time evolution of vertical velocity at 5 km and tangential wind at 1 km 

from the control run and the no radiation experiment. 
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Figure 4.25    Time evolution of vertical velocity at 5 km and tangential wind at 1 km 

from the control run and sensitivity experiments with background wind of 5 

m/s and 10 m/s, respectively. The vertical black line in (a), (c), and (e) 

indicates the time for the height-radius structure analyses shown in Figure 

4.26. 
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Figure 4.26    Height-radius plots of diabatic heating at an arbitrary time (indicated in 

Figure 4.25) during the ERC period from the control run (a), experiments 

with background wind of 5 m/s (b)  and 10 m/s (c). 
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Figure 4.27   Time evolution of vertical velocity at 5 km and tangential wind at 1 km 

from the three sensitivity experiments on the initial vortex with a large PV 

skirt, (a) without background wind, (b) with 5 m/s prescribed background 

wind, and (c) with 10 m/s prescribed background wind.  
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Chapter 5 Conclusions and future work 

Eyewall replacement cycle (ERC), which is often accompanied with dramatic 

changes in intensity and inner-core structure of a tropical cyclone (TC), is frequently ob-

served during the evolution of an intensifying TC. Although intensely studied in recent 

years, the underlying mechanisms that goven ERC are still poorly understood, and a cor-

rect timely forecasting of ERC remains to be a great challenge in numerical weather pre-

diction. To advance our understanding of this unique phenomenon of TCs and provide 

insights into the improvement of numerical forecast of ERC, in this dissertation study, a 

series of carefully designed 3d full physics simulations by weather research & forecasting 

(WRF) model is performed to investigate ERC in TC-like vortices constructed from ide-

alized wind and vorticity profiles on a f-plane. Using these simulations, this dissertation 

addresses three critical but yet unanswered questions of ERC: (1) what is the role of outer 

rainband convection in ERC including the secondary eyewall formation (SEF) and the 

demise of inner primary eyewall?  (2) what physical processes determine the formation 

and development of secondary maximum of tangential wind? and (3) how SGS parame-

terizations, TC vortex radial structure, and background wind affect SEF and ERC in 3D 

full physics numerical simulations? In this study, we attempted to address all these three 

questions in a balanced symmetric framework because to the first order approximation 

ERC may be considered as an axisymmetric phenomenon although it involves both 3d 

symmetric and asymmetric processes, and some of them are not balanced particularly for 

those in the boundary layer. However, from the evidence provided throughout this disser-

tation, which will be summarized shortly, the asymmetric unbalanced processes do not 
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appear to have a substantial effect to alter the main conclusions of this study. The major 

tool that we used to analyze the simulated data for addressing these three questions is the 

Sawyer-Eliassen equation, which was first introduced by SW82 for understanding the 

evolution of balanced symmetric TC-like vortices via the transverse circulation induced 

by point heat and momentum sources. Here we show that this powerful diagnostic tool 

provides an appropriate means to analyze physical processes governing ERC in 3d full 

physics simulations that can be well understood in the balanced symmetric framework. 

The main conclusions obtained from our simulations and diagnoses are summarized as 

follows: 

1. Although our simulations are started from an idealized vortex constructed from 

the prescribed profiles of tangential wind and vorticity, the simulated ERC in the control 

run captures all the key features of observed ERC in real TCs summarized from various 

observations. These include (a) an apparent secondary wind maximum associated with 

the outer concentric eyewall; (b) weakening in storm intensity as the concentric outer ring 

of convection forms; (c) reintensification  of the storm after ERC completes; and (d) a 

larger radius of maximum wind (RMW) than that before ERC occurring. This gives us 

confidence that the simulations performed in this study are appropriate and can be used to 

address various issues of ERC. 

2. Detailed comparisons between the vertical velocities and radial flow directly 

simulated by WRF and those diagnosed by the Sawyer-Eliassen equation show that there 

is a very good agreement between them before, during, and after ERC. The correlation 

coefficients between the vertical velocity and radial inflow simulated by WRF and the 
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Sawyer-Eliassen diagnoses during the ERC period exceeds 0.8 for most areas away from 

the lateral boundaries below 16 km and above the boundary layer. Even in the boundary 

layer, the correlation coefficients are still greater than 0.6, suggesting that the Sawyer-

Eliassen equation provides a useful analytical tool for investigating SEF and ERC in 

realistic 3D full physics simulations. 

3. The tangential wind budget analyses reveal several important facts of the 

formation and development of concentric rings of tangential wind during the ERC period. 

First, the net tendency of tangential wind is a small residual resulted from the 

cancellation between two large tendencies induced by the model resolved processes and 

the sub-grid scale (SGS) processes. Second, the resolved processes are responsible for 

generating positive tendencies of tangential wind in the boundary layer, whereas the SGS 

tendency is negative. Since ERC involves the development of a secondary wind 

maximum, which requires a positive tendency, it suggests that the resolved processes are 

the driving force for ERC and the SGS processes may be considered as a response to the 

changes induced by the resolved processes. However, since the SGS tendency has a 

magnitude comparable to that of resolved tendency, the SGS parameterizations can have 

a profound impact on the occurrence and characteristics of ERC, posing a great challenge 

for numerical forecasting of ERC. Third, the tendency induced by the SGS vertical 

mixing is nearly 20 times larger than that induced by the SGS horizontal mixing. This 

result suggests that SGS horizontal mixing only plays a minor role in ERC although 

recent numerical studies show that it can have a substantial impact on TC development 

(e.g., Bryan and Rotunno et al. 2009; Rotunno et al. 2009). Fourth, compared with 

leading terms in the budget, the tendency induced by the resolved asymmetric eddies is 
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small and generally negative in the boundary layer, indicating that asymmetric eddies are 

not a driving force for the development of the secondary wind maximum. Finally, the 

resolved horizontal advection of absolute vorticity and vertical advection of tangential 

wind are the two leading contributions in the budget but they have opposite signs within 

and above the boundary layer. The cancellation of the two terms, however, results in the 

positive tendency of tangential wind in the boundary layer, which is responsible for the 

development of secondary maximum of tangential wind. 

4. With the Sawyer-Eliassen diagnoses, we are able to answer Question 1 and 2 

raised at the beginning of the dissertation. The separated contribution from eyewall and 

outer rainband convection by the Sawyer-Eliassen equation clearly indicates that the 

eyewall forcing alone can never generate a secondary wind maximum. It is the outer 

rainband diabatic heating that induces a large tangential wind tendency leading to the 

formation of secondary wind maximum. The Sawyer-Elisssen diagnoses further showed 

that the outer rainband convection must reach a certain strength relatively to the eyewall 

convection, approximately 10% according to this study, before it can initiate and drive 

the secondary wind maximum via horizontal advection of absolute vorticity and vertical 

advection of tangential wind. In practice, the ratio of strength of outer rainband 

convection to that of eyewall convection may be used as a predictor for a timely forecast 

of ERC. 

5. Our analyses reveal a positive feedback among low-level convection, 

convergence of radial inflow, acceleration of tangential wind in the upper boundary layer, 

and surface evaporation that leads to the development of outer rainband convection and 

the subsequent ERC, which may be described as follows: The sporadic convection in the 
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outer rainband region induces the convergence of radial inflow and accelerates the 

tangential wind at the base of convection, which increases the moisture in the low 

troposphere, and thus, favors the development of low level convection, which, according 

to the Sawyer-SEliassen diagnoses, can result in convergence of radial inflow and 

acceleration of tangential wind in the upper boundary layer. While the former leads to the 

effective transport of moisture into the outer rainband convection, the latter enhances the 

surface evaporation. Both processes can foster further development of convection. This 

can cause a runaway interaction leading to the development of outer rainband convection 

and the formation of secondary wind maximum. 

6. It is found that the eyewall heating can induce fairly strong subsidence over the 

outer rainband region and the outer rainband heating can induce non-negligible subsid-

ence over the eyewall updraft, which is different from the previous study by Rozoff et al. 

(2008) who showed that the eyewall and outer rainband heating is mainly concentrated in 

the eye and moat based on an idealized TC model. However, the demise of inner eyewall 

to end an ERC appears to be intimately involved with the development of radial flow. 

The decomposed radial flow by the Saywer-Eliassen equation clearly indicates that the 

radial outflow induced by the outer rainband convection provides a mechanism to cancel 

the radial inflow induced by the eyewall. When the outer rainabnd convection becomes 

sufficiently strong, its induced radial outflow can extend throughout the vertical column 

from the lower boundary layer to tropopause, which works as a barrier to cut off the radi-

al inflow into the inner eyewall. This cutting off fuel into the inner eyewall by the outer 

rainband induced outflow causes the inner eyewall to decay rapidly and disappear quick-

ly.  
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7. The SGS vertical turbulent mixing scheme can substantially affect the character-

istics of simulated ERC, in particular, the concentric ring structure of tangential wind. 

Such an impact of SGS vertical turbulent mixing on ERC is through a complicated inter-

action among eyewall/outer rainband heating, radila inflow in the boundary layer, surface 

layer processes, and shallow convection in the moat. Our sensitivity experiments show 

that different SGS vertical turbulent mixing schemes can lead to different vertical struc-

tures of eyewall diabatic heating, which, according to the Sawyer-Eliassen diagnoses, can 

result in radial inflow with different strength. For the eyewall diabatic heating with its 

maximum located approximately at the freezing level, stronger radial inflow can be gen-

erated far beyond the moat region. The moisture transported into the moat provides an 

important energy source for the development of shallow convection in the moat, which 

accelerates the surface wind to enhance surface evaporation here, and hence, further pro-

moting shallow convection. The enhanced shallow convection in the moat allows the out-

er rainband convection to move closer to the eyewall, leaving little room for the outer 

rainband convection to develop a clean secondary maximum of tangential wind. In con-

trast, the eyewall diabatic heating with its maximum located above the freezing level 

generates a weaker radial inflow, which can barely extend radially beyond the moat. 

Without sufficient energy supply, the shallow convection in the moat is suppressed by the 

subsidence induced by the eyewall and outer rainband heating. As a result, the outer rain-

band heating can be cleanly separated from the eyewall heating to generate well-defined 

concentric rings of tangential wind. Our simulations also show that different SGS vertical 

turbulent mixing scheme can yield different radial temperature profiles in the surface lay-

er. For example, the YSU scheme generates a profile with the minimum temperature oc-
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curring in the moat in contrast to the one generated by the MYJ and MYYNN schemes 

that gradually decreases radially outward. The different temperature profile in the surface 

layer can lead to different convective instability to further affect the shallow convection 

in the moat assuming that SST is constant. The sensitivity experiments show that the dif-

ferent characteristics of ERC resulted from different SGS vertical turbulent mixing 

schemes to some extent can be reproduced by a scheme through adjusting the mixing 

length used in the scheme. Since the mixing length largely determines the eddy viscosity, 

this result suggests the importance of eddy viscosity to the formation and development of 

concentric ring structure of tangential wind during an ERC. 

8. Snow terminal velocity poses a great impact on the concentric ring structure of 

tangential wind associated with an ERC. Large snow terminal velocity causes snow to 

fall rapidly and melt in the low level, and therefore, enhances the diabatic heating to re-

sult in a strong radial inflow in the boundary layer, which favors the development of shal-

low convection in the moat allowing the outer rainband convection to move closer to the 

eyewall, leaving little room for a full development of a secondary maximum of tangential 

wind for the reason that has been stated in conclusion 7.  On the other hand, small snow 

terminal velocity may not be able to generate a radial inflow sufficiently strong to foster 

shallow convection in the moat, so that clean concentric rings of tangential winds may 

develop by the separated eyewall and outer rainband heating. 

9. The occurrence of ERC shows a substantial sensitivity to radiation. The sensi-

tivity tests show that the outer rainband activity in the no-radiation experiment is excep-

tionally quiet and it takes a long time for the outer rainband convection to develop, which 
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eventually leads to an ERC event. We argue that the inactive shallow convection due to 

lack of cloud-top radiative cooling provides an unfavorable condition to promote deep 

convection in the outer rainband region. 

The simulations performed in this study also raise a few unanswered questions re-

garding ERC that need to be further investigated in future research: 

1. The detailed procedure of outer rainband convective activity governs the evolu-

tion of an ERC in numerical simulations has been clearly demonstrated and described 

from a symmetric perspective in this study. One aspect of this argument that has not been 

thoroughly addressed is the radially inward propagation of outer rainbands. Although we 

attempted to provide an explanation in the same symmetric framework that we used to 

address ERC, propagation of outer rainband is fundamentally an asymmetric problem. 

Moreover, as shown by the sensitivity experiments, the development and propagation of 

outer rainbands are sensitive to model physics, such as SGS vertical turbulent mixing 

scheme, microphysical scheme, and radiative transfer calculation. To clarify all these is-

sues of outer rainband activity and propagation, further investigations are needed. 

2. The simulations show that ERC, particularly the concentric ring structure of tan-

gential wind, is sensitive to the vortex radial structure. It is found that large RMW and 

PV skirt tend to yield clean concentric rings of tangential wind with a long duration, 

whereas small RMW and PV skirt may end up with an ERC without a secondary maxi-

mum tangential wind or may generate double-eyewall replacement. However, the mecha-

nism underlying this sensitivity is not understood and it is currently unknown if these fea-

tures of ERC and their relationship to vortex radial structure shown in simulations are 
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also seen in observations. These questions cannot be answered solely by the idealized 

simulations used in this study. To clarify these issues, long term observation data and 

simulations of real TCs with different vortex structures are needed, which will be one of 

the focuses of our future study. 

3. In this study, we have demonstrated the sensitivity of ERC to snow terminal ve-

locity. However, snow terminal velocity is just one of many important parameters used in 

a microphysical scheme. It remains unclear how other parameters affect ERC. More sen-

sitivity experiments and in-depth analyses are needed to thoroughly understand the im-

pact of microphysics on ERC.          

4. Our sensitivity experiments show that depending on the structure of a TC vortex 

the background wind may substantially change the characteristics of an ERC. For 

example, a sufficiently large background wind may completely smooth out an ERC, 

which would otherwise occur without background wind, but it appears to have little 

impact on an ERC if the TC vortex has a sufficiently large PV skirt. Although the impact 

of background wind on ERC and its dependence on TC vortex structure are clearly shown 

in the sensitivity experiments, the underlying mechanisms have not been explored. 

Analyzing these sensitivity experiments and obtaining a better understanding of the role 

of background wind in ERC will be the immediate goal of our future research.          
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