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SUMMARY

The widespread demand for data rates higher than 1 Gbps has resulted in the increasing

use of multi-mode fiber (MMF) in local area networks, particularly because of its higher

bandwidth compared to unshielded twisted pair wiring. Still the channel responses of 220-

300 m MMF links operating at 10 Gbps span several bit periods because of the differential

modal delay (DMD) of the various fiber modes, resulting in failure of over 80% of the links

with conventional receivers. To achieve 10 Gbps or higher data rates and/or extended reach,

the effects of the inter-symbol interference (ISI) in serial MMF links have to be mitigated.

The overall objective of this research is to propose low-complexity, electronic equaliz-

ers to increase the data rate and/or extend the reach of multi-mode fiber links, exploiting

all the available diversity. We begin with a characterization of the MMF channel using a

very robust mode solver that was developed as part of this research. This channel modeling

tool is currently being used by the largest manufacturer of fiber in the world for its internal

R&D work involving fiber design.

We then investigate the performance limits of conventional equalizers such as the linear

equalizer (LE) and the decision feedback equalizer (DFE) in the context of MMF links.

Although the electronic equalization of such links has been studied in the past, none of

these efforts involved a thorough performance characterization based on comprehensive

fiber models such as those discussed in this research. In fact, our work on the performance

of finite-length DFEs helped in shaping the power budget discussion of the IEEE 802.3aq

task force. However, the initial objective of extending the reach to 300m with a limited

power budget and moderate complexity is unattainable even with a DFE.

To achieve this goal, we have investigated the use of the bidirectional DFE (BiDFE) in
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MMF links. We have developed a new joint optimization technique that helps finite-length

BiDFEs perform significantly better than even the infinite-length DFE and asymptotically

approach the matched-filter bound. Furthermore, we show that given a limited number of

filter taps, the BiDFE utilizes them better than a conventional DFE. In order to arrive at

these results, we have developed techniques to estimate the performance of the BiDFE that

circumvent the need for raw bit processing. We have also demonstrated that using BiDFEs

the link can be extended to 350-400 m at a data rate of 10 Gbps.

Although the multiple modes of light propagation enable a multiple-input, multiple-

output (MIMO) characterization of the MMF channel, this additional source of diversity

has been largely ignored by the MMF community, with a few exceptions. In this research,

we first determine the capacity bounds for MMF links when multiple transmit and receive

“antennas” are present. We then apply a MIMO version of the DFE to mitigate the ef-

fect of ISI and co-channel interference (CCI). Comparative analysis indicates that MIMO

processing allows increasing the data to 20 Gbps with a small increase in complexity.

One of the long-term objectives of the MMF community is to extend the reach to 1 km

and beyond. In this research, we show that a proper assessment of the power penalty in

MMF links necessarily requires a more comprehensive fiber model that includes mode

coupling effects. Using our in-house mode coupling simulator, we show that ignoring

coupling effects can result in an under-estimation of the penalty by as much as 1 dBo for

1 km MMF links employing DFEs.

xiv



CHAPTER I

INTRODUCTION

The first Ethernet based local area network (LAN), designed in 1973, operated at a modest

data rate of 2.94 Mbps [1, 2] over coaxial cable. The subsequent increase in computing

power and the associated demand for high speed LANs has driven Ethernet to support

10 Mbps, 100 Mbps and even 1 Gbps. With the availability of computers with pre-installed

Gigabit Ethernet interfaces at a low cost, there is an urgent demand for at least 10 Gbps

communication over the in-building cabling infrastructure.

At data rates higher than 100 Mbps, the significantly higher bandwidth of optical fiber

makes it more cost effective compared to unshielded twisted pair (UTP) wiring that Ether-

net has traditionally employed. Optical networks for metro-access and long-haul applica-

tions have employed single-mode fiber (SMF) because of its large bandwidth. But the high

installation and maintenance cost of SMF networks resulting from the extremely restrictive

tolerances for connectors and light coupling precludes its use in LAN applications.

The larger core area of multi-mode fiber (MMF) compared to SMF results in increased

tolerance to alignment mismatches, thereby enabling its use in LANs. One main drawback

of the larger core of MMF is that light propagates via a larger number of modes, each with

its own group velocity. As a consequence MMF has lower bandwidth than SMF. However,

the bandwidth of MMF is still sufficiently larger than that of copper cables to support data

rates of 1 Gbps and higher with relative ease. For example, category-5 UTP cable has a

usable bandwidth of about 100 MHz whereas MMF has a typical bandwidth of 10 GHz or

more. As a result multi-mode fiber is the preferred transmission medium for most of the

backbone cabling in modern office premises.

According to various surveys [3], approximately 85% of the MMF links are 300m or
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Table 1.1: Reach as per IEEE 802.3ae-2002 10 Gbps Ethernet Standard for Multi-Mode Fiber.

PHY Name Core Size Wavelength Serial or Modal BW Reach
(µm) (nm) Parallel (MHz-km) (m)

10GBASE-S
50µm 850nm Serial

400 66 m
500 82 m
2000 300 m

62.5µm 850nm Serial
160 26 m
200 33 m

10GBASE-LX4 62.5µm 1310nm Parallel: 4 λ s 500 300m

shorter. Therefore, the objective of the MMF community is to increase the data rate to at

least 10 Gbps and extend the reach of the link to at least 220m, if not 300m.

1.1 Reach Limitation in MMF Links

For 220m-300m long links at data rates of 10 Gbps and higher, even multi-mode fiber be-

gins to exhibit dispersion effects. One of the parameters often used by multi-mode fiber

manufacturers to characterize this effect is the modal bandwidth of the fiber. This is es-

sentially the product of the 3 dB bandwidth of the fiber and its length. Table 1.1 lists

the modal bandwidths and the implied reach of MMF links at 10 Gbps as specified by the

IEEE 802.3ae-2002 standard [4]. The 10GBASE-S PHY sublayer specifies serial operation

at 10 Gbps at a nominal wavelength of 850nm over both 50µm and 62.5µm core MMF.

While modern 50µm core MMF with a modal bandwidth of 2000 MH-km can support

10 Gbps over 300m long links, a majority of the installed fiber base consists of 62.5µm

core MMF [3]. In this case the reach is restricted to about 33m at 10 Gbps. A longer reach

of about 82m can be supported at 1310nm over 62.5µm core MMF since it has a higher

modal bandwidth (500 MHz-km) at this wavelength.

While a parallel solution employing four transceivers operating over different wave-

lengths was standardized to achieve a reach of 300m (10GBASE-LX4), the associated costs

of the system are significantly higher. So if we restrict ourselves to serial transmission at

2



1310nm over 300m of 62.5µm core MMF, then the channel impulse response is likely to

result in inter-symbol interference (ISI) that spans several bit periods. Receivers tradition-

ally used in MMF links simply sample the received waveform (after photodetection) at the

bit rate and then threshold the result to arrive at an estimate of the transmit bit. There-

fore, achieving the stated goal of 10 Gps serial transmission over 220-300m of 62.5µm at

1310nm with conventional receivers may not be possible on a majority of the links.

A more detailed investigation of the performance limitations of conventional receivers

based on a comprehensive fiber model is presented in Chapter 2.

1.2 Mitigation of Dispersive Effects in MMF Links

The objective of this research is to investigate low-complexity, efficient electronic equal-

izers to increase the data rate and/or extend the reach of multi-mode fiber links. Several

techniques for mitigating the effects of ISI in serial MMF links have been proposed in

the past [5–14]. These approaches can broadly be categorized into optical and electronic

techniques along with a combination of these approaches.

The optical approaches [5–7] involve optical processing either at the transmitter or at the

receiver such that the conventional receiver sees a channel response with limited ISI. These

optical approaches typically involve a subtle trade-off between dispersion and loss which

will still impact the overall power penalty. For example, the technique proposed in [5] uses

single-mode fiber at both ends of the multi-mode fiber to launch and receive a restricted set

of fiber modes. While this method reduces modal dispersion, the loss associated with the

power in the higher-order modes that are rejected by the receiver, can be significant.

Electronic equalization has been commonly used in wireline and wireless channels for

over three decades to mitigate the effects of ISI [15]. These electronic techniques have sev-

eral advantages over the optical approaches. Historically, the manufacture, installation and

maintenance of optical components have not realized the economies of scale that purely
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electronic solutions using conventional CMOS processing have traditionally achieved. An-

other advantage of electronic processing is the inherent adaptability to the wide variation

in the response of different fibers and launch conditions as well as the slowly time-varying

nature of the channel response. Furthermore, electronic solutions can be implemented in

small form factors.

In view of these advantages, it was only natural for various researchers to investigate the

impact of such techniques on the MMF channel [8–14]. These efforts primarily focus on

the linear equalizer (LE), also known as the feed-forward equalizer (FFE), and the decision

feedback equalizer (DFE). While the optimum receiver, the maximum likelihood sequence

estimator (MLSE), yields superior performance, its complexity is exponential in channel

memory1 [15]. On the other hand, sub-optimal equalizer architectures such as the FFE

and the DFE improve performance significantly at a complexity that is linear in channel

memory [15].

Indeed, the IEEE 802.3aq task force [16] has decided to employ receiver-based elec-

tronic dispersion compensation (EDC) to extend the reach of 10 Gbps serial MMF links to

220m. In fact, our work on the performance of finite-length equalizers was instrumental in

shaping the power budget discussion of the IEEE 802.3aq task force [11, 17–19].

A thorough analysis of the performance of both infinite and finite-length FFEs and

DFEs for MMF links is discussed in Chapter 3.

1.3 Low-Complexity Equalizers: the BiDFE

As we show in Chapter 3, the DFE needs to have significantly large number of filter taps

to achieve reliable transmission over 220m links at 10 Gbps. Therefore, another objec-

tive of this research is to explore low-complexity receiver structures that result in better

performance than the DFE.

1Channel memory is the number of bit periods the ISI spans
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One low-cost generalization of the DFE, the bidirectional DFE (BiDFE), has the poten-

tial to out-perform the DFE [20, 21]. We investigate the use of the BiDFE in the context

of MMF links. We develop a new joint optimization technique that helps the BiDFE per-

form significantly better than even the infinite-length DFE and asymptotically approach the

matched-filter bound.

We exploit the superior performance of the BiDFE in two different ways. Firstly, we

show that given a limited number of filter coefficients, the BiDFE utilizes them better than

a conventional DFE [22, 23]. Secondly, given the same number of taps, the BiDFE can

support longer MMF links at 10 Gbps [23]. These results are presented in Chapter 4.

1.4 Multiple-Input, Multiple-Output (MIMO) Processing of MMF Links

Although 10 Gbps transmission over MMF links is challenging, there is already a push

for higher data rates, even as high as 100 Gbps [24]. The most common approach being

discussed is parallel transmission where a ribbon cable with ten fibers, each supporting

a serial data rate of 10 Gbps, will be employed. While putting together such a system

is relatively easy, it is likely to be expensive. Before embarking on a parallel solution, a

fundamental question needs to be addressed. Has the upper limit of transmission over a

single multi-mode fiber been reached?

Closer examination of propagation in MMF links indicates that the different fiber modes,

which are orthogonal to each other, can be exploited to significantly increase the data rate.

In principle, this can be accomplished by transmitting a separate data stream via each mode

and detecting it separately at the receiver. Although similar multiple-input, multiple-output

(MIMO) processing of the MMF link was proposed in [25, 26], the scheme involved co-

herent detection at the receiver. On the other hand, the effort in [7, 27–36] exploited the

spatial diversity of these modes to reduce ISI in direction-detection MMF links by using a

two-segment photodetector. More recently, we have proposed using dual launches at the

transmitter and a two-segment photodetector along with MIMO equalization at the receiver
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to increase the data rate [37].

In order to establish the potential benefits of such a MIMO scheme over conventional

transmission, we determine the Shannon capacity bounds of MMF links when multiple

launches and multi-segment photodetectors are utilized. A lower bound for the capacity

of intensity modulated optical channels is discussed in Chapter 5. We then investigate the

impact of the MIMO version of the DFE (MIMO-DFE) to improve the performance of such

multiplexed MMF links. These results are presented in Chapter 6.

1.5 Equalization of Long Fibers: Mode Coupling Effects

One of the long-term objectives of the MMF community is to extend the reach to 1 km and

beyond [38]. Random micro-bends along the length of the fiber result in exchange of power

between the propagating modes. Such mode coupling can significantly impact the channel

response. In this research, we show that a proper assessment of the power penalty in MMF

links necessarily requires a more comprehensive fiber model that includes mode coupling

effects, particularly when evaluating the equalizer performance on long fibers [39]. To this

end, we determine the effect of ignoring mode coupling effects in multi-km fibers. These

results are presented in Chapter 7.

1.6 Note on the tone of the Thesis

Before we delve into the details of modal dispersion and ways to mitigate its effects, we

point out that communication over optical fiber has been possible through the untiring

efforts of numerous physicists and electrical engineers with an optics background. It is only

in the last 3-4 years that communications engineers and researchers have started applying

techniques traditionally used in wireline and wireless communications to MMF channels.

Since this research straddles the worlds of communications and optical fiber, a more tutorial

nature of treating various concepts from both domains has been adopted. The hope is that

such an expository style of writing makes the thesis and the research results contained
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therein accessible to researchers and engineers from both domains.
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CHAPTER II

FIBER MODELING AND CONVENTIONAL RECEIVERS

As stated earlier, the objective of this research is to investigate low-complexity, efficient

electronic equalizers to increase the data rate and/or extend the reach of multi-mode fiber

links. Before we discuss ways to mitigate ISI, we need a detailed understanding of the

multi-mode fiber channel. In this chapter, we provide a brief overview of a multi-mode

fiber model that we will utilize throughout this research. One of the key contributions of

this research, a robust mode solver that can analyze MMF links with arbitrary profiles and

launch conditions, is then briefly discussed. Subsequently, we characterize the performance

of conventional receivers.

2.1 Modal Dispersion

The large core diameter of multi-mode fiber, typically 62.5µm, permits the propagation

of multiple modes each with its own group velocity, Fig. 2.1. Although the ray picture of

mode propagation is depicted for illustration purposes, these modes are the unique solutions

of Maxwell’s equations as applied to the refractive index profile of the MMF core and

cladding regions. For the 62.5µm fiber at an operational wavelength of 1300nm, there

are approximately 100 modes. These modes can be classified into mode groups, defined

by the common phase velocity of the constituent modes [40]. There are approximately

18 mode groups for the example considered. Henceforth, we will discuss the propagation

characteristics of MMF links in terms of these mode groups rather than the individual

modes.
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Figure 2.1: Light propagation in multi-mode fiber: a ray propagation perspective

2.1.1 Graded-Index Fiber

These mode groups have different group delays and so a pulse launched at one end of the

multi-mode fiber arrives at different times at the far end. The most common approach to

minimizing this delay spread is to use the graded refractive index profile, n(r) :

n(r) =





nco
√

1−2∆
( r

a

)α 0 ≤ r ≤ a

ncl r > a
(2.1)

where a is the core radius, ∆ = (n2
co−n2

cl)/(2n2
co), nco is the maximum refractive index of

the core, and ncl is the refractive index of the cladding. Referring to the ray picture of light

propagation (Fig. 2.1), such a pure α profile intentionally slows down the rays traveling

along the fiber axis compared to the off-axis rays. Since the on-axis rays travel a shorter

distance compared to the off-axis rays, the overall delay spread is reduced. Multi-mode

fiber with such an index profile is known as graded-index fiber.

2.2 Index Perturbations: Modeling the Installed Fiber Base

Although fiber manufacturers try to achieve the pure alpha profile, process limitations result

in small deviations. Figure 2.2 shows various index profile perturbations. In fact this set

of perturbations, comprising 108-fibers, was first created by researchers at the University

of Cambridge [41] and further modified by the IEEE 802.3aq task force [42]. The almost

quadratic shape in Fig. 2.2 corresponds to the pure alpha profile with a nominal value of
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Figure 2.2: Refractive index profile perturbations considered in the 108-fiber model. These
perturbations can be classified into center defects, α changes, kinks and core/cladding edge
defects.

α = 1.97. Sometimes the α of the profile can vary across the fiber cross-section. The 108-

fiber model divides the core region into two halves, each of which can independently have

α = 1.89,1.97,2.05. In addition to the nominally smooth α profile at the center, dips and

peaks are also observed in practice. The transition at the core and cladding interface can be

abrupt or exponentially smooth. The final defect considered in the 108-fiber set is the kink

which is effectively a perturbation in the gradient of the refractive index profile. The model

considers both kink-free profiles and kinks at different locations. The model arrives at a

total of 108 index profiles by considering all possible combinations of these perturbations.

The parameters of these index perturbations are specified in [42].

Another widely prevalent fiber model is the Monte Carlo fiber set [43], which consists

of approximately 5000 fibers whose modal delays are determined by empirically matching

randomly generated delays to statistics of measured fiber parameters such as bandwidth

and delay spread. The data about these measured fibers was provided by the top three fiber

manufacturers in the world.
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The 108-fiber set is considered to represent the worst 5% of the installed fiber base [41]

whereas the Monte Carlo model is supposed to be representative of the entire installed base.

The validity of both claims was highly debated in the IEEE 802.3aq task force discussions.

Although the 108-fiber set was initially used by the task force, the final power budgets

and the receiver test impulse responses determined by the IEEE are based on the Monte

Carlo fiber set. This is partly because the Monte Carlo set is indirectly based on fiber

measurement data.

Although we have used both models in our research, we will report the results based

only on the 108-fiber set in this thesis. The main reason is the availability of refractive

index profiles representing a diversity of challenging fibers. Some of the communication

techniques proposed in this thesis specifically require the index profiles so that appropriate

link responses can be generated. Although we could have used the Monte Carlo model

where possible and the 108-fiber set in the remainder of the thesis, a fair comparison of the

different receiver algorithms would not be possible in that case.

2.3 Modal Delays

Although the pure alpha profile minimizes the delay spread, actual fibers with these non-

ideal refractive index profiles exhibit considerable delay spread in practice. Figure 2.3

illustrates this effect by showing the modal delays for the pure alpha profile, the center

dip profile, the center peak profile and finally a fiber with a kink in its refractive index

profile. These perturbations have been chosen from the 108-fiber model. Although one

cannot predict how the modal delays for a particular profile will behave without detailed

simulations, the general trends can sometimes be estimated. For example, the center dip

profile implies that the mode groups propagating closer to the axis, the lower-order mode

groups (LOMs), travel faster than the mode groups away from the axis, the higher-order

mode groups (HOMs). Therefore, the modal delays should increase with mode group in

general, as verified by Figure 2.3.
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Figure 2.3: Relative modal delays for four illustrative fibers. All the delays have been normal-
ized with respect to the lowest order mode group. The modal delays show a strong dependence
on the refractive index profile.

2.4 Linearity of Fiber Response

The propagating electric fields are collected by the photodetector at the far end of the MMF

link. Since the photodetector is typically modeled as a memoryless, square-law device, the

linearity of the end-to-end link may be suspect. It can be shown that the electric fields

corresponding to the different propagating modes are orthogonal to each other [40]. So the

square-law detector results in the addition of the received optical power in each mode.

For a typical MMF link, the chromatic dispersion of each mode is negligible. Therefore,

the square-law detector does not introduce any non-linear inter-symbol interference (ISI)

for the individual modes. As a consequence, the end-to-end MMF link is linear [44], with

the differential modal delay (DMD) being the only source of pulse dispersion.

A typical link consists of two connectors near the transmit end. Sometimes due to

connector offsets the orthogonality of the modes may not be exact. Random micro-bending

of the fiber may result in mode coupling which also impacts mode orthogonality. The

absence of complete orthogonality among the received modes is mitigated by the use of

low coherence sources [44]. Thus a linear model of the end-to-end system is still valid.
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Figure 2.4: Mode power distribution for LED based over-filled launch (OFL).

This linear formulation assumes that the transmit data sequence modulates the output

intensity and not the electric field. Such links are therefore known as intensity-modulated,

direct-detection links.

2.5 Launch Condition and Mode Power Distribution

In view of the linearity of the link, the fiber impulse response is simply given by the modal

delays and the relative optical power coupled into each mode. The power in each mode,

also known as the mode power distribution (MPD), is determined by the manner in which

light is launched into multi-mode fiber.

Light emitting diodes (LEDs) were the predominant light source in the early days of

communication using multi-mode fiber. These sources typically excited all the propagating

modes of the fiber to an equal extent. Such a launch, known as over-filled launch (OFL),

results in the mode power distribution shown in Fig. 2.4. Since the higher-order mode

groups have more modes, they transport more power compared to the lower-order mode

groups.
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Figure 2.5: Mode power distribution for laser based center launch (CL): 0 µm.

Since multi-mode fiber links use directly modulated light sources to keep system costs

low, the switching speed of LEDs became a limitation as the data rates increased to 1 Gb/s

and higher. This issue was overcome by using lasers as the light sources. In the most

common configuration the laser is aligned with the multi-mode fiber axis. Such a launch,

known as center launch (CL), typically excites only the lower-order modes as illustrated in

Fig. 2.5. Although the laser is nominally aligned with the fiber axis, a tolerance of ±3 µm

is typically allowed.

The fact that only a subset of the fiber modes is excited by center launch is not a prob-

lem by itself. But when the lower-order modes have a larger delay spread (Fig. 2.3), the

resulting impulse response spans several bit periods. For these illustrative fibers, the in-

termediate to higher-order mode groups have a much smaller delay spread compared to

the LOMs. Therefore, a narrower fiber response is obtained by using a mode-conditioning

patch chord to offset the laser with respect to the fiber axis. For a 62.5 µm fiber, this offset

is nominally set to 20 µm with a tolerance of ±3 µm. The mode power distribution for this

launch, known as offset launch (OSL), is shown in Fig. 2.6. Interestingly, the four different
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Figure 2.6: Mode power distribution for laser based offset launch (OSL): 20 µm.

refractive index profiles yield almost idential MPDs for offset launch.

The mode power distribution is computed via the overlap integral between the excita-

tion electric field and the electric fields corresponding to the various propagating modes.

For laser launch via the patch cord, the incident field is modeled as a Gaussian beam with

a full-width half-maximum (FWHM) of 7 µm.

It has been observed that the mode power distribution is relatively independent of the

refractive index profile but varies strongly with the launch condition. In fact, the Monte

Carlo fiber model assumes that the MPD for the pure alpha profile at a given launch can be

applied to all the other perturbed profiles for the same launch.

2.6 Georgia Tech Mode Solver

Prior to this research, a rudimentary multi-mode fiber simulator was being used at Georgia

Tech [45]. Since it could handle only the pure alpha profile, it was of limited utility in

assessing the performance of practical MMF links.

As part of this research, we have developed a robust mode solver that can determine the
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Figure 2.7: End-to-End configuration of a typical multi-mode fiber based communication link.

modal delays and the mode power distribution, given an arbitrary refractive index profile

and launch condition. Furthermore, the simulator can be configured to operate at different

wavelengths. The scalar wave equation, which governs the radial part of the propagating

electric field, is solved by a finite-difference method. The Rayleigh quotient approach is

used to solve for the modal delays. Since the main focus of this research is on equalization

techniques for the MMF channel, we will not go into the details of our mode solver further.

Through comparisons with analytical expressions of modal delays for simple refractive

index profiles, we have found our simulator to be more accurate than commercially avail-

able multi-mode fiber simulators. We have also validated our simulator against results from

other research groups around the world. Our MMF link simulator is currently being used

by the largest manufacturer of fiber in the world for its internal research and development

work. The modal delays, MPDs, and impulse responses shown in this research have all

been generated using our MMF simulator.

2.7 End-to-End Link Modeling

The end-to-end multi-mode fiber link comprises the data source that modulates the laser,

the connectors in the link, the fiber itself, the photodetector along with the trans-impedance

amplifier (TIA), and the clock and data recovery unit, Fig. 2.7. The equivalent mathematical

representation of the link up to the input to the clock and data recovery unit is shown in

Fig. 2.8.

Since MMF-based LANs have always used NRZ signaling together with a directly

modulated laser, a good model for the transmit filter is the NRZ pulse shape with a finite
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∑m amδ (t−mT ) hT X(t) hMMF(t) ∑

AWGN, η(t)

ρ(t)
hRX(t) r(t)

Figure 2.8: Mathematical representation of the end-to-end link.

rise-time hT X(t). In the case of 10Gb/s operation a rise-time (20%− 80%) of 47.1 ps is

used. Note that throughout this thesis T denotes the bit period, which for exactly 10 Gbps

operation is 100 ps1.

As mentioned earlier, the typical link has two connectors near the transmit end of the

fiber. They are modeled by a simple power exchange between the different mode groups

based on the connector offset [46]. The offset for each connector is modeled by a Rayleigh

distribution with a mean of 3.58µm and a worst-case offset of 7µm. Depending on the

effect being discussed, we will sometimes use ideal connectors with 0µm offset each. Note

that the IEEE 802.3aq task force recommends that the worst-case offset of 7µm per connec-

tor be used with the 108-fiber model whereas the truncated Rayleigh distribution be used

with the Monte Carlo model. This is in part due to the fact that the 108-fiber set is consid-

ered to represent the worst 5% of the installed fiber base. Therefore, any set of worst-case

fibers should also include the worst-case connector offsets. The impulse response of the

multi-mode fiber including any connector effects is represented by hMMF(t) in Fig. 2.8.

After square-law detection, the photocurrent passes through a trans-impedance am-

plifier which has a band-limited response given by a fourth order Bessel-Thomson filter,

hRX(t) in Fig. 2.8. The 3-dB bandwidth of this filter is 7.5 GHz for 10 Gb/s operation.

The main source of noise in the link, η(t), is the thermal noise of the amplifier, which

is typically modeled as an additive, white, Gaussian process with power spectral density

N0/2.

1Strictly speaking, 10 Gbps Ethernet MMF links operate at 10.3125 Gbps resulting in T = 96.97 ps.
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The models and parameters for each of these blocks are consistent with those used by

the IEEE 802.3aq task force in its standardization efforts [16].

2.8 Link Impulse Responses

Since all the constituent blocks of the end-to-end link are modeled as linear filters, a simple

convolution of the individual responses, hT X(t), hMMF(t), hRX(t), yields the link impulse

response, h(t):

h(t) = hT X(t)FhMMF(t)FhRX(t) (2.2)

r(t) = ∑
m

amh(t −mT )+η(t)FhRX(t)︸ ︷︷ ︸
ν(t)

(2.3)

where F denotes the convolution operation.

As mentioned earlier, the objective of the MMF LAN community is to achieve a reach

of 220m or better at a data rate of 10 Gbps. Figure 2.9 shows the impulse responses for

our four illustrative fibers for such a link with center launch. Clearly, the link response

varies strongly from fiber to fiber. In addition, the impulse response can span anywhere

between one and six bit periods at 10 Gbps. We note that the inter-symbol interference can

be either pre-cursor2 ISI or post-cursor3 ISI. Specifically, without connectors the fiber with

the center peak exhibits pre-cursor ISI whereas the center dip fiber shows post-cursor ISI,

Fig. 2.9a. But with connectors the ISI for the center peak fiber changes to the post-cursor

type, Fig. 2.9b. Note that the worst-case offset of 7µm per connector has been used to

generate the responses with connectors.

The offset launch link responses are shown in Fig. 2.10. With the 20µm launch, the

very same fibers are much more well-behaved with the response limited to a maximum of

three bit periods without connectors. Although connectors do impact the link response with

offset launch, their effect is much less dramatic compared to center launch. This is largely

2Pre-cursor ISI: Significant energy present before the main peak of the response
3Post-cursor ISI: Significant energy present after the main peak of the response
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Figure 2.9: Impulse responses for 220m links with center launch: (a) Without connectors and
(b) With connectors. The time axis has been centered with respect to the main peak and then
normalized with respect to the bit period at 10 Gbps.
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Figure 2.10: Impulse responses for 220m links with offset launch: (a) Without connectors and
(b) With connectors. The time axis has been centered with respect to the main peak and then
normalized with respect to the bit period at 10Gbps.
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Figure 2.11: Mathematical model of the conventional receiver.

due to the higher number of mode groups with a comparatively smaller delay spread getting

excited with offset launch. Therefore, although power is exchanged between these mode

groups, the signal energy mostly occupies the same time slots as before the power transfer.

2.9 Power Penalty Estimation for the Conventional Receiver

We have thus far not discussed the functionality of the clock and data recovery unit in

Fig. 2.7. This unit implements the only electronic processing currently employed in in-

stalled MMF links. It samples the output of the trans-impedance amplifier at the optimal

sampling instant and then thresholds the result to arrive at its estimate of the transmit bit,

Fig. 2.11. Note that τ0 is the sampling instant chosen by the clock and data recovery unit

and lies in the interval [0,T ]. Such a receiver shall be known as the conventional receiver

throughout this thesis. Note that such a simple receiver has been adequate for MMF links

thus far, primarily because either the data rates were low (1 Gbps or lower [47]) or the reach

was limited.

Keeping our objective of 220m reach at 10 Gbps in mind, we will first baseline the

performance of the conventional receiver for such a link. The typical bit error rate (BER)

requirement on MMF links is 10−12 or lower. Since MMF links do not use error control

coding, this raw bit error rate needs to be satisfied by the signaling and detection scheme

directly. Although measuring such error rates experimentally in the laboratory is trivial for

10 Gbps links, it becomes an astronomically time consuming pursuit if done numerically

through simulations 4. So the Monte Carlo methodology of performance characterization

4In order to reliably estimate a BER of 10−12 we need to process at least 1014 bits. Even if we process a
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that is widely used for wireless and other wireline channels is not practical for MMF links.

Therefore, we resort to estimation techniques to quickly but accurately determine the per-

formance of MMF links. Although several different methods are discussed in the literature,

we believe our method, described in Appendix A, achieves a good balance between speed

and accuracy.

The input to the decision device of the conventional receiver, rk, can be modeled as the

sum of the desired signal, h0ak, the residual ISI, qk, and additive noise, νk :

rk = h0ak + ∑
i6=0

hiak−i

︸ ︷︷ ︸
qk

+νk (2.4)

where ak is the transmit bit and hk are the T -spaced samples of the end-to-end link response,

h(t). The noise samples, νk, form a correlated Gaussian process since they are samples of a

filtered, white, Gaussian process. Since this discretized channel has the same form as that

assumed in Appendix A, the BER estimation technique discussed therein can be directly

applied.

2.9.1 Margin and Optical Power Penalty

The figure of merit that will be used throughout this thesis is the power penalty that the ISI

channel suffers compared to the ISI-free case at a bit error rate of 10−12 or lower. Once

the BER versus signal-to-noise (SNR) curve is available using the method described in

Appendix A, this penalty can then be quickly determined. A quicker and more practical

approach that is widely used in the industry is discussed next.

Figure 2.12 shows hypothetical bit error rate curves for an ISI channel along with that

for the ISI-free case. The ISI-free curve achieves a BER of 10−12 at an SNR of γ0. The

relationship is governed by Pe = Q
(√

SNR
)
, where Q(·) is the well known Q-function [15].

In order to achieve the same performance, the ISI channel should operate at a much

higher SNR. The maximum permissible SNR is determined by the power budget for the

million bits per second numerically, the entire task requires 108 seconds or about 3.2 years.
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link. For 10 Gbps operation over MMF links, the IEEE 802.3aq task force [16] has allo-

cated a dispersion power budget, or margin, of 6.5 dBo5. This margin moves the operating

SNR to γ̂1 from γ0. At this SNR, the ISI channel achieves a BER denoted by P1. The ISI-

free curve will achieve this BER at an SNR denoted by γ̂0. Therefore, the power penalty

compared to the ISI-free case is given by :

Power penalty = γ̂1 − γ̂0 (2.5)

See Appendix B for more details about the ISI-free link.

While specifying the margin of the system, we have used the qualifier “dispersion” for

the power budget. It indicates that fiber loss and loss resulting from connectors are not

considered here.
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Figure 2.13: Variation of the optical power penalty with launch offset. The penalties corre-
spond to a 10 Gbps, 220m long MMF link without connectors.

2.10 Conventional Receiver Performance

For the conventional receiver, we compute the optical power penalty for the 108-fiber set for

220m long MMF links operating at 10 Gbps using the techniques of the previous section.

Figure 2.13 shows the scatter plot of the power penalty against the launch offset for the

connector-less case. Clearly, the penalties can be as large as 17 dBo and as small as 2 dBo.

Furthermore, both center and offset launches exhibit these wide variations in penalty.

Given that the allocated dispersion budget is only 6.5 dBo, it is clear that a large percent-

age of the 220m fibers cannot be operated at 10 Gbps. This type of statistical information

is better illustrated through the coverage curve, which is the percentage of fibers with the

penalty less than that given by the abscissa, Fig. 2.14a. The coverage curve for center

launch is obtained by computing the cumulative distribution for the power penalty under

the assumption that the offsets 0-3µm are equally likely. With the allocated maximum

penalty of 6.5 dBo, only 58% of the 108-fiber set (without connectors) is useful for reliable

5dBo = optical dB. In general, dBo = 0.5×dBe where dBe = electrical dB.
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transmission at 10 Gbps. This coverage drops dramatically to 18% when connectors are

added to the link.

Similarly, for offset launch the offsets 17-23µm are considered to be equally likely

while computing the coverage curve, Fig. 2.14b. In this case, the 6.5 dBo margin achieves

a coverage of 71% in the connector-less case and 18% with two connectors in the link.

It is standard practice to design communication transceivers to operate successfully

over at least 99% of the channels. In fact, the IEEE regularly uses such a requirement

while determining link power budgets during its standardization efforts. Clearly, such a

coverage requirement is a strong function of the fiber model used. If the 108-fiber set, with

its underlying assumption of being the worst 5% fibers, is used then the 80% coverage point

of this model characterizes receiver performance. One of the problems with this approach

is that the 5% estimate is based on differential modal delay statistics and not on the power

penalty. On the other hand, if the Monte Carlo fiber set is used, then the 99% coverage

point of this model determines receiver performance.

Comparisons of certain performance metrics for the 108-fiber set and the Monte Carlo

fiber set indicate that there is some discrepancy between these two models [48]. For ex-

ample, the 80% coverage point of the 108-fiber set does indeed correspond to the 99%

coverage point of the Monte Carlo set. But this is only for offset launch when connectors

are added to the link. If connectors are not considered, then the 93.5% coverage point of the

108 fiber set corresponds to the 99% coverage point of the Monte Carlo set. In the context

of this thesis, we will use the 95% point of the 108 fiber set in the connector-less case and

the 80% point when connectors are used. The implicit assumption is that both these data

points correspond to the 99% of the installed fiber base.

For MMF links with connectors the conventional receiver has a penalty of 14.5 dBo

with center launch and 14.4 dBo with offset launch at the 80% coverage point. Therefore,

the conventional receiver cannot support 10 Gbps over 220m long MMF links and so we

seek better ways to detect the transmitted bits in the presence of ISI.
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CHAPTER III

DECISION FEEDBACK EQUALIZATION OF MMF LINKS

In the previous chapter, we saw that conventional receivers are unable to overcome the

deleterious effects of modal dispersion. In this chapter, we employ linear and decision-

feedback equalization to mitigate ISI effects in multi-mode fiber links. We characterize the

performance of these receivers for 220m MMF links operating at 10Gbps. Performance of

both infinite-length and finite-length equalizers is considered.

3.1 Conventional Equalization Architectures and Metrics

The optimum detector is the one that chooses the mostly likely sequence of transmit bits

given the received waveform. Such a receiver, known as the maximum-likelihood sequence

estimator (MLSE), is efficiently implemented via the Viterbi algorithm [49]. While the

MLSE receiver has optimum performance, its complexity increases exponentially with

channel memory. As a consequence, implementations at data rates of 10 Gbps are par-

ticularly challenging. Although some prototypes have been discussed in the literature in

the context of single-mode fiber links, these MLSE receivers can handle only two bits of

ISI [50]. Furthermore, the power consumption and cost of such optimal receivers cannot

be justified in multi-mode fiber LANs, which operate at much lower price points compared

to long-haul SMF links. Therefore, sub-optimal equalizers with complexity that is linear in

channel memory are the focus of this research.

We begin with a brief overview of the various equalization architectures considered in

this chapter. Optimization of the equalizer coefficients and some key performance metrics

are also discussed.
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Figure 3.1: Structure of the fractionally spaced linear equalizer.

3.1.1 Linear Equalization

The simplest of electronic equalizer structures involves linear filtering of the received wave-

form and is known as the linear equalizer (LE) in the literature [15, 51], Fig. 3.1. It is also

called the feed-forward equalizer (FFE). Delayed and appropriately scaled versions of the

received waveform are combined by the linear equalizer. The corresponding output, y(t),

is sampled at the bit rate, 1/T . The output of the sampler, yk, is then processed by the slicer

to arrive at an estimate of the transmit bit, ak. Typically the tap spacing, Ts, is a fraction of

the bit period, so such a receiver is also known as the fractionally spaced linear equalizer.

The ratio β = T/Ts is known as the fractional-sampling or the over-sampling rate. Prac-

tical equalizers use rational values of β , with β = 2 being very common. When β = 1,

the equalizer is known as the T -spaced or the baud-spaced equalizer. One important rea-

son why the fractionally spaced equalizer is preferred to the baud-spaced equalizer is the

relative insensitivity of the former to the sampling phase τ0 [52].

The most common technique to adjust the equalizer coefficients is minimum mean-

square error (MMSE) equalization, where the energy of the error between the slicer input,

yk, and the corresponding transmit bit, ak, is minimized.
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Specifically,

ek = yk −ak (3.1)

Choose {ul} to minimize ξ ∆
= E

[
e2

k
]

(3.2)

The minimum mean-square error for the optimum linear equalizer with binary signaling is

given by [53]:

Minimum MSE = ξLE = T
∫ 1

2T

− 1
2T

N0/2
1
T ∑

l

∣∣G
(

f − l
T

)∣∣2 + N0
2σ2

a

d f (3.3)

where G( f ) is the Fourier transform of g(t) and σ 2
a is the variance of the transmit bits.

For the multi-mode fiber link, the response up to the front-end filter is given by g(t) =

hT X(t)FhMMF(t), where F is the convolution operation. Assuming ek to be Gaussian

with variance ξLE , we find that the power penalty for the infinite-length linear equalizer

compared to the ISI-free case is given by :

PIE-L ∆
= T

∫ 1
2T

− 1
2T

1
1
T ∑

l

∣∣G
(

f − l
T

)∣∣2 + N0
2σ2

a

d f (3.4)

where PIE-L stands for Penalty of Ideal Equalizer-Linear equalizer. The quantity N0/(2σ 2
a )

is chosen such that the MMF link is operating at a margin of 6.5 dBo from the noise power

at which the ISI-free link has a BER = 10−12. Further details related to the operating SNR

are provided in Appendix B.

The FSE structure shown in Fig. 3.1 is an inherently analog implementation. An equiva-

lent digital implementation is shown in Figure 3.2, where the 1/T sampler has been broken

into two samplers, one operating at 1/Ts and another operating at 1/β . The 1/Ts sampler
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Figure 3.3: Structure of the decision feedback equalizer.

has then been moved to the input of the feed-forward filter. This digital implementation

is the standard practice in wireline and wireless communications. Since its implementa-

tion at 10 Gbps is challenging, the analog implementation is the preferred approach for

multi-mode fiber links. On the other hand, performance estimation using the digital struc-

ture is more convenient because of the reduction in the highest sampling rate in the system.

Therefore, we will use the digital implementation to assess the performance of finite-length

equalizers, although the results apply equally well to the analog FSE.

While the concept of linear equalization can be traced back to Nyquist [54, 55], the

details of minimum mean-square optimization of the LE were provided by Berger and

Tufts [53]. Automatic adaptation of the linear equalizer was first considered by Lucky [56].

3.1.2 Decision Feedback Equalization

In section 2.8 we saw that the inter-symbol interference can be of the pre-cursor and/or

post-cursor type. Therefore, one can improve upon the performance of the linear equalizer

by canceling the ISI from the past bits before making a decision about the present bit. One

way such an estimate can be formed is by appropriately weighting the past decisions from

the slicer. Such a receiver structure is known as the decision feedback equalizer (DFE),

Fig. 3.3. The only difference from the linear equalizer structure is the feedback filter with

T -spaced coefficients vk that produces the estimate of the post-cursor ISI.

Unlike the linear equalizer case, the feed-forward filter is trying to equalize only the

pre-cursor part of the ISI, leaving the post-cursor ISI for the feedback filter. Therefore, the

30



additional noise enhancement that the LE had during post-cursor equalization is no longer

present in the case of the DFE. Therefore, the DFE is expected to have better performance

than the LE. The power penalty for the infinite-length DFE is given by :

PIE-D ∆
= exp

[
−T

∫ 1
2T

− 1
2T

ln

{
1
T ∑

l

∣∣∣∣G
(

f − l
T

)∣∣∣∣
2

+
N0

2σ2
a

}
d f

]
(3.5)

where PIE-D stands for Penalty of Ideal Equalizer-Decision feedback equalizer.

The decision feedback equalizer was proposed by Austin [57] while an explicit formula

for its minimum mean-square error was derived by Salz [58].

3.2 Infinite-length Equalizer Performance for MMF Links

In this section, we determine the coverage curves for the infinite-length linear and decision

feedback equalizers, Fig. 3.4. These results serve to illustrate the best performance that

can be achieved using such receiver architectures. The MMF links are 220 m long with

two connectors and are operated at a data rate of 10 Gbps. The power penalties for the

infinite-length LE and the DFE have been computed using (3.4) and (3.5) respectively. As

expected the optimum DFE performs significantly better than the infinite-length LE. In fact,

at the 80% coverage point, links with the DFE require about 2 dBo (= 4 dBe) less power

than those employing the LE, Table 3.1. Furthermore, using either equalizer improves

performance by more than 7 dBo compared to the unequalized links.

Table 3.1: Optical power penalty at the 80% coverage point for links with no equalizer, with
LE and with DFE. Each link is 220 m long with two connectors and is operated at 10 Gbps.

Equalizer Center Launch Offset Launch
Unequalized 14.5 dBo 14.4 dBo
Infinite-length LE 7.1 dBo 7.5 dBo
Infinite-length DFE 5.1 dBo 5.3 dBo
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Figure 3.4: Coverage curves with the infinite-length linear and decision feedback equalizers
for the 108 fiber set: (a) Center launch (b) Offset launch. Each link is 220 m long with two
connectors and is operated at 10 Gbps.
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Figure 3.5: Correlation between center launch and offset launch performance for the infinite-
length DFE (220 m long link at 10Gps).

3.2.1 Launch Diversity: Joint Launch

Thus far, we have presented power penalty results for center and offset launches sepa-

rately. Based on our discussion of the four illustrative refractive index profiles, we observe

that center defects have a more adverse effect on center launch performance than on off-

set launch performance. Similarly, edge and mid-axis defects impact offset launch more

significantly than center launch. Although such observations may be applicable to indi-

vidual defects, they may not be valid for arbitrary refractive index profiles, which often

have a combination of defects. To determine any possible correlation between CL and

OSL performance of fibers, we plot the average PIE-Ds for center and offset launches on a

fiber-by-fiber basis, Fig. 3.5. Indeed there are fibers with poor OSL performance that have

good CL performance and vice versa (enclosed by the dotted ellipses). The overall statis-

tical performance of the DFE with the installed fiber base can be improved if this launch

diversity can be exploited.

Based on such reasoning, the IEEE 802.3aq task force [16] has recommended the use

of joint launch (JL) in 10 Gbps serial links employing electronic dispersion compensation.
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Figure 3.6: Coverage curves with joint launch for the conventional receiver and links with
the infinite-length linear and decision feedback equalizers. Each link is 220 m long with two
connectors and is operated at 10 Gbps.

For any given link, joint launch selectively chooses the optimum launch between center and

offset launch, although the implementation details are left to the installers and the equip-

ment manufacturers. The statistical performance of JL is determined by first generating

pairs of CL and OSL PIE-Ds for each link. Specifically, a total of 28 pairs of metrics can

be generated from four center launch PIE-Ds (0− 3µm) and seven offset launch PIE-Ds

(17− 23µm). For each pair of metrics, the smaller of the two PIE-Ds is chosen. The

cumulative distribution for the joint launch metrics can then be generated assuming that

each of these 28 PIE-Ds is equally likely. Figure 3.6 shows the coverage curves with joint

launch for both the conventional receiver and links with the infinite-length LE and DFE.

At the 80% coverage point, the reduction in power penalty resulting from joint launch is

at least 1 dBo, Table 3.2. In the rest of this research, we use joint launch for performance

comparison purposes, unless stated otherwise.
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Table 3.2: Joint launch power penalty at the 80% coverage point for links with no equalizer,
with LE and with DFE. Also shown are the reductions in penalty when compared to center and
offset launches.

Equalizer Joint Launch Center Launch Offset Launch
Unequalized 12.5 dBo 2 dBo 1.9 dBo
Infinite-length LE 5.5 dBo 1.6 dBo 2 dBo
Infinite-length DFE 4.0 dBo 1.1 dBo 1.3 dBo

3.3 Finite-length Equalizer Performance for MMF Links

The performance of the infinite-length equalizers discussed in the previous section is usu-

ally sufficient to approximate the behavior of practical equalizers in wireline communi-

cations. This is primarily due to the ease with which equalizers with tens and hundreds

of taps can be implemented for those applications. However, the significantly higher data

rate of multi-mode fiber links makes the equalizer implementation particularly challeng-

ing. Therefore, even though the infinite-length DFE can achieve a BER = 10−12 or lower

on 99% of 220m links at a penalty of 4 dBo with joint launch, finite-length DFEs are

expected to have significant additional penalty.

We estimate the penalty of finite-length equalizers via a time-domain method, as op-

posed to the frequency-domain method adopted for the infinite-length LE/DFE. The finite-

length DFE coefficients that minimize the mean-square error can be determined in a straight-

forward manner [59, 60], as summarized in Appendix C. Note that the sampling phase, τ0,

and decision delay, ∆, (where âk = ak−∆) that minimize the MSE are chosen in each case.

We assume that the past decisions fed back in the DFE are correct (known as zero error-

propagation). Under such an assumption, the end-to-end channel up to the input of the

slicer can be represented by an FIR filter. Knowing the channel filter and the DFE coef-

ficients, the end-to-end channel filter can be computed as described in Appendex C. At

this point, the problem reduces to that of estimating the performance of an ISI channel, the

solution of which has already been outlined in Appendix A. We note that the zero error
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Figure 3.7: Coverage curves with joint launch for a few representative finite-length equalizers.
The infinite-length DFE coverage curve is repeated for comparison purposes.

propagation assumption is generally valid at bit error rates of 10−12 and lower.

An over-sampling rate of β = 2 was used for the finite-length equalizers. The number of

feed-forward filter taps was chosen from {2,4,6,8,10,12,14} and the number of feedback

filter taps was in the range [0,6]. The link parameters are consistent with those used for

the infinite-length DFE/LE cases (220m/two connectors/10 Gps). The coverage curves for

a few representative equalizer configurations with joint launch are shown in Fig. 3.7.

It is clear that finite-length equalizers can have significant additional penalty compared

to the infinite-length equalizers. For example, the 12 (T/2-spaced) tap linear equalizer can

be 2.2 dBo away from the infinite-length DFE while the 12 FF + 5 FB DFE performs within

0.5 dBo of the infinite-length DFE. A better understanding of the performance of various

finite-length equalizers can be arrived at via contour plots such as the one in Fig. 3.8.

The 80% coverage point penalty corresponding to the FF and FB taps given by the x-

and y-coordinates is shown. Furthermore, the individual penalty squares are color coded,

with black representing the unequalized link and white representing the infinite-length DFE

performance. The trade-off between the number of feed-forward and feedback taps and the
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corresponding performance can be understood both qualitatively and quantitatively from

such a plot.

Prior to our contributions to the IEEE 802.3aq task force [17–19], the performance

metrics discussion primarily focused on the infinite-length DFE, with the assumption that

practical equalizers will operate within 0.5 dBo of PIE-D. Although this may be true for the

12 FF + 5 FB DFE, this assumption is definitely not valid for the shorter equalizers that are

being considered by various EDC vendors. Our contributions on finite-length equalizers

opened the debate on the performance of practical equalizers. Eventually, a complicated

procedure that took into account all the different equalizer configurations (Fig. 3.8) but at

the same time was independent of any specific design was developed by the IEEE.

Based on these results, we conclude that 220m long 10 Gps links can achieve a BER

= 10−12 or lower when the receiver employs electronic equalization. Since the penalties
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Figure 3.9: Performance of finite-length equalizers with T -spaced feed-forward taps for 220m
links.

reported here are the ideal, simulation-based numbers, another 0.5 dBo of this penalty is

typically allocated to implementation issues. Therefore, a linear equalizer with 12 (T/2-

spaced) taps is not likely to achieve the required performance. At the same time, an 8 FF +

3 FB tap DFE or a 12 FF + 5 FB tap DFE will perform adequately.

3.3.1 Baud and Fractionally Spaced DFEs

The finite-length equalizer results discussed in the previous sections were generated under

the assumption that the feed-forward filter taps were T/2-spaced. Therefore, given a fixed

number of feed-forward taps, such an equalizer spans fewer bit periods compared to the

T -spaced equalizer. If the number of bits the ISI spans lies in between the spans of these

two equalizers, then the baud-spaced equalizer is expected to have superior performance.

This may result in sufficient reduction in equalizer complexity. To verify if this is indeed
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true, we determine the performance of the T -spaced equalizer for various number of feed-

forward and feedback taps. The discretized contour plot of the penalty at the 80% coverage

point is shown in Fig. 3.9. For all equalizer configurations below and to the left of the

piece-wise linear solid line, the T -spaced equalizer has better performance. Unfortunately,

approximately half of these configurations have a penalty larger than 6.0 dBo and so they

cannot support 10 Gbps operation over 220m MMF links. Therefore, only a handful of T -

spaced equalizer configurations are useful. As explained next, even for these cases timing

issues may result in poorer realizable performance.

Note that for both the fractionally spaced and the baud-spaced equalizer the perfor-

mance shown assumes that the optimum sampling instant has been chosen. While the

fractionally spaced equalizer is relatively insensitive to timing issues, the performance of

the T -spaced equalizer can significantly degrade with small deviations from the optimum

sampling instant [52]. This is because the T -spaced equalizer attempts to equalize the

folded or aliased spectrum :

HT ( f ) =
1
T ∑

l
H
(

f − l
T

)
exp
[

j2π
(

f − l
T

)
τ0

]
(3.6)

where H( f ) is the channel response up to the equalizer input and τ0 is the sampling instant.

Since the signal has a bandwidth somewhere between 1/(2T ) and 1/T , aliasing will occur

and hence the baud-spaced equalizer cannot directly equalize the phase distortion due to

timing issues. Therefore, even for the equalizer configurations where the T -spaced equal-

izer meets the performance requirement and is better than the T/2-spaced equalizer, the

actual realizable performance is a strong function of the timing circuitry.

On the other hand, the T/2-spaced equalizer is not likely to see any aliasing and so it is

effectively equalizing the channel response directly. In addition to relaxed timing circuitry

requirements, the fractionally spaced equalizer will have superior performance, provided

it has sufficient number of taps. This is indeed the case with the equalizer configurations

above and to the right of the solid line in Fig. 3.9. In fact, the fractionally spaced linear

equalizer can realize the optimum linear equalizer which is nothing but the matched filter
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followed by a baud-spaced equalizer [51, 52].

In view of the results presented, we believe that a filter tap spacing of T/2 is appropriate

for MMF links.

3.4 Can reach be extended to 300m?

The results of the previous sections indicate that equalizers of reasonable complexity can

support 10 Gbps over 220m of multi-mode fiber. Since the original goal was to achieve a

reach of 300m, we also determine equalizer performance for such links. In this case, the

infinite-length DFE has a penalty of 4.8 dBo at the 80% coverage point with joint launch.

The finite-length equalizer performance with T/2-spaced feed-forward filter taps is

shown in Fig. 3.10. We find that a larger number of equalizer taps are required to have a

penalty smaller than 6.0 dBo compared to the 220m case. For example, the 12 feed-forward

tap, 5 feedback tap DFE has a penalty of 5.8 dBo, which just satisfies the performance re-

quirement. Clearly, the equalizer complexity required to support 10 Gbps transmission

over 300m of multi-mode fiber is significant. Indeed, the IEEE 802.3aq task force relaxed

the reach requirement to 220m in view of such equalizer complexity issues.
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Figure 3.10: Performance of finite-length equalizers with T/2-spaced feed-forward taps for
300m links.
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CHAPTER IV

BIDIRECTIONAL DFE FOR MMF LINKS

In the previous chapter, we saw that a DFE with as many as 12 feed-forward and 5 feedback

taps is required to just support 10 Gbps transmission over 300m long multi-mode fiber

links. Since implementing such long DFEs is particularly challenging at 10 Gbps, the

IEEE 802.3aq task force relaxed the link length to 220m. Given this reach-complexity

bottleneck, we explore a low-complexity extension of the DFE equalizer, known as the

bidirectional DFE (BiDFE). We will establish its performance for MMF links both when

the BiDFE is infinitely long and when it is of finite length. In the process, we will develop

a new coefficient optimization algorithm.

4.1 The BiDirectional DFE

The performance of the infinite-length DFE is independent of whether the ISI is of the

pre-cursor or the post-cursor type since the matched filter makes the composite channel

response symmetric in both cases. On the other hand, finite-length DFEs result in higher

power penalties with pre-cursor ISI than with post-cursor ISI. This is evident from the

limiting case of only post-cursor ISI, where the feedback filter cancels the ISI without any

noise enhancement whereas pure pre-cursor ISI will result in significant penalty with finite

number of taps. We note that if the channel response is reversed in time then pre-cursor ISI

effectively becomes post-cursor ISI and vice versa. This can be indirectly accomplished by

a time-reversal of the received waveform. A DFE equalizing such a time-reversed signal

will be known as the reverse DFE whereas the conventional DFE will be referred to as the

forward DFE. The outputs of the reverse DFE (slicer input, detected bits) are in the time-

reversed order. Therefore, another time-reversal operation is required to obtain the transmit

bits in the original order.
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Figure 4.1: Structure of the bidirectional DFE (BiDFE).

The concept of selectively choosing between the forward DFE and the reverse DFE was

independently proposed by Ariyavisitakul [61,62] and Suzuki [63] in the context of indoor

wireless communications. We shall refer to such an equalizer as the selection DFE. The

noise at the output of the forward and reverse DFEs is typically poorly correlated with each

other, thereby providing an additional source of diversity.

Time-reversal diversity has been exploited in two different ways in the literature. The

bi-directional arbitrated DFE (BAD) approach [21, 64] generates two estimates of the re-

ceived signal using the detected bits for the forward and the reverse DFEs and an estimate

of the channel response. From the actual received signal and its estimates, it then computes

error signals that are used to arbitrate between the outputs of the two DFEs. Although the

BAD approach performs excellently, the complexity of the entire system is considerable. A

much simpler technique is to linearly combine the slicer inputs of the forward and the re-

verse DFEs (w(F)
k ,w(R)

k ) and then threshold the result to determine the transmit bit, Fig. 4.1.

Such a receiver structure is known as the bidirectional DFE (BiDFE) [20, 65, 66]. The

linear combination occurs through the single weighting parameter α .

After the initial burst of research on bidirectional DFEs [20, 21, 64–66], no further re-

sults have been reported in the literature. We believe that this research is the first effort to
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generalize the design and analysis of the BiDFE and apply it to practical channels. The

filter coefficients of the BiDFE can be obtained either by separate optimization of the con-

stituent DFEs or via joint optimization. The joint optimization of the finite-length BiDFE

for arbitrary, asymmetric channels1 has been performed in [66] under the assumption of

a matched-filter front-end. In this research, we develop joint optimization tools for the

BiDFE for the most general case of an arbitrary front-end filter together with fractionally-

spaced feed-forward filters. Furthermore, we develop performance estimation techniques

that avoid Monte Carlo simulations for the BiDFE under both separate and joint optimiza-

tion.

4.2 Infinite-Length BiDFE

The infinite-length BiDFE was analyzed in [65] under the high signal-to-noise ratio as-

sumption. Furthermore, it is assumed that the channel does not have zeros on the unit circle.

In addition, the jointly optimized infinite-length BiDFE is analyzed under the assumption

that after matched-filtering, the constituent DFEs have identical filter coefficients. This re-

striction will be clarified later. In this section, we relax these assumptions and determine

the performance of the infinite-length BiDFE.

4.2.1 Mathematical Preliminaries

Any continuous-time, linear, communication channel can be reduced to an equivalent discrete-

time channel using the whitened matched filter (WMF) front-end [51,67]. Therefore, with-

out loss of generality, the infinite-length BiDFE will be analyzed assuming the following

channel model :

rk = akFhk +nk ⇐⇒ rk = {ak}FH(z)+{nk} (4.1)

where ak are the transmit bits, hk is the channel response and nk is the noise, which is

white and Gaussian with variance σ 2
n . The transmit bits are assumed to be independent

1Channel impulse response is not symmetric with respect to pre-cursor and post-cursor ISI.
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Figure 4.2: The forward channel and the corresponding DFE.

and identically distributed with variance σ 2
a . For the sake of conceptual clarity, we have

abused the notation slightly in mixing time-domain and transform-domain quantities in the

alternative representation to the right.

We combine the conventional time-reversal operation with the complex conjugation

operation to arrive at the operator R{·} :

r̃k
∆
= R {rk} = r∗−k ⇐⇒ R̃(z) = R∗(1/z∗) (4.2)

where rk are the received samples of the equivalent discrete-time equivalent channel. This

minor modification to the time-reversal operation simplifies the subsequent analysis con-

siderably compared to the efforts in [62, 65]. It is straightforward to show that :

r̃k = ãkFh̃k + ñk ⇐⇒ r̃k = {ãk}H∗(1/z∗)+{ñk} (4.3)

4.2.2 Separately Optimized Forward DFE

The separately optimized forward DFE equalizes the channel modeled by equation (4.1).

The structure of the DFE is shown in Fig. 4.2, where UF(z) is the feed-forward filter and

VF(z)−1 is the feedback filter with VF(z) being monic and minimum phase. We determine

the DFE filters that minimize the mean square error (MSE) :

e(F)
k = w(F)

k − âk ≈ wk −ak (4.4)

ξF = E
[
|e(F)

k |2
]

=
1

2π

∫ π

−π
Se
(
e jω)dω (4.5)
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Figure 4.3: The reverse channel and the corresponding DFE.

where Se
(
e jω) is the power spectrum of the error ek. Under the assumption that no erro-

neous decisions are fed back, it can be shown that the MSE is minimized by the following

choice of filters [51, 59] :

UF(z) =
H∗ (1/z∗)

σ2
pP∗ (1/z∗)

(4.6)

VF(z) = P(z) (4.7)

where we have utilized the following spectral factorization :

|H(z)|2 +
σ2

n
σ2

a
= σ2

pP(z)P∗ (1/z∗) (4.8)

σ2
p = exp

[
1

2π

∫ π

−π
ln
{∣∣H(e jω)

∣∣2 +
σ2

n
σ2

a

}
dω
]

(4.9)

with P(z) being monic and minimum-phase. The error sequence is then given by :

e(F)
k = {nk}F

(
H∗

σ2
pP∗

)
−{ak}F

(
σ2

n /σ2
a

σ2
pP∗

)
(4.10)

4.2.3 Separately Optimized Reverse DFE

The separately optimized reverse DFE equalizes the channel modeled by equation (4.3). In

this case, we denote the feed-forward and feedback filters by ŨR(z) and ṼR(z)− 1 where

ṼR(z) is monic and minimum-phase, Fig. 4.3.
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The filters that minimize the MSE are given by :

ŨR(z) =
H (z)

σ2
pP∗ (1/z∗)

(4.11)

ṼR(z) = P(z) (4.12)

The corresponding error and and minimum MSE are :

ẽ(R)
k = {ñk}F

(
H

σ2
pP∗

)
−{ãk}F

(
σ2

n /σ2
a

σ2
pP∗

)
(4.13)

The transmit bit sequence is retrieved in the correct order after another time-reversal.

Therefore, the error with respect to the original transmit bits is then given by :

e(R)
k = w(R)

k −ak = {nk}F
(

H∗

σ2
pP

)
−{ak}F

(
σ2

n /σ2
a

σ2
pP

)
(4.14)

4.2.4 Separately Optimized Bidirectional DFE

The input to the final slicer of the BiDFE is given by :

wk = αw(F)
k +(1−α)w(R)

k = ak + ek (4.15)

ek = αe(F)
k +(1−α)e(R)

k (4.16)

To understand the auto-correlation and cross-correlation properties of the forward and re-

verse error sequences, we define νk :

νk = {nk}FH∗− σ2
n

σ2
a
{ak} ⇐⇒ Sν(z) = σ2

n σ2
pP(z)P∗(1/z∗) (4.17)

where Sν(z) is the power spectrum of νk. Therefore, the two error sequences are then given

by :

e(F)
k = {νk}F

(
1

σ2
pP∗

)
⇐⇒ SF(z) =

σ2
n

σ2
p

(4.18)

e(R)
k = {νk}F

(
1

σ2
pP

)
⇐⇒ SR(z) =

σ2
n

σ2
p

(4.19)
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Therefore, the forward and the reverse DFE have the same minimum mean square er-

ror. Furthermore, the cross power spectrum between the forward and the reverse error

sequences is :

SF,R(z) =
σ2

n
σ2

p
· P(z)

P∗(1/z∗)
(4.20)

Clearly, the forward channel error sequence is an all-pass filtered version of the reverse

channel error sequence.

It is straightforward to show that the choice of α that minimizes the mean square error

ξ = E[|ek|2] is given by [20]:

αopt =
ξR −ρ

√
ξFξR

ξF +ξR −2ρ
√

ξFξR
(4.21)

where the normalized cross-correlation ρ is defined as :

ρ =
ℜ{E[e(F)

k e(R)∗

k ]}√
ξFξR

(4.22)

with ℜ{·} denoting the real part of the argument. The corresponding minimum MSE is

then :

ξmin =

(
1−ρ2)ξFξR

ξF +ξR −2ρ
√

ξFξR
(4.23)

where ℜ{·} denotes the real part of the argument. When the forward and the reverse mean-

square errors are equal, we have :

αopt =
1
2

ξmin = ξF

(
1+ρ

2

)
(4.24)

Applying this result to the infinite-length BiDFE, equations (4.18)-(4.20), we find that its

performance gain over the forward DFE is :

ξBiDFE,S

ξF
=

2

1+ℜ
{

1
2π
∫ π
−π

P(e jω )
P∗(e jω )

dω
} (4.25)

The formulation in [65] expresses this result in terms of the zeros of the channel response

H(z) at high signal-to-noise ratio, under the assumption that no spectral nulls occur. In
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contrast, equation (4.25) is applicable at all signal-to-noise ratios and allows for spectral

nulls.

Since 0 ≤ ρ ≤ 1, the maximum possible gain because of the BiDFE, under separate

optimization, is 3 dBe ( = 1.5 dBo) .

4.2.5 Jointly Optimized Bidirectional DFE

In the previous section, the forward and the reverse DFEs of the BiDFE were optimized to

achieve the minimum mean-square error at their respective slicers. Since the global mean-

square error across the final slicer in Fig. 4.1 is indicative of the performance of the BiDFE,

we will now optimize the constituent DFEs to minimize this MSE.

Without loss of generality, we assume a matched-filter front end as shown in Fig. 4.4.

Its output is given by :

yk = akFQ(z)+ γk (4.26)

where Q(z) = H(z)H∗(1/z∗) and γk is Gaussian with power spectral density N0Q(z)/2.

The forward and reverse DFE filters are denoted by {UF(z),VF(z)} and {UR(z),VR(z)}

respectively. As before, VF(z) and VR(z) are monic and minimum phase. The analysis

in [65] assumed that both the constituent DFEs have identical filters and proves that such a

BiDFE achieves the matched filter bound (MFB). While such an assumption simplifies the

analysis, it also results in a unique solution to the joint optimization problem. Although [65]

illustrates the non-uniqueness of the optimum BiDFE through examples, we prove this by

allowing for the constituent DFEs to have different filters. It is from this perspective that we

analyze the joint optimization issue. Furthermore, our results are applicable at all SNRs.

Finally, we provide a completely different proof for the key result of this section compared

to [65].

It is straightforward to show that the forward and reverse DFE error samples are given
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by :

e(F)
k = w(F)

k −ak = γkF [UF ]+akF [QUF −VF ] (4.27)

e(R)
k = w(R)

k −ak = γkF [U∗
R]+akF [QU∗

R −V ∗
R ] (4.28)

Note that the w(R)
k is obtained after a second time-reversal operation. From equation (4.16),

the overall error is then given by :

ek = γkF [αUF +(1−α)U∗
R]+

+akF [Q{αUF +(1−α)U∗
R}−{αVF +(1−α)V ∗

R}]
(4.29)

We define the following quantities :

U(z) = αUF(z)+(1−α)U∗
R(1/z∗) (4.30)

V (z) = αVF(z)+(1−α)V ∗
R (1/z∗) (4.31)

which result in :

ek = γkF [U ]+akF [QU −V ] (4.32)

The problem reduces to determining the U(z),V (z) that minimize the mean square error

ξ = E
[
|ek|2

]
subject to the constraint that V (z) is monic.

Theorem 4.2.1 The unbiased, jointly optimized, infinite-length BiDFE achieves the matched

filter bound (MFB). The BiDFE that satisfies this bound is not unique. The corresponding

biased BiDFE is given by :

αUF(z)+(1−α)U∗
R(1/z∗) =

1
q0 +σ2

n /σ2
a

VF(z) = 1+
1
α
· [Q(z)]+

q0 +σ2
n /σ2

a

VR(z) = 1+
1

1−α
· [Q(z)]+

q0 +σ2
n /σ2

a

where [Q(z)]+ = ∑k>0 qkz−k.
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Proof The MSE can be expressed using the frequency domain as follows :

ξ =
1

2π

∫ π

−π

[
σ2

a
∣∣Q(e jω)U(e jω)−V (e jω)

∣∣2 +σ2
n ·Q(e jω)

∣∣U(e jω)
∣∣2
]

dω (4.33)

The fact that V (z) is monic implies :

1
2π

∫ π

−π
V (e jω)dω =

1
2π

∫ π

−π
V ∗(e jω)dω = 1 (4.34)

We introduce the Lagrange multiplier λ to account for this constraint and formulate the

augmented performance metric ζ as :

ζ =
1

2π

∫ π

−π

[∣∣Q(e jω)U(e jω)−V (e jω)
∣∣2 +

σ2
n

σ2
a
·Q(e jω)

∣∣U(e jω)
∣∣2
]

dω−

−λ
[

1
2π

∫ π

−π
V ∗(e jω)dω −1

] (4.35)

This optimization can be easily carried out using variational principles. Applying the well-

known Euler-Lagrange equation [68], it can be shown that :

Q(e jω)U(e jω)−V (e jω) = −σ2
n

σ2
a

U(e jω) = λ (4.36)

Plugging these results into equation (4.34), we finally get :

U(z) =
1

q0 +σ2
n /σ2

a
(4.37)

V (z) =
Q(z)+σ 2

n /σ2
a

q0 +σ2
n /σ2

a
(4.38)

where q0 is the DC term of Q(z) and is nothing but q0 = ∑k |hk|2. Therefore, it follows

from equation (4.33) that :

ξBiDFE,J =
σ2

n
q0 +σ2

n /σ2
a

(4.39)

Since minimum MSE optimization results in a biased receiver, we would like to estimate

the performance of the unbiased BiDFE. Applying the standard result that SNRunbiased =

SNRbiased −1 from [67], we get the MSE of the unbiased BiDFE :

ξBiDFE,J,U =
σ2

n
q0

=
σ2

n

∑k |hk|2
(4.40)
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Therefore, the unbiased, jointly optimized, infinite-length BiDFE achieves the matched

filter bound2.

Note that any combination of α,UF ,VF ,U∗
R,V ∗

R that results in U(z) and V (z) given by

equations (4.37) and (4.38) also satisfies the MFB. Therefore, the optimum BiDFE is not

unique.

From equations (4.31), (4.38) and the fact that q∗−k = qk, it follows that:

1+α ∑
k>0

vF,kz−k +(1−α) ∑
k>0

v∗R,kzk = 1+
1

q0 +σ2
n /σ2

a
·
[

∑
k>0

qkz−k + ∑
k>0

q∗kzk

]
(4.41)

Equating the powers of z we arrive at :

VF(z) = 1+
1
α
· [Q(z)]+

q0 +σ2
n /σ2

a
(4.42)

VR(z) = 1+
1

1−α
· [Q(z)]+

q0 +σ2
n /σ2

a
(4.43)

where [Q(z)]+ = ∑k>0 qkz−k. Finally, from equations (4.31), (4.38) we find that :

αUF(z)+(1−α)U∗
R(1/z∗) =

1
q0 +σ2

n /σ2
a

(4.44)

It follows from Theorem 4.2.1, that the feedback filters are uniquely determined once

an appropriate α has been chosen. Large feedback taps are more likely to result in error

propagation in the constituent DFEs. If α → 0 then the feedback taps of the forward DFE

will be extremely large, even approaching infinity in the limit. On the other hand, if α → 1

then the feedback taps of the reverse DFE will be correspondingly large. Clearly, the

optimum balance between error propagation for the forward and reverse DFEs is achieved

for α = 1/2. Therefore, the optimum feedback filters are given by :

VF(z) = VR(z) = 1+
2[Q(z)]+

q0 +σ2
n /σ2

a
(4.45)

2The matched filter bound is the performance obtained if only one bit were transmitted, also known as
one-shot communication. Since no ISI is present, this is the best performance that any receiver can achieve.
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Various auxiliary criteria can be adopted to resolve the non-uniqueness of the feed-

forward filters. For example, minimizing the mean square error of the constituent DFEs

results in :

UR(z) = UR(z) =
1+ 2[Q(z)]+

q0+σ2
n /σ2

a

Q(z)+σ 2
n /σ2

a
(4.46)

Therefore, the feed-forward and feedback filters of the constituent DFEs are identical. The

matched filter bound result in [65] was established using this assumption from the begin-

ning.

In this section, we have proved, using an alternate method, that the infinite-length

BiDFE achieves the matched filter bound at all SNRs. This was accomplished without

any restrictions on the constituent DFEs. Furthermore, we have identified the sources of

the non-uniqueness of the optimal BiDFE. In addition, we have established that if the con-

stituent DFEs are expected to have minimum MSE and error propagation, then there exists

a unique jointly optimized BiDFE that satisfies the MFB.

4.3 Finite-Length BiDFE

In the previous section, we analyzed the performance of the infinite-length BiDFE. We now

consider the finite-length BiDFE, which is more useful for practical implementations.

4.3.1 Performance of the finite-length BiDFE

In this section, we determine the performance of the finite-length BiDFE for a given fixed

set of equalizer filters. In later sections, we optimize these filters using various criteria and

then evaluate the performance using the tools developed here.

We analyze the performance of the finite-length BiDFE shown in Fig. 4.5. The received

signal, r(t), is the output of the front-end filter, hRX(t), Fig. 2.8. Sampling at a rate β/T

generates the samples rl that form the input to the BiDFE.

We assume that the forward and reverse DFEs have the same number of coefficients.

The important parameters of these DFEs are :
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1. Forward DFE:

• Feed-forward taps: {uF,l}, l = 1,2, . . . ,βLF

• Feedback taps: {vF,k},k = 1,2, . . . ,LB

• Detection delay: ∆F

2. Reverse DFE:

• Feed-forward taps: {uR,l}, l = 1,2, . . . ,βLF

• Feedback taps: {vR,k},k = 1,2, . . . ,LB

• Detection delay: ∆R

Following the approach of Appendix C, the slicer input for the forward DFE is given

by :

w(F)
k = cT

F




Rk+∆F ,F

−ak−1,F


 (4.47)

where cT
F = [uT

F vT
F ] and

Rk+∆F ,F = HFAk+∆F ,F +Nk+∆F ,F (4.48)

ak−1,F =

[
ak−1 ak−2 · · · ak−LB

]T

(4.49)

Note that HF ,Ak,F and Nk,F are defined in equation (C.9) in Appendix C.

The reverse DFE operates on the time-reversed channel, whose taps are given by :

hR,l = h(Lhβ−1)−l (4.50)

where Lh is the number of bit periods spanned by the end-to-end channel response h(t).

Applying the results of Appendix C to this channel, the slicer input for the reverse DFE is

given by :

w(R)
k = cT

R




RN−1−k+∆R,R

−aN−1−k−1,R


 (4.51)
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where cT
R = [uT

R vT
R ], N is the number of bits per transmission block and RN−1−k+∆R,R,

aN−1−k−1,R are defined as follows :

RN−1−k+∆R,R = HRAN−1−k+∆R,R +NN−1−k+∆R,R (4.52)

aN−1−k−1,R =

[
ak+1 ak+2 · · · ak+LB

]T

(4.53)

where HR,Ak,R and Nk,R are appropriate modifications of equation (C.9) to reflect the re-

verse channel.

From equations (4.47) and (4.51), it follows that the error across the final slicer is given

by :

ek = wk −ak = αcT
F




Rk+∆F ,F

−ak−1,F


+(1−α)cT

R




RN−1−k+∆R,R

−aN−1−k−1,R


−ak (4.54)

=

[
αcT

F (1−α)cT
R

]




Rk+∆F ,F

−ak−1,F

RN−1−k+∆R,R

−aN−1−k−1,R




−ak (4.55)

Therefore, the overall mean square error for the BiDFE is given by :

ξ = E[e2
k ] =σ2

a

[
αcT

F (1−α)cT
R

]



AF M

MT AR







αcF

(1−α)cR


−

−2σ2
a

[
αcT

F (1−α)cT
R

]



bF

bR


+σ2

a

(4.56)

where AF and bF are defined in equation (C.14) of Appendix C. The same definitions when

applied to the reverse channel yield AR and bR. The only new parameter is M which deter-

mines the interaction between the coefficients of the forward and reverse DFEs. Matrix M

is defined as follows :

M =




HFG11HT
R + N0

2σ2
a

R̂N −HFG12

−G21HT
R 0LB×LB


 (4.57)
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where the matrices G11,G12,G21 are succinctly defined through the following Matlab pseudo-

code :

Definition 4.1 Various matrix definitions for the BiDFE

Matrix G11:

1: Initialize: G11 = 0L×L where L = Lh +LF . Define J = ∆F +∆R +1

2: if J ≤ L then

3: G11(1 : J,1 : J) = flipud(eye(L,L))

4: else

5: G11(J−L+1 : L,J−L+1 : L) = flipud(eye(K,K)) where K = 2L− J

6: end if

Matrix G12:

1: Initialize: G12 = 0L×LB

2: if 1 ≤ ∆F ≤ LB then

3: G12(1 : ∆F ,1 : ∆F) = flipud(eye(∆F ,∆F))

4: else if ∆F ≥ LB +1 then

5: G12(∆F −LB +1 : ∆F ,1 : LB) = flipud(eye(LB,LB))

6: end if

Matrix G21:

1: Initialize: G21 = 0LB×L

2: if 1 ≤ ∆R ≤ LB then

3: G21(1 : ∆R,1 : ∆R) = flipud(eye(∆R,∆R))

4: else if ∆R ≥ LB +1 then

5: G21(1 : LB,∆R −LB +1 : ∆R) = flipud(eye(LB,LB))

6: end if
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Note that R̂N = E[Nk+∆F ,FNT
N−1−k+∆R,R] can be easily determined from the noise auto-

correlation given by equations (C.3) and (C.4) in Appendix C. We can now evaluate the

overall MSE for the BiDFE from equation (4.56).

Since the input to the BiDFE slicer contains residual ISI, the mean square error may not

be a good indicator of the BiDFE bit error rate performance. We can get a better estimate of

the BER by explicitly considering the residual ISI. The procedure to determine the residual

ISI for the forward DFE is described in Appendix C. The residual ISI for the reverse DFE

can also be computed similarly. Once the residual ISI for each DFE is known along with

α , the net residual ISI can be determined by aligning the ISI terms for the forward and

reverse DFEs appropriately. At this point, we can quickly estimate the bit error rate and

hence penalty of the BiDFE using the procedure outlined in Appendix A.

4.3.2 Separate Optimization of the BiDFE

We begin with the separate optimization technique. To summarize, the constituent DFEs

are chosen to minimize their respective mean square error. Therefore, the coefficients of

the constituent DFEs are given by :

cF = A−1
F bF (4.58)

cR = A−1
R bR (4.59)

The optimum weighting parameter and corresponding mean square error across the final

slicer are again given by equations (4.21) and (4.23). Upon simplification using the defini-

tions of the previous section, we get :

α =
cT

FbF − cT
FMcR

cT
FbF + cT

RbR −2cT
FMcR

(4.60)

Once the DFE coefficients and α are known, the tools of the previous section can be

used to determine the bit error rate and hence the optical power penalty of the BiDFE. As

before, we can then evaluate the coverage curves for the 108-fiber set. As an example,

Fig. 4.6 shows the coverage curves for the bidirectional DFE under separatate optimization
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Figure 4.6: Coverage curve for the BiDFE under separate optimization with 12 (T/2-spaced)
FF taps and 5 FB taps per constituent DFE. Only the 80%-100% coverage range is shown for
the sake of clarity. Both the forward DFE and the selection DFE have 24 FF and 10 FB taps in
order to have the same complexity as the BiDFE. The coverage curve for the optimum DFE is
included for comparison purposes.

with 12 (T/2-spaced) feed-forward and 5 feedback taps for each of the constituent DFEs.

The forward DFE and the selection DFE have 24 FF and 10 FB taps in order to have

the same complexity as the BiDFE. All the coverage curves correspond to 220m links

operating at 10Gbps with 2 connectors and joint launch. Clearly, the selection DFE does

marginally better than the forward DFE and both are within 0.15 dBo of the optimum DFE

performance (at the 80% coverage point). On the other hand, the BiDFE performs 0.4 dBo

better than even the optimum DFE.

4.3.3 Joint Optimization of the BiDFE

In the previous section, the forward and the reverse DFEs of the BiDFE were optimized to

achieve the minimum mean-square error at their respective slicers. Since the global mean-

square error across the final slicer (Fig. 4.5) is indicative of the performance of the BiDFE,

we will now optimize the constituent DFEs to minimize this MSE. Clearly, minimizing the
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MSE given by equation (4.56) results in the following system of equations :



AF M

MT AR




︸ ︷︷ ︸
A




αcF

(1−α)cR


=




bF

bR


 (4.61)

where cF and cR are the filter coefficients of the forward and reverse DFEs respectively.

As with the jointly optimized infinite-length BiDFE, we find that the finite-length BiDFE

also is not unique. In the infinite-length case, we chose α = 0.5 based on considerations of

error propagation. We use the same choice even for the finite-length BiDFE.

For certain combinations of LF ,LB,∆F and ∆R, we find matrix A to be rank deficient.

This is to be expected since we have proved that the jointly optimized BiDFE does not have

a unique solution in the infinite-length case.

4.3.3.1 Constrained feedback filter method

As discussed earlier for the infinite-length BiDFE, one way of eliminating this non-uniqueness

is to choose the equalizer coefficients such that the “post-cursor” ISI generated by each

DFE is canceled by its own feedback filter. Under this assumption, the feed-forward and

feedback filters are related as follows :

vF = −A21,FuF (4.62)

vR = −A21,RuR (4.63)

where AF has the following block matrix paritioning :

AF =




A11,F AT
21,F

A21,F ILB


 (4.64)
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The individual block matrices are as defined by equation (C.14). AR is partitioned similarly.

Then the overall mean square error can be expressed in terms of the feed-forward filters as :

ξ = E[e2
k ] =σ2

a

[
αuT

F (1−α)uT
R

]



P11 P12

PT
12 P22




︸ ︷︷ ︸
P




αuF

(1−α)uR


−

−2σ2
a

[
αuT

F (1−α)uT
R

]



b1,F

b1,R




︸ ︷︷ ︸
q

+σ2
a

(4.65)

where the various partitions of P are defined as follows :

P11 = A11,F −AT
21,FA21,F (4.66)

P22 = A11,R −AT
21,RA21,R (4.67)

P12 = M11 −M12A21,R −AT
21,FM21 (4.68)

Again Mi j are the appropriate partitions of M, equation (4.57). The vectors b1,F and b1,R

are the first βLF elements of bF and bR respectively.

As an example, we analyze the performance of the fiber with a center dip in its profile

used with a 0µm offset launch. The link is 220m long with 2 connectors near the trans-

mitter end. Each DFE is assumed to have 12 (T/2-spaced) feed-forward and five feedback

taps. The separately optimized forward and reverse DFEs have optical power penalties of

8 dBo and 7.8 dBo respectively and corresponding BiDFE has a penalty of 6.4 dBo. Joint

optimization of the BiDFE using the method described in this section results in a penalty

of 4.2 dBo, an improvement of ≈ 3.6 dBo. But the power penalties of the constituent DFEs

of such a BiDFE are 20.1 dBo and 18.6 dBo, a peformance degradation of ≈ 11 dBo.

Therefore, the dramatic performance improvement of the jointly optimized BiDFE comes

at the cost of the inferior performance of the constituent DFEs. Clearly, such poorly de-

signed forward and reverse DFEs will have a significant impact on the overall performance,

when practical issues such as error propagation are considered. Therefore, the constrained
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feedback filter method is not expected to be yield the theoretically predicted performance

improvements in practice.

4.3.3.2 Constrained FDFE/RDFE interaction method

From equation (4.61), it is clear that the interaction between the forward and the reverse

DFE occurs through the matrix M. The jointly optimized BiDFE results in minimum over-

all MSE, but it is not uniquely defined and the constituent DFEs are not likely to have the

possible minimum MSE. When M is the all zero matrix, the forward and reverse DFE co-

efficients are identical to the case when they minimize their respective mean square errors.

In this case, the BiDFE performance is the same as that of the separately optimized BiDFE.

Furthermore, the constituent DFEs are uniquely defined and they also achieve their respec-

tive minimum MSEs. If somehow we can control the degree to which the forward and

reverse DFEs impact each other, then we are likely to have better control over the trade-

off between individual MSEs and the overall MSE. Based on this heuristic reasoning, we

propose a weighting factor λ :



AF λM

λMT AR







αcF

(1−α)cR


=




bF

bR


 (4.69)

Note that λ = 0 corresponds to independent optimization of the forward and reverse DFEs

whereas λ = 1 is equivalent to the unconstrained joint optimization of the BiDFE. Further-

more, λ also controls the transition from a unique solution for the constituent DFEs to a

non-unique solution.

We illustrate the performance of the BiDFE with this new optimization method for the

center-dip fiber. We sweep λ from zero to one and determine the penalty improvement for

the jointly optimized BiDFE compared to the separately optimized one, Fig. 4.7. We also

show the penalty increase for the forward and reverse DFEs compared to their penalties un-

der separate optimization. The corresponding quantities for the constrained feedback filter

method, labeled “Method 1”, have been added for comparison purposes. The constrained
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Figure 4.7: Penalty improvement for the jointly optimized BiDFE compared to the separately
optimized BiDFE for the two design methods. Method 1 is the constrained feedback filter
method whereas Method 2 is the constrained FDFE/RDFE interaction method. The penalty
degradation for the forward and reverse DFEs for each method are also shown. The penalties
are for the fiber with a center dip. The link is 220m long, has two connectors and is used wit a
0µm offset launch. Each constituent DFE has 12 (T/2-spaced) FF and 5 FB taps.

FDFE/RDFE interaction method is called “Method 2” in Fig. 4.7. Clearly, method 1 results

in better BiDFE performance compared to method 2 for most values of λ . However, the

forward and reverse DFEs under method 1 have penalties that are approximately 10 dBo

worse than the corresponding penalties with method 2.

Several interesting observations can be made from Fig. 4.7. As λ approaches unity, the

BiDFE penalty decreases with method 2. This is expected since the more aware each DFE

is of the other DFE’s impact, the lower the overall penalty. Interestingly, as λ increases, the

forward and reverse DFE penalties also increase under method 2. Basically, the more the

interaction between the constituent DFE taps, the more they deviate from their respective

optimum settings. Therefore, if one requires any improvement over the separately opti-

mized BiDFE, then a loss in performance for the FDFE/RDFE has to be tolerated. Unlike
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Figure 4.8: Coverage curve for the BiDFE under joint optimization with 12 (T/2-spaced) FF
taps and 5 FB taps per constituent DFE. Only the 80%-100% coverage range is shown for the
sake of clarity.

method 1, the λ parameter allows the designer to make this trade-off in a graceful manner.

We will employ the constrained FDFE/RDFE interaction technique (method 2) for opti-

mizing the BiDFE in the rest of this research. Based on simulations using the 108-fiber set,

we find that a choice of λ = 0.9 achieved the right balance between the BiDFE penalty and

the constituent DFE penalties.

Figure 4.8 shows the coverage curves for the bidirectional DFE under joint optimiza-

tion with 12 (T/2-spaced) feed-forward and 5 feedback taps for each of the constituent

DFEs. Also included are the coverage curves corresponding to the matched filter bound,

the infinite-length DFE and the separately optimized BiDFE. Clearly, the jointly optimized

BiDFE performs better than the optimum DFE by as much as 1 dBo and is within 0.2 dBo

of the matched filter bound at the 80% coverage point, Table 4.1. Furthermore, simply

changing the optimization procedure (from separate to joint) without changing the receiver

structure has resulted in a performance gain of 0.6 dBo.
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Table 4.1: Joint launch power penalty at the 80% coverage point for the BiDFE under separate
and joint optimizations. Also shown are the improvements over the optimum DFE and the gap
from the matched filter bound. The penalties for the conventional (forward) DFE are provided
for comparison purposes.

Equalizer Joint Launch Improvement over Gap from the
the Optimum DFE Matched filter bound

Optimum DFE 4.0 dBo - 1.2 dBo
12FF + 5FB DFE 4.5 dBo −0.5 dBo 1.7 dBo
24FF + 10FB DFE 4.2 dBo −0.2 dBo 1.4 dBo
BiDFE: Separate Opt. 3.6 dBo 0.4 dBo 0.8 dBo
(12FF + 5FB per DFE)
BiDFE: Joint Opt. 3.0 dBo 1 dBo 0.2 dBo
(12FF + 5FB per DFE)

4.4 Complexity Reduction

The analysis and results of the previous sections have established the superior performance

of the BiDFE for MMF links. In this section, we demonstrate that given a finite number of

filter taps, the BiDFE utilizes them better than the conventional (forward) DFE.

Figure 4.9 shows the coverage curves for the jointly optimized BiDFE with 8 (T/2-

spaced) feed-forward taps per constituent DFE. The number of feedback taps per DFE is

gradually reduced from 3 to 1. Clearly, the performance of the 2 feedback tap DFE is very

close to that of the 3 FB tap case and both are better than the optimum DFE. Even the

BiDFE with 8 FF and 1 FB taps per DFE performs as well as the optimum DFE (at the

80% coverage point). Of course, each of these BiDFE configurations performs better than

any finite-length forward DFE.

We now reduce the number of feed-forward taps per DFE keeping the number of feed-

back taps fixed at 2 coefficients per DFE, Fig. 4.10. The 6 FF + 2 FB tap BiDFE performs

slightly better than the optimum DFE. For comparison purposes, the 12 FF + 5 FB tap

forward DFE performs 0.5 dBo worse than the optimum DFE. Therefore, given approxi-

mately the same number of filter taps (12 FF and 4-5 FB coefficients), the BiDFE utilizes
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Figure 4.9: Impact of reducing the number of feedback taps on the jointly optimized BiDFE
performance. Each constituent DFE has 8 (T/2-spaced) feed-forward taps.
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Figure 4.10: Impact of reducing the number of feed-forward taps on the jointly optimized
BiDFE performance. Each constituent DFE has 2 feedback taps. The coverage curve for the
8 FF + 3 FB tap forward DFE is included for comparison purposes.
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Figure 4.11: Link length extension with the jointly optimized BiDFE.

them better to yield superior performance the forward DFE. A further example is the case

of the 4 FF + 2 FB tap BiDFE which performs 0.8 dBo better than the 8 FF + 3 FB tap

forward DFE.

Although these examples do not constitute a rigorous proof, they do indicate that the

BiDFE utilizes the available filter coefficients in a more efficient manner than the con-

ventional (forward) DFE. Therefore, achieving a BER of 10−12 or lower is easier with two

short DFEs configured as the BiDFE than one long forward DFE for multi-mode fiber links.

4.5 Can reach be extended to 300m?

In this section, we explore the possibility of link length extension using the jointly opti-

mized BiDFE. We consider BiDFEs with constituent DFEs that are feasible with current

technology [16]. Specifically, we evaluate the performance of BiDFEs with 3 FB taps per

DFE and six or eight (T/2) feed-forward taps per DFE.

Figure 4.11 shows the power penalty at the 80% coverage point of the 108-fiber set with
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two connectors in the link. We have also included the 12 FF + 5 FB tap DFE and 16 FF +

6 FB tap DFE for comparison purposes. The BiDFE with 6 FF + 3 FB taps per DFE has a

penalty of 5.7 dBo for a 350m long link. Using two additional FF taps per DFE allows the

BiDFE to equalize even a 400m link with a penalty of 6.2 dBo. In contrast, the 12 FF +

5 FB tap DFE has a penalty of 5.8 dBo at 300m. The 16 FF + 6 FB tap DFE has the same

number of coefficients as the BiDFE with 8 FF + 3 FB taps per DFE. Even such a long

DFE does not support a reach of 400m since the penalty is 6.8 dBo. Clearly, the jointly

optimized BiDFE permits a reach in the 350-400m range compared to only 220-300m for

the conventional DFE with comparable complexity.
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CHAPTER V

CAPACITY OF OPTICAL INTENSITY CHANNELS

Thus far we have considered the practical problem of equalizing multi-mode fiber links.

In this chapter, we will determine the channel capacity of intensity modulated channels.

Such a figure of merit establishes fundamental communication limits for such channels

and also enables a quick comparison of different transmission schemes as will be done in

the next chapter. After establishing how intensity channels are different from conventional

electrical channels such as wired and wireless links, we proceed to estimate a lower bound

on the capacity.

5.1 Capacity of the band-limited, AWGN Channel

At an intuitive level, channel capacity is the maximum rate at which bits can be sent across

a noisy channel with arbitrarily low probability of error. Exploration of the fundamen-

tal transmission limits of communication channels began with the seminal work of Shan-

non [69].

Consider a channel with bandwidth W that does not result in any inter-symbol interfer-

ence. The transmit signal x(t) and the corresponding received signal r(t) are then related

by :

r(t) = x(t)+η(t) (5.1)

where η(t) is additive, white, Gaussian noise of power spectral density N0/2. The capacity

of such a channel assuming an average electrical transmit power Pav is then given by [70]:

C(W ) = W log2

[
1+

Pav

N0W

]
bits/sec (5.2)

This capacity is achieved when 1/(2W )-spaced samples of x(t) have a Gaussian distribu-

tion, thereby implying both positive and negative values for the transmit waveform, x(t).
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This is the case with wired and wireless channels. Unfortunately, this assumption is not true

for intensity modulated optical channels. In this case, the transmit waveform is constrained

to be non-negative.

Furthermore, the capacity of equation (5.2) was derived by assuming that the transmitter

was constrained to a maximum electrical power of Pav, which is a function of the mean of

|x(t)|2. In contrast, optical channels have a constraint on the average optical power which

is proportional to the mean of x(t).

In view of these two differences, the channel capacity of equation (5.2) is not directly

applicable to intensity modulated optical channels.

5.2 Intensity Modulated Optical Channels

Various researchers have investigated the problem of determining the capacity of intensity

modulated channels when the non-negativity and average optical power constraints are

imposed.

You and Kahn [71] consider a subcarrier modulation (SCM) scheme together with the

non-negativity and average optical power constraints. They assume that each of the subcar-

riers uses quadrature amplitude modulation (QAM) signaling. During each symbol period,

the non-negativity constraint restricts the transmit vector to belong to certain trigonometric

moment spaces, which will be defined later. An upper bound on the mutual information

for such a transmission scheme is then determined by assuming that the transmit vector

is equally likely to lie anywhere in this trigonometric moment space. The asymptotic be-

havior of this upper bound on the mutual information when the number of subcarriers is

increased is then briefly explored in [71]. One limitation of [71] is that only a finite al-

phabet signaling scheme is investigated. Capacity bounds when the transmit vector can be

continuous over the specified trigonometric moment space is not explored. In addition, the

transmission scheme uses a fixed bias term, which is equivalent to not allowing the average

optical amplitude to vary from symbol to symbol. Such a restriction implies a reduction
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in capacity since there is one less degree of freedom. This point will be explained in more

detailed later.

Hranilovic and Kschischang [72, 73] consider a general framework of time-disjoint

signaling, where each symbol is restricted to a duration of T seconds with independent

transmission across multiple symbol periods. They also relax the restriction of finite alpha-

bet signaling and determine upper and lower bounds for the capacity of optical intensity

channels. The upper bound is estimated using sphere packing arguments similar to those

originally used by Shannon [69], but now applied to the trigonometric moment spaces. The

lower bound is estimated using the source probability density function (PDF) that maxi-

mizes the transmit differential entropy. Finally, convergence of these bounds to the actual

capacity of the channel is established [72, 73].

Through examples, Hranilovic and Kschischang illustrate that their capacity bounds

depend on the basis set chosen for signaling. One of their examples, the raised-QAM set,

is nothing but the subcarrier modulation scheme of [71]. However, only the two subcarrier

case is considered in [72,73]. Asymptotic behavior of the capacity bounds when the number

of subcarriers is increased is not explored, although it is suggested that there may not

be much benefit in doing so. Finally, the capacity upper and lower bounds determined

in [72, 73] require extensive numerical computation.

In this research, we will determine lower bounds on the capacity of optical intensity

channels. We build on the previous two efforts, with the following differences :

• We will first establish that any time-disjoint signaling scheme can be expressed

canonically as a subcarrier modulation scheme. Therefore, capacity for time-disjoint

signaling can be estimated by assuming an SCM transmission framework, without

loss of generality.

• We relax the assumption of finite alphabet, overcoming the drawback of [71].

• Since optical channels such as multi-mode fiber links operate in the high SNR regime,
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we will focus only on a lower bound for the capacity. We then determine a capacity

lower bound using the max-entropic source PDF with an arbitrary number of subcar-

riers. It can be shown that the entropy of the received waveform is lower bounded

by the entropy of the transmit waveform. This property allows derivation of capacity

lower bounds that have closed-form expressions, thereby facilitating a clearer under-

standing of capacity dependence on various parameters. This is in contrast to the

results of Hranilovic and Kschischang [72,73] where numerical integration is neces-

sary even for the simplest examples.

• We then explore the asymptotic behavior of this lower bound as the number of sub-

carriers is increased. As we show later, this asymptotic capacity is very similar in

form to the capacity given in equation (5.2). The implications of this result are dis-

cussed further.

5.3 Time-Disjoint Signaling and Subcarrier Modulation

Following the approach of [72, 73], we assume that the transmit waveform x(t) is time-

limited to |t| ≤ T/2 where T is the symbol period :

x(t) = 0 for |t| > T
2

(5.3)

Let X( f ) be the corresponding frequency response. From the Nyquist sampling theorem,

we know that such an X( f ) can be uniquely represented by samples at Ts = T :

X( f ) =
∞

∑
k=−∞

Xkδ
(

f − k
T

)
F sinc( f T ) (5.4)

where F denotes the convolution operation. Assuming x(t) to be real, we have :

x(t) =





X0
T + 2

T

∞
∑

k=1

[
Xk,r cos

(2πkt
T

)
−Xk,i sin

(2πkt
T

)]
|t| ≤ T

2

0 |t| > T
2

(5.5)
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where Xk,r,Xk,i are the real and imaginary parts of Xk. This is similar to equation (5)

from [71] and is nothing but subcarrier modulation. Thus, time-disjoint signaling is equiv-

alent to subcarrier modulation.

It is straight-forward to show that :

Xk =

T/2∫

−T/2

x(t)exp
(
− j2πkt

T

)
dt, k = 0,1,2, . . . (5.6)

Clearly, to satisfy the non-negativity constraint, x(t) ≥ 0, only certain combinations of

Xk’s are permitted in each symbol period T . This admissible region of the transmit vector

[Xk]
∞
k=0 is called the trigonometric moment space in [71] and is defined as :

χ =





[Xk]
∞
k=0 : x(t) ≥ 0, Xk =

T/2∫

−T/2

x(t)exp
(
− j2πkt

T

)
dt





(5.7)

We will restrict ourselves to a finite number of subcarriers, say K including the DC term X0.

This condition will be relaxed later when the asymptotic behavior of the capacity bound is

explored. We can parametrize the non-negativity constraint in terms of X0 as follows :

ΓX0 =

{
(X1,X2, . . . ,XK−1) :

K−1

∑
k=1

Re
{

Xk exp
(

j2πkt
T

)}
≥−X0

2
; |t| ≤ T

2

}
(5.8)

One can visualize ΓX0 as a cross-section of the trigonometric moment space χ . As shown

later, what is more important is the volume, V (ΓX0), of the space ΓX0 . It can be shown

that [73] :

V (ΓX0) = V (Γ1)X
2(K−1)
0 (5.9)

where the volume V (Γ1) is given by [71] :

V (Γ1) =
(2π)K−1(K −1)!

(2K −2)!
(5.10)

The average optical power at the transmitter can be expressed as :

Popt. = E




1
T

T/2∫

−T/2

x(t)dt


 (5.11)
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which is equivalent to :

E[X0] = Popt.T (5.12)

Thus the optical power depends on only the DC term X0 and not on the other subcarriers.

Hranilovic and Kschischang [72,73] define bandwidth as the band of frequencies where

99% of the signal energy is concentrated. However, we will use a more practical definition

of bandwidth which is related to spectral nulls. From equation (5.4) it is clear that there are

nulls at ±1/T above and below each subcarrier, resulting in a bandwidth of 1/T for each

subcarrier. Therefore, with K subcarriers, the bandwidth of the SCM scheme is :

W =
K
T

(5.13)

This is similar to the definition used in [71].

5.4 Receiver Structure and Noise Statistics

The transmit waveform is then corrupted by additive white Gaussian noise in the channel.

The corresponding received waveform is again given by equation (5.1). The receiver front-

end simply extracts the noisy estimates of Xk required for the detection process. Such a

front-end can be mathematically described as follows :

Yk =

T/2∫

−T/2

y(t)exp
(
− j2πkt

T

)
dt, k = 0,1,2, . . . (5.14)

= Xk +NK (5.15)

where Nk is given by :

Nk =

T/2∫

−T/2

η(t)exp
(
− j2πkt

T

)
dt (5.16)

Since η(t) is assumed to be real, white and Gaussian with zero mean and power spectral

density N0/2, it can be shown that for k ≥ 1, the samples Nk are independent and identically

distributed and complex with zero mean and variance N0T/2. Therefore, the real and

75



imaginary components of Nk have a variance N0T/4 when k ≥ 1. The sample N0 is also

independent of the other noise samples but is real, with variance N0T/2.

The detection process then reduces to choosing the appropriate transmit vector X given

the received vector Y :



Y0

Y1,r

Y1,i

...

YK−1,r

YK−1,i




︸ ︷︷ ︸
Y

=




X0

X1,r

X1,i

...

XK−1,r

XK−1,i




︸ ︷︷ ︸
X

+




N0

N1,r

N1,i

...

NK−1,r

NK−1,i




︸ ︷︷ ︸
N

(5.17)

5.5 Channel Capacity

The reduction from a waveform channel to a discrete-time channel, equation (5.17), enables

the use of several tools from information theory. The capacity of such a channel is given

by [69] :

C =
1
T

sup
fX,X∈χ

I(X;Y) bits/sec (5.18)

where the supremum is taken over all probability distributions of X, fX, that satisfy the

non-negativity constraint. Since the noise is independent of the transmit vector, we use

following expression for the mutual information I(X;Y) :

I(X;Y) = h(Y)−h(N) (5.19)

where h(N) is the differential entropy of the noise. Definitions of differential entropy, mu-

tual information and channel capacity are provided in Appendix D along with an intuitive

explanation. The entropy power inequality implies that [70] :

h(Y) ≥ h(X) (5.20)
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Therefore, a lower bound for the capacity is given by :

C ≥ 1
T

sup
fX,X∈χ

[h(X)−h(N)] (5.21)

Clearly, this capacity lower bound is maximized for the PDF fX that maximizes the differ-

ential entropy of the transmit vector X. Following the notation of [72, 73], we denote the

transmit vector corresponding to such a max-entropic distribution by X∗. Therefore, the

capacity lower bound reduces to :

C ≥ 1
T

[h(X∗)−h(N)] bits/sec (5.22)

5.6 Max-Entropic Source Distribution

In this section, we determine the probability density that maximizes the entropy of the

transmit vector X∗ given the non-negativity and average optical power constraints. This

problem can be mathematically expressed as :

Maximize h(X) = −
∫

· · ·
∫

X∈χ

fX log2 [ fX]dX (5.23)

subject to
∫

· · ·
∫

X∈χ

fXdX = 1 (5.24)

and
∫

· · ·
∫

X∈χ

X0 fXdX = PoptT (5.25)

Using the method of Lagrange multipliers and equations (5.9) and (5.10), it can be shown

that the entropy maximizing distribution fX is given by :

fX(X) = Ce−α0X0 (5.26)

C =
α2K−1

0
(2K −2)!V (Γ1)

(5.27)

α0 =
2K −1
PoptT

(5.28)

Thus the transmit vector X has an exponential distribution. The corresponding entropy is

then :

h(X∗) = log2

[
e2K−1

C

]
(5.29)
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From equations (5.10),(5.27) and (5.28), we have :

h(X∗) = log2

[
(PoptTe)2K−1(2π)K−1(K −1)!

(2K −1)(2K−1)

]
bits/symbol (5.30)

5.7 Capacity Lower Bound

Using the noise statistics from section 5.4, the differential entropy of the noise vector N

can be shown to be :

h(N) = log2

[
(πN0Te)K− 1

2

2K−1

]
bits/symbol (5.31)

Therefore from equations (5.22),(5.30) and (5.31), the capacity lower bound can be ex-

pressed as :

C ≥ 1
T

log2



(

P2
optTe
N0

)K− 1
2

· 22K−2(K −1)!√
π(2K −1)(2K−1)


 bits/sec (5.32)

Using Stirling’s approximation, n! ≈
√

2πnnn/en, this bound reduces to :

C ≥ 1
T

log2



(

P2
optT
N0K

)K− 1
2

·
√

e
2
·
(
1− 1

K

)K− 1
2

(
1− 1

2K

)2K−1


 bits/sec (5.33)

Since the bandwidth W = K/T , it follows that :

C ≥W log2



(

P2
opt

N0W

)1− 1
2K

·
(e

2

) 1
2K ·
(
1− 1

K

)1− 1
2K

(
1− 1

2K

)2− 1
K


 bits/sec (5.34)

Thus we have derived a closed-form expression for the capacity lower bound with arbitrary

number of subcarriers. The term P2
opt/(N0W ) is the equivalent electrical signal-to-noise

ratio (SNR). The spectral efficiency is nothing but C/W with units of bits/sec per Hz.

Unlike the results of Hranilovic and Kschischang [72, 73], dependence on the SNR

and the number of subcarriers is explicitly available and does not require any numerical

integration. The variation of the capacity with the number of subcarriers can be explained

via two effects: i) the exponent 1−1/(2K) of the SNR and ii) a multiplier made up of the

remaining terms in the argument of the logarithm in equation (5.34). This multiplier lies
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in the range (1,1.08) independent of the number of subcarriers. Therefore, the dominant

effect is due to the exponent and so the capacity bound can be further approximated as :

C ≥W ·
(

1− 1
2K

)
· log2

[
P2

opt

N0W

]
bits/sec (5.35)

It can be concluded that the capacity does increase with increasing number of subcarriers

K. However, the capacity increment decreases inversely with K2 +K.

In the limit of infinite number of subcarriers, the capacity bound of equation (5.34)

approaches :

CLB = W log2

[
P2

opt

N0W

]
bits/sec (5.36)

Therefore, every 3 dB increase in the equivalent electrical SNR results in an increase of 1

bits/sec/Hz in the spectral efficiency.

Going back to the band-limited, AWGN channel of equations (5.1) and (5.2), the ca-

pacity at high SNR is given by :

CAWGN ≈W log2

[
Pav,AWGN

N0W

]
bits/sec (5.37)

Note that the SNR in this case is Pav,AWGN/(N0W ). Therefore, the capacity of the intensity

modulated optical channel and the conventional band-limited, AWGN channel are identical

at high SNR, provided that the SNR is defined appropriately in both cases.

5.8 Summary

In this chapter, we have determined a lower bound for the capacity of intensity modulated

optical channels. The closed-form nature of the bound permits easier analysis of the capac-

ity variation than that possible with the bounds considered in [72, 73]. This bound implies

that for any intensity modulated optical channel, we only need to determine the equivalent

electrical SNR and directly use the capacity expression for the conventional band-limited,

AWGN channel. This bound asymptotically converges to the actual channel capacity at

high SNR.
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We point out that capacity estimation for intensity channels in the presence of inter-

symbol interference is an open problem. One simple upper bound on the capacity can

be determined by directly using the capacity expressions for a conventional (electrical)

ISI channel, but with the equivalent electrical SNR. Based on the results of this chapter, we

believe that such a bound can at least be used for comparing different transmission systems,

as will be discussed in the next chapter. However, analysis of the tightness of such a bound

is beyond the scope of the present research.
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CHAPTER VI

MIMO CHARACTERIZATION & EQUALIZATION OF MMF

LINKS

The multi-mode fiber links considered thus far have a single source of excitation and a sin-

gle photo-detector that collects the received light, and so can be classified as single-input,

single-output (SISO) channels. In this chapter, we formulate a multiple-input, multiple-

output (MIMO) characterization of the multi-mode fiber channel. We establish the potential

benefits of such a transmission scheme over the conventional SISO system using channel

capacity bounds. We further investigate equalization of such MIMO-MMF links using a

MIMO version of the DFE.

6.1 MMF Links as MIMO channels

Although 10 Gbps transmission over MMF links is challenging, there is already a push

for higher data rates, even as high as 100 Gbps [24]. The most common approach being

discussed is parallel transmission where a ribbon cable with ten fibers, each supporting

a serial data rate of 10 Gbps, will be employed. While putting together such a system

is relatively easy, it is likely to be expensive. Before embarking on a parallel solution, a

fundamental question needs to be addressed. Has the upper limit of transmission over a

single multi-mode fiber been reached?

As discussed earlier, light travels along multi-mode fiber via different propagation

modes, which are orthogonal to each other. These modes are not unlike the multi-path en-

vironment that typically characterizes wireless channels. The diversity provided by these

multiple paths has been exploited in wireless systems to increase the data rate and/or im-

prove link reliability through the use of multiple transmit and receive antennas [74]. Such
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a channel characterization is known as a multiple-input, multiple-output (MIMO) channel.

In principle, one can can increase the data rate by transmitting a separate data stream via

each mode and detecting it separately at the receiver.

The first parallel between the multi-mode fiber channel and wireless systems was drawn

by Stuart [25] where the advantages of MIMO processing in the context of MMF links

were demonstrated. The experiment involved driving multiple lasers with modulated RF

carriers and then coupling the laser outputs to the multi-mode fiber via splitters. Coher-

ent detection at the receiver using multiple photo-detectors retrieves the RF signal which

is demodulated to arrive at the final baseband signals. Further signal processing is done

numerically via software. Yet another effort involving coherent detection is that of Shah et

al [26, 75, 76]. Another common feature of these research efforts is that they operate at a

sufficiently low symbol rate such that the channel response is not frequency selective. In

other words, all the mode groups arrive within a symbol period. Since coherent detection is

employed, the channel response between transmitter m and receiver n can then be modeled

by a single complex number, hmn. Thus high data rates are achieved, in principle, through

a combination of coherent detection, advanced modulation schemes and MIMO process-

ing. Although such a formulation has been shown to result in linear growth in channel

capacity with increasing number of transmit/receive antennas in wireless systems [77], the

additional complexity is significant for MMF links. Therefore, we propose to investigate

the benefits of MIMO processing in the multi-mode fiber context with minimal changes to

the existing links.

6.1.1 Multiple Inputs via Multiple Launch Offsets

We have already seen that bad center launch performance is correlated with good offset

launch performance (and vice versa) for quite a few multi-mode fibers. Indeed, joint launch

exploits this correlation in performance through the optimal selection of the launch condi-

tion. In this research, we generalize the launch further by proposing simultaneous use of
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Figure 6.1: Multiple inputs via multiple launch offsets.

both CL and OSL, Fig. 6.1. In order to maintain the same aggregate data rate (1/T ) each

launch will operate at 1/(2T ).

6.1.2 Multiple Outputs via Multi-Segment Photodetector

It is well known that the lower order mode groups propagate closer to the fiber axis than

the higher order mode groups [40]. A multi-segment photo-detector that exploits this in-

herent spatial diversity of the mode groups was proposed by Miller [78]. In the case of

the two-segment photo-detector, the lower order mode groups are primarily collected by

the inner photo-detector while the higher order mode groups are collected by the outer

photo-detector, Fig. 6.2. After the initial patent on multi-segment detectors, no further

performance characterization was reported in the open literature till the recent efforts by

Patel et al [7, 27–33, 45], where a two-segment photo-detector was fabricated. Such a de-

vice is called the spatially resolved equalizer (SRE) [31,33]. A multimode fiber link using

such a detector can be viewed as a 1× 2 system, since there is one input data stream and

two output photo-currents. While further electronic processing of the photo-currents from

the multi-segment detector is possible, simple subtraction of the photo-currents results in

a channel response with less ISI. Such an implementation of the two-segment detector is

called the SRE with subtraction. Further performance improvements can be realized by

employing an electronic equalizer after the SRE [34]. Optimal combining of the inner and
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Figure 6.2: Spatial diversity and the two-segment photo-detector. The lower order mode
groups (LOMs) are primarily collected by inner photo-detector whereas the higher order mode
groups (HOMs) are collected by the outer photo-detector.

outer photo-detector outputs together with equalization has been shown to result in im-

proved performance for over-filled launch [36]. In this research, such a receiver will be

referred to as the SRE with combiner.

Subsequent to our research group’s work on practical multi-segment photo-detectors,

they were once again proposed in [79, 80] as a source of receive diversity. Furthermore,

the multi-segment detector proposed in [80] intentionally introduces gap between the inner

and outer segments. Although the resulting ISI spans fewer bits, the associated power loss

is expected to impact the overall performance significantly.

In this research, we propose the simultaneous use of center and offset launch together

with the two-segment detector discussed earlier, Fig. 6.3. The two launches couple optical

power into different mode groups. Similarly, the two segments of the photo-detector collect

power from different mode groups. The photo-currents from these two segments are then

amplified (via the TIA) and further processed electronically. Such a system effectively has

two transmit “antennas” and two receive “antennas”. Although the number of launches and

number of segments in the photo-detector can be increased, we believe the best trade-off

between cost and performance is obtained for the configuration in Figure 6.3. We point out

that this MIMO system is significantly less complex than the coherent detection schemes

discussed earlier [25, 26, 75, 76].
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Figure 6.3: Multiple-input, multiple-ouptut (MIMO processing of multi-mode fiber links.

Yet another approach to improving the performance of MMF links is to selectively ex-

cite only the desired modes via spatial light modulators (SLM) [81]. This technique has

been generalized to include the MIMO processing of MMF links by allocating sets of de-

sired mode groups to separate channels. The desired mode groups are chosen to minimize

the differential delay and/or create parallel channels in the case of MIMO processing. Con-

ceptually, the use of SLMs for finer control of the modes is the limiting case of launch

diversity where sets of mode groups are excited selectively. Clearly, the SLM approach is

significantly more complex than the MIMO scheme shown in Fig. 6.3. Furthermore, we

believe that the choice of the desired mode groups and the associated optimization become

complicated when non-ideal effects such as index perturbations, connector offsets, fiber

eccentricity, and micro-bending are considered.

One simple way of increasing the throughput of MMF links is to use parallel fibers, pos-

sibly in the form of ribbon cables. While this approach does not require any sophisticated

technology, the cost does go up linearly with the number of parallel links. Another straight-

forward approach is the simultaneous use of multiple wavelengths on the same fiber [82].

Since these techniques can always be used in conjunction with MIMO processing of serial

MMF links, we will not consider them in this research.

6.2 Capacity of MMF Links

In this section, we use channel capacity as a figure of merit to compare the MIMO sys-

tem with the conventional single-input, single-output multimode fiber link. In addition to
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providing a quick estimate of the potential benefits of MIMO processing, such a measure

establishes fundamental limits of the proposed scheme.

A general MIMO system with Mt transmit and Mr receive antennas can be mathemati-

cally formulated as :

ri(t) =
Mt

∑
j=1

hi, j(t)Fa j(t)+ni(t) (6.1)

where a j(t) is the transmit waveform at the jth antenna, ri(t) is the received waveform

at the ith antenna and ni(t) is the corresponding additive white gaussian noise. Such a

MIMO system is shown in Figure 6.4. We assume that the noise at each of the receivers is

independent of the other branches and has a power spectral density of N0/2. The channel

response from the jth transmit antenna to the ith receive antenna is denoted by hi, j(t). In

the context of multimode fiber links, hi, j(t) is defined by the modal delays and the mode

power distribution (MPD) for this transmission path. Given the launch offset and the radius

of the inner and outer photo-detectors along with any gap between these two segments, the

mode solver developed as part of this research can compute the MPD for ( j, i)th path.

The capacity of the (Mt ,Mr) frequency-selective MIMO channel can be shown to be [74,

83]:

C(W ) =
∫ W

0
log2

[
det
(

IMr×Mr +
1

Mt
· Pav

N0W
·H( f )H∗( f )

)]
d f bits/sec (6.2)

where W is the allocated bandwidth, Pav is the average (equivalent electrical) transmit

power summed over all transmit antennas and H( f ) is the Fourier transform of the ma-

trix representation of the channel :

H( f ) = F








h1,1(t) h1,2(t) · · · h1,Mt (t)

h2,1(t) h2,2(t) · · · h2,Mt (t)
...

... . . . ...

hMr,1(t) hMr,2(t) · · · hMr,Mt (t)








(6.3)

Note that H( f ) is a matrix of size Mr ×Mt . and H∗( f ) denotes the conjugate transpose

of H( f ). Also the determinant of any matrix A is denoted by det(A). This capacity was
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∑ ∑

AWGN, ni(t)

ri(t)a1(t) hi,1(t)

a2(t) hi,2(t)

a j(t) hi, j(t)

aMt(t) hi,Mt(t)

Figure 6.4: Mathematical representation of the MIMO system with Mt transmit antennas and
Mr receive antennas.
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determined by dividing the channel response into non-overlapping frequency bins. The

bins are sufficiently narrow that the frequency response in each bin can be assumed to be

flat. This capacity formulation assumes that the transmitter does not have any channel state

information available and therefore the best it can do is to allocate equal power to each

frequency bin and to each transmit antenna. At the same time, this capacity is very close to

that arrived by optimal power allocation, particularly for high signal-to-noise ratios which

is the case for MMF links. As explained in the previous chapter, this capacity serves as

an upper bound on the actual capacity of intensity modulated optical channels and is used

only for comparison purposes.

Using the relationship between average transmit power and the operating SNR from

equation (B.9), we get :

C(W ) =
∫ W

0
log2

[
det
(

IMr×Mr +
1

Mt
· SNRr

2WTr
·H( f )H∗( f )

)]
d f bits/sec (6.4)

The bandwidth W is chosen to be the same as that of the reference channel for MMF links.

Since the ISI-free channel uses ideal rectangular pulse shapes, its bandwidth is nominally

1/Tr. Therefore, W = 1/Tr even for the MIMO system. Note that for the 10 Gbps Ethernet

system, W = 10.3125 GHz and SNRr ≈ 30 dBe, Appendix B.

In the following analysis, we denote the capacity of the capacity of the single-segment

detector based link (1 × 1 system) by CSPD, the capacity of the SRE based link (1 × 2

system) CSRE and the capacity of the SRE link with photo-current subtraction (1×1 system)

by CSRE+Sub.. The capacity of the two input, two output system is denoted by CMIMO.

6.2.1 Capacity for the 108 Fiber Set

We are now in a position to determine the capacity for the 108 fiber set. Each link is 220m

long with two connectors at the transmit end. The mode solver was used to determine the

mode power distributions for the 108 fibers with the proposed MIMO system. We assume

that the two-segment photo-detector is coupled directly to the receive end of the fiber and

has an inner photo-detector radius of 10µm. In practical realizations, the size of the inner
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Figure 6.5: Cumulative distribution of the capacity of MMF Links for various transceivers.
Each link is 220m long and has two connectors at the transmit end.

detector can be adjusted proportionately to accommodate a larger spacing between the fiber

and the photo-detector thereby resulting in almost the same performance.

Figure 6.5 shows the capacity coverage curves for four types of transceivers: the stan-

dard system, the SRE, the SRE with photo-current subtraction, and the 2×2 MIMO system.

The capacity curves for the standard and the SRE based links correspond to joint launch.

Note that the y-axis denotes the percentage of links with capacity less than the abscissa.

Consistent with our worst-case design philosophy, we use the capacity at the 80% cov-

erage point to compare the various transmission schemes. The standard 1×1 system has

a 80% coverage capacity of ≈ 60 Gbps while the SRE has a capacity of ≈ 57 Gbps. The

SRE with photo-current subtraction reduces the capacity further to 50 Gbps. The superior

performance of the 2×2 MIMO channel is clearly demonstrated by its 80% coverage ca-

pacity of 83 Gbps. Interestingly, both SRE based systems have smaller capacities than the

standard 1×1 system. Although we have shown the coverages curves for the joint launch

case, this observation holds for center launch and offset launch individually also.
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6.3 Equalization of MIMO MMF Links

Having established the potential benefits of MIMO processing for MMF links from a chan-

nel capacity point of view, we next consider practical receiver structures.

6.3.1 Spatially Resolved Equalizer with Optimal Combining

The spatially resolved equalizer produces two received waveforms both corresponding to

the same transmit bit sequence. Each of these received signals exhibits inter-symbol inter-

ference caused by modal dispersion. Clearly, further electronic processing is required to

efficiently combine the two received waveforms and mitigate the impact of ISI. The SRE

with photo-current subtraction is a very basic combiner. Argon et al considered another

simple combiner where the output of the inner photo-detector is delayed and added to the

output of the outer photo-detector [36]. A conventional decision feedback equalizer was

employed after combining the two received waveforms. While significant performance im-

provement was reported, only one fiber was considered. Furthermore, the fiber data did

not correspond to center/offset launch, which are the standard launch conditions in modern

MMF links.

In this section, we explore the performance of the SRE with the optimum combiner and

decision-feedback equalizer. A thorough statistical assessment of the benefits of the SRE

is conducted for center and offset launches using the 108-fiber set.

The optimum diversity combiner with decision feedback equalizer for a 1× 2 channel

consists of two feed-forward filters, one for each diversity path, followed by the slicer and

the feedback filter [84]. In this chapter, we will focus on the performance of infinite-length

equalizers. In this case, the optimum combiner/DFE has the structure shown in Figure 6.6.

The transmit filter is denoted by hT X(t) and the fiber impulse responses at the two segments

of the photo-detector outputs are h1(t) and h2(t). Define g j(t) = hT X(t)Fh j(t) for j = 1,2.

The optimum combiner consists of two matched filters, one for each of the diversity paths,
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followed by a simple adder. The output of the combiner, r(t), is then given by :

r(t) = ∑
m

am p(t −mT1)+ν(t) (6.5)

p(t) = g1(t)Fg∗1(−t)+g2(t)Fg∗2(−t) (6.6)

ν(t) = η1(t)Fg∗1(−t)+η2(t)Fg∗2(−t) (6.7)

where gi(t) = hT X(t)Fhi(t) for i = 1,2. The T1-spaced samples of the combiner output are

fed to an infinite-length decision feedback equalizer. The power penalty for such a receiver

is given by :

Penalty1×2 = exp

[
−T1

∫ 1
2T1

− 1
2T1

ln

{
1
T1

∑
l

P
(

f − l
T1

)
+

N0

2σ2
a

}
d f

]
(6.8)

Note that the penalty for the SRE with photo-current subtraction is given by PIE-D

defined in equation (3.5).

6.3.2 MIMO Decision Feedback Equalization

One direct advantage of multiplexing two independent data streams via the dual launch is

that the ISI for each stream spans fewer bits compared to the non-multiplexed link with

the same aggregate data rate. On the other hand, part of the optical power from the modes

excited by CL is collected by the outer photo-detector and power from the modes excited

by OSL is collected by the inner photo-detector. This will generate co-channel interference

(CCI). In order to mitigate the effect of both ISI and CCI in MIMO MMF links, we propose

using the MIMO version of the decision feedback equalizer (MIMO-DFE) [85–87]. We

will again consider an infinite-length MIMO-DFE. In this case, the optimum front-end is

the matched-filter followed by T2-spaced samplers, the outputs of which are fed to the

MIMO-DFE, Fig. 6.7. The feed-forward and feedback filters of the MIMO-DFE jointly

process their vectors inputs and so have four filters each.

For the 2×2 system, the MIMO-DFE will result in a different power penalty for each

data stream. The performance of the overall system can be reduced to a single figure
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Figure 6.8: Coverage curves for equalization penalty for MIMO links. Each link is 220m long
and has two connectors at the transmit end. Curves for the standard link and the SRE based
links correspond to joint launch.

of merit using either the arithmetic or the geometric average of these individual penal-

ties. Since the geometric average results in a closed-form expression for the MIMO-DFE

penalty, we adopt this approach [85]. In this case, the power penalty is given by :

Penalty2×2 =
1

{
exp
[

T2
∫ 1

2T2
− 1

2T2

ln
{

det
(

1
T2

∑l P
(

f − l
T2

)
+ N0

2σ2
a

I
)}

d f
]}1/2 (6.9)

where P( f ) = H∗( f )H( f ) and T2 is the bit period for each data stream.

6.3.3 Equalization Results for 108-Fiber Set at 10 Gbps

We assess the performance of MIMO MMF links at an aggregate data rate of 10 Gbps.

Each links is 220m long with two connectors at the transmit end. We determine the power

penalty after equalization for the 108-fiber set using each of the three transmission schemes

discussed thus far: SRE with subtraction, SRE with optimum combining and the MIMO-

DFE. The results are compared with the standard 1×1 system.

Figure 6.8 shows the coverage curves for the equalization penalty for various transmis-

sion schemes. We will again use the penalty at the 80% coverage point for comparison
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purposes. The SRE with photo-current subtraction has an equalized penalty of 6 dBo at the

80% coverage point. As a point of reference, the standard 1×1 link has an 80% coverage

point penalty of 4 dBo. Clearly, the SRE with subtraction performs poorly compared to the

standard single-segment photodetector. The SRE with combining followed by the infinite-

length DFE reduces this penalty to 4.8 dBo at the 80% coverage point, but is still unable to

match the performance of the standard 1×1 link.

The 2× 2 MIMO system has an equalization penalty of 3.7 dBo at the 80% coverage

point, a 0.35 dBo improvement over the standard link with joint launch. The MIMO system

reduces the penalty for the “bad” links where the 1×1 penalty is large. This performance

improvement results from the fact that the inter-symbol interference spans fewer bit periods

for the 2× 2 system. The associated penalty reduction is sufficient to even offset any co-

channel interference. However, the 2× 2 penalty actually increases for the “good” links

where the 1× 1 penalty is small. In this case, the ISI, if present, already spans very few

bits. Therefore, the advantage of reduced data rate per bit stream is not useful anymore. At

the same time, the co-channel interference proves more detrimental, thereby causing a net

increase in penalty.

6.3.4 Practical Implementation of Joint Launch and MIMO Processing

We have assessed joint launch performance of various systems by optimally choosing be-

tween center and offset launch. Such a process requires access to either power penalties or

bit error rates. Practical implementation of joint launch is more likely to involve a less than

optimal procedure. For example, the technician can first try center launch. If some perfor-

mance metric such as penalty or BER is within allowed thresholds, then center launch is

the preferred launch for that link. If the desired criterion is not satisfied, then the technician

switches to offset launch. If the performance criterion is still not met, then the technician

as the option of selecting the launch with the smaller penalty, if it is accessible. We re-

fer to such a launch as “JL with CL first”. A similar practical joint launch, denoted by
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Figure 6.9: Performance for different implementations of joint launch with single-segment
photodetector.

“JL with OSL first”, begins with offset launch first and then optionally switches to center

launch depending on the offset launch penalty. Figure 6.9 shows the coverage curves for

these three types of joint launch for the standard single-segment photodetector link. The

penalty at the 80% coverage point for both sub-optimal joint launches is 5 dBo. Clearly,

the implementation of joint launch can have a severe impact on the performance. While

the coverage curves for these two sub-optimal methods intersect near the 80% point, the

OSL first method has a larger penalty compared to the CL first method for almost 80%

of the links. Therefore, based on the 108-fiber set, trying center launch first seems to be

statistically favored.

If we compare these sub-optimal joint launches to the 2×2 MIMO system, the penalty

improvement is about 1.35 dBo for the MIMO link. Note that the MIMO system uses both

center and offset launch and yet does not require the technician to optimize the launch.

Furthermore, no quantitative feedback is required by the MIMO system.
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Figure 6.10: Performance for different implementations of joint launch with single-segment
photodetector.

6.3.5 Impact of Gap between Photo-detector Segments

The performance results discussed so far were based on a two segment photodetector with

no gap between the segments. Introducing a gap between these segments may result in

less co-channel interference, thereby reducing the dispersion penalty. However, such a gap

results in loss of optical power. Therefore, it is possible that there may not be any net

benefit in introducing a gap. We investigate the performance of the 2×2 MIMO system by

keeping the inner detector radius fixed at 10µm and increasing the inner radius of the outer

segment in steps of 1µm from 0µm to 6µm. In each case, we determine the coverage curve

and then the penalty at the 80% coverage point. Figure 6.10 shows this penalty as the gap

is increased. Note that this is the net penalty, including the dispersion penalty and the loss

associated with the gap. Clearly, the net penalty increases steadily as the gap is increased.

The penalty can degrade by as much as 1 dBo when the gap is 6µm.
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Figure 6.11: Performance for different implementations of joint launch with single-segment
photodetector at 20 Gbps.

6.3.6 Can we increase the data rate 20 Gbps?

In this section, we increase the data rate to 20 Gbps and investigate the performance of

the 2×2 MIMO system, Fig. 6.11. The penalty at the 80% coverage point for the MIMO

system is 5.2 dBo whereas it is 5.4 dBo for the standard single-segment photodetector with

optimum joint launch. Note that at a data rate of 10 Gbps, the additional ISI suffered by

the 1× 1 link is more detrimental than the additional co-channel interference in the 2× 2

system for the “bad” links, Fig. 6.9. This results in a larger performance gap between the

two systems in the large penalty regime. In contrast, at a data rate of 20 Gbps, the additional

co-channel interference for the MIMO link is significant enough that the performance gap

between the two systems is more uniform.

The performance of the 1× 1 system degrades to 6.1 dBo with the CL first method

of implementing joint launch. If the OSL first technique is used, the penalty increases to

7.2 dBo. Therefore, again the 2×2 MIMO system exhibits a performance improvement of

1 dBo or larger compared the standard 1×1 system with practical joint launch.
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6.4 Summary

We have considered a multiple-input, multiple-output formulation of the multimode fiber

channel via the simultaneous use of center and offset launch together with a two-segment

photodetector. We compared the improvement in capacity bounds for such a MIMO scheme

with a conventional 1×1 channel, an SRE with photo-current subtraction and an SRE with

combining. We then investigated the impact of equalization for these transmission schemes

compared to the 1 × 1 channel. While the 2 × 2 MIMO system had only a 0.35 dBo

improvement in the 80% coverage point penalty for 220m links at 10 Gbps, it is about

1.35 dBo better than the 1× 1 channel with practical joint launch. Furthermore, we ob-

served that the gap between photo-detector segments can result in penalty degradation as

large as 1 dBo. When the data rate is increased to 20 Gbps, the MIMO scheme results in

a performance improvement of 1 dB compared to the conventional channel with practical

joint launch.
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CHAPTER VII

MULTI-KM MMF LINKS: MODE COUPLING EFFECTS

Thus far, we have considered multi-mode fiber links that are 220m long. One of the long-

term objectives of the MMF community is to extend the reach to 1 km and beyond [38]. In

this research, we show that in order to assess the performance of multi-km links the channel

model needs to be extended to include mode coupling effects. We investigate the ability

of electronic equalization to compensate for modal dispersion in the presence of mode

coupling in multimode fibers at 10Gb/s. Using a new time domain experimental method we

quantify mode coupling in multimode fiber. These results, together with a comprehensive

link model, allow us to determine the impact of mode coupling on the performance of

multimode fiber. Equalizer performance on links from 300m to 8km is quantified with

and without modal coupling. We show that mode coupling effects are influenced by the

specific index profile and increase the equalizer penalty by as much as 1dBo for 1km links

and 2.3dBo for 2 km links when using the 108 fiber set at 1310nm.

7.1 Mode Coupling in Multi-mode fibers

Optical fibers are known to exhibit random micro-bending along their length, primarily

due to the non-uniformities in the properties of the core/cladding and buffering materials.

These small bends induce coupling among the different modes of the fiber. In single mode

fiber this results in coupling to radiative modes. In multi-mode fiber, there is also cou-

pling among the guided modes that in turn alters the channel response. Since most launch

conditions excite fewer modes than are supported in the fiber, coupling results in energy

transfer to additional modes and the link response may be significantly different than its

zero mode-coupling counterpart. In general, mode coupling reduces the energy in the ini-

tially excited modes, broadens the response of the distinct mode groups, and broadens the
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entire response by coupling energy to modes that otherwise would have little or no energy.

Therefore, channel models that ignore modal coupling, such as those typically used to eval-

uate EDC, are likely to underestimate the optical penalty after equalization. The strength

of the coupling determines the impact on the channel response, for example, fibers with

extremely strong mode coupling respond with an average group delay (after reaching an

equilibrium mode distribution) and therefore exhibit a slower pulse broadening compared

to moderate mode coupling. Therefore, we have developed a new and particularly simple

experimental method to quantify the mode coupling strength in multi-mode fibers.

Through simulation, we quantify the additional EDC penalty for links from 300m to

8km using the experimentally measured mode coupling coefficient. We examine center

and offset launches [1] and show that some fiber index profiles are more susceptible to

significant additional penalty due to coupling and that lengths as short as 300m may be

impacted although most fibers of 300m length exhibit small mode coupling EDC penalties.

We demonstrate that ignoring mode coupling effects can lead to under estimation of equal-

izer penalty by as much as 1dBo for 1 km fibers for the Cambridge fiber set. Importantly,

we find that mode coupling effects in 8 km length and shorter modern MMF have a small

impact on the channel 3dB frequency and the DMD temporal span, yet may have a strong

impact on equalizer performance. We begin with a description of our numerical modeling

of mode coupling effects in MMF links.

7.2 Mode Coupling and its Numerical Modeling

We use the coupled power equations [88] to study the power Pj in the jth mode at time t

and axial distance z [88] :

∂Pj

∂ z
+ τ j

∂Pj

∂ t
= −γ jPj +∑

k
d j,k
(
Pk −Pj

)
(7.1)

where γ j is the power loss per unit length, τ j is the modal delay per unit length and d j,k is the

coupling coefficient between mode j and mode k. In using the coupled power equations

instead of the coupled electric field equations, we have indirectly assumed that the field
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amplitude at a particular axial location is uncorrelated with the physical displacement of the

fiber axis due to micro-bending at a sufficiently distant location [88]. This is not to say that

phase effects have been ignored, indeed, the derivation of equation (7.1) requires a phase

matching condition to be satisfied among the interacting modes which results in coupling

only between modes where the azimuthal mode numbers differ by unity. We reduce the

formulation of the coupling coefficient d j,k , between modes j and k given in [89], to a

simpler form in terms of the radial component of the electric field:

d j,k = A ·
[
(πk0cε0)

2

8
·ρ2

j,k ·
1

(∆β j,k)8

]
(7.2)

ρ j,k =
∫ ∞

0
rE j(r)Ek(r)

∂n2

∂ r
dr (7.3)

where E j(r) is the radial component of the normalized electric field for mode j; ∆β j,k is

the difference in the propagation constants of modes j and k; n(r) is the refractive index

profile and A is the mode coupling strength1.

The propagation constants and the radial component of the electric fields are obtained

numerically via the Georgia Tech mode solver developed as part of this research. The

formulation of the mode coupling coefficients by equation (7.2) assumes the normalization

of the electric fields [89]:
∫ ∞

0
rE2

j (r)dr =
k0

π

√
µ0

ε0
· 1

β j
(7.4)

Since the different modes within a mode group travel with approximately the same

propagation constant and (7.2) suggests strong coupling among modes with small ∆β j,k,

we assume complete coupling within each mode group. Mode groups that differ by one

mode group number have the smallest ∆β j, j for pure alpha profiles. Furthermore, we show

later that this holds for typical index profile variations. We therefore assume that mode

coupling occurs only between adjacent mode groups [89]. Thus, the average coupling

coefficient between mode groups g and g + 1, denoted by dg, is determined by the power

1Although ∆β 4 and ∆β 6 have been suggested in place of ∆β 8 in equation (7.2), ∆β 8 is supported by the
disussion in [90].
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coupling equations for the mode groups are given by :

∂Pg

∂ z
+ τg

∂Pg

∂ t
=





−γgPg +dg
(
Pg+1 −Pg

)
+
(

g−1
g

)
dg−1

(
Pg−1 −Pg

)
for g even

−γgPg +
(

g
g+1

)
dg
(
Pg+1 −Pg

)
+
(

g−1
g+1

)
dg−1

(
Pg−1 −Pg

)
for g odd

(7.5)

where Pg denotes the average power in mode group g. The fractions (g−1)/g, (g−1)/(g+

1) and g/(g+1) confirm the intuition that a given mode group couples with slightly fewer

individual modes from the adjacent lower mode group (g−1) when compared to the modes

from the next higher mode group (g+1). Equation (7.5) is numerically solved via a split-

step method [91, 92] where within each axial step ∆z, the mode propagation and mode

coupling steps are alternated. Using the mode coupling strength found experimentally, and

described later, a step size of 25m provides accurate results while reducing the computa-

tional burden.

In the coupling-free case, we model mode dependent attenuation by retaining only the

lower 18 mode groups for a 62.5µm core multi-mode fiber at 1310nm. When mode cou-

pling is present, the extreme higher order mode groups couple power to the lossy modes

and eventually this power is radiated out. We approximate this scenario by coupling power

between the lower 19 mode groups along the fiber length and then eventually discarding

the 19th mode group while computing the received waveform.

7.3 Propagation Constants and Coupling Coefficients

The variation in modal delays and mode power distribution with mode group number was

illustrated earlier in sections 2.3 and 2.5 for four of the 108 fibers in the model. Specifically,

we had chosen the pure alpha profile fiber, a fiber with a center dip, a fiber with a center

peak and finally a fiber with a kink its refractive index profile. The base α for all four fibers

is α = 1.97. For center launch, the fiber with a center dip has less power in the fundamental

mode compared to the other fibers, Fig. 2.5. This results in a higher equalization penalty

for this fiber even without mode coupling. For offset launch, all the different fibers have
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Figure 7.1: Propagation constants for four illustrative fibers. In general, the propagation con-
stant decreases linearly with mode group number.

almost identical mode power distributions, Fig. 2.6. In this case, the significantly larger

delay spreads for the fibers with index irregularities, Fig. 2.3, result in higher equalization

penalties. In addition, the non-monotonic modal delays of the fiber with a center dip re-

order the power distribution generally causing an increased net broadening of the received

impulse response. For these illustrative fibers, the propagation constant, β , decreases lin-

early with mode group number, Fig. 7.1, thereby justifying the use of adjacent mode group

coupling in the numerical model.

As we have seen earlier, center launch predominantly excites the lower order mode

groups whereas offset launch excites a comparatively larger number of primarily higher

order mode groups, Figs. 2.5 2.6. Thus, it may be expected that CL will exhibit more

dramatic mode coupling effects since any power transfer from the initially excited LOMs

to the adjacent mode groups substantially broadens the received pulse. However, there is

significant variation of the mode coupling coefficients with mode group number, Fig. 7.2.

The fact that coupling coefficients increase almost linearly with mode group number for
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Figure 7.2: Variation of the relative mode coupling coefficients with different refractive index
perturbations. In general, the coupling coefficient for these pairs of mode groups increases
linearly with mode group number.

most of the fibers [89], indicates that the rate of power exchange between the LOMs is

considerably slower than that between the HOMs. This suggests that the mode coupling

effects for center launch may not be as dramatic as expected.

7.4 Mode Coupling Strength: Impact on Link Response

In the presence of mode coupling, the fiber impulse response strongly depends on the cou-

pling strength, A. We use the pure alpha profile fiber with center launch to illustrate the

received waveform for various coupling strengths for an 8km fiber, Fig. 7.3. The launched

pulse shape corresponds to a 10Gbps pulse with 47.1ps rise-time (20%-80%).

In the extremely weak coupling regime, for example for A ≤ 104, the simulated re-

sponses matches the coupling-free result. On the other hand, when extremely strong mode

coupling is present, for example at A = 1012, the received pulse becomes Gaussian and

propagates with an average group velocity. This observation agrees well with the dominant

eigenvalue framework of [88] where eventually only one eigenmode propagates with the
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Figure 7.3: Impact of mode coupling on the received pulse for an 8km fiber. The responses
correspond to the pure alpha index profile.

average group velocity when the coupling is strong or the fiber is sufficiently long. This

agreement between our simulation results and the expected analytical results for these two

limiting cases of coupling serves to validate our mode coupling simulation methodology.

We note that the position of the Gaussian pulse of Fig. 7.3 results from the presence of

faster modes with negligible initial power.

At intermediate coupling strengths, mode coupling causes sufficient energy exchange

between the modes resulting in energy arrival at times other than that of the distinct mode

groups and the“valleys” are gradually filled in. The relative power in the valleys between

the amplitude peaks is a strong function of the coupling strength. While the pulse width

is known to increase as
√

fiber length in the extremely severe coupling regime, it still in-

creases linearly with fiber length at intermediate and lower coupling strengths, which is the

case for the fibers measured. Thus, the temporal span of the DMD and the channel 3 dB

frequency, which are typically used to characterize MMF, are not appreciably impacted

by modal coupling for intermediate coupling strengths. Therefore, fiber models which are
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“calibrated” by adjusting the DMD span or 3 dB performance to match that of measured

fibers but do not include mode coupling underestimate the EDC penalty for longer links.

In the next section, we demonstrate how to exploit these observations to experimentally

determine the coupling strength of typical multimode fibers.

7.5 Experimental Evaluation of Mode Coupling Strength

Given the sensitivity of the received waveform to the coupling strength, it is important to

quantify modal coupling in multimode fiber. Techniques based on the steady state mode

power distribution at the input and output of the fiber [93], evolution of the static mode

power distribution with increasing fiber length [94] and analysis of the temporal moment

of modal response [95] have been used previously to evaluate mode coupling efficiency.

These efforts were in the context of fibers and wavelengths supporting a larger number of

mode groups. Therefore, an approximation of mode continuum was made and far field

analysis methods were used to spatially resolve the modes. In contrast, our method directly

uses the coupled power theory of the discrete mode groups [88]. The proposed method

is fundamentally different in that it temporally resolves the mode groups and thereby de-

termines the impulse response of the fiber. Thus, we directly measure the mode coupling

effect that impacts the data transmission the most, namely the impulse response and, in

particular, the power filling between the mode groups.

We perform a high temporal resolution modal delay measurement with sufficient dy-

namic range to quantify the energy arriving at times other than that of the primary mode

groups. Examination of the modal delay and the amount of “valley filling” observed for the

fibers examined reveals that ≈ 10ps resolution and 3 orders of dynamic range is sufficient

to experimentally determine mode coupling in km length fibers. Chromatic dispersion is

avoided by use of transform-limited 16ps FWHM pulses at 1550nm that are launched at
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different offsets via a single mode fiber. The response is measured with a photodetec-

tor/oscilloscope with 20GHz bandwidth2. We are careful to ensure that all MMF modes

are collected and detected by a sufficiently small detector. However, considering the larger

numerical aperture of the HOMs, the numerical aperture of the detector GRIN lens and

the detector diameter we find that the HOMs are detected with somewhat lower efficiency

than the LOMs and consequently the lower order mode groups are weighted higher when

comparing with the numerically generated responses.

Experimentally, the use of 1550nm helps to insure that a number of the primary modes

are sufficiently temporally separated due to the larger differential modal delay at 1550nm

for fiber optimized for 850nm and 1300nm operation, thereby permitting clear identifica-

tion of the mode groups from the measured response. The coupling strength, A, is relatively

independent of the wavelength since it mainly depends on the spacing of the micro-bending

perturbation and mechanical properties such as Young’s modulus of the fiber material [90].

Thus, these results are applicable across a wide wavelength range including 1300nm.

To best fit the numerical result to that measured, the individual mode groups and the

associated modal delays and mode power distributions are estimated from the experimen-

tally measured response. Together with the measured response of the photodetector/oscil-

loscope, we then determine the expected received waveform assuming different coupling

strengths, A. The coupling strength is varied to best fit the energy in the valleys of the mea-

sured response. We note that in practice this estimation process achieves a unique optimum

combination of modal delays, mode power distribution and coupling strength.

Figure 7.4 shows the experimental response together with the numerical estimates of

the response for two multimode fibers. These measurements were performed by A. Polley.

For fiber (a), Fig. 7.4a, the best fit is found with a coupling strength of 7×107m−9 whereas

for fiber (b), Fig. 7.4b, a coupling strength of 2× 107m−9 provides a better match with

the measured response. We note that these fibers were manufactured in 2000 and 2001 by

2Tekronix TDS8200 sampling oscilloscope with sampling module 80E03.
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Figure 7.4: Mode coupling strength estimation via high resolution, high dynamic range mea-
surement of MMF responses: (a) 1.1 km fiber (b) 9 km fiber. Mode coupling is identified by
the strength of the response between the arrival of the primary mode groups.
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different vendors that use different technologies for fabricating the fiber preform. Other

fibers that we have measured, exhibit similar coupling strengths. We thus estimate that

the coupling strength in typical multimode fibers of recent vintage is A = 5 × 107m−9

although variation is expected. We note that these are uncabled fibers and that installed

cabled fibers may exhibit larger modal coupling. The equalizer penalty computations are

carried out using 5×107 and, in order to evaluate the sensitivity of the penalty to coupling

strength, we also consider a coupling strength of A = 108m−9. The physical interpretation

of A = 5×107m−9 can be determined by evaluating the corresponding coupling coefficient

dg, averaged across the mode group pairs, which for the pure alpha fiber is 0.15km−1.

Thus, 15% of the power is transferred from one mode group in 1 km.

We note that there are few reports of mode coupling coefficients in the literature and

most apply to pre-1985 fibers. For example, the mode coupling coefficient of step-index

MMF extracted from the measurement reported in 1978 [95] is 4.8m−1, which is orders

of magnitude larger than reported here. However, our results compare well with the cou-

pling coefficients of 0.7km−1 reported in 1993 [96]. The general decrease in coupling

coefficients with time suggests an improved manufacturing capability.

7.6 Impact of Mode Coupling on PIE-D: Illustrative Fibers

In this section we will quantify the impact of coupling effects on the power penalty of equal-

ized links of various lengths. Although we have considered various kinds of equalizers in

earlier chapters, we will employ the infinite-length DFE for this purpose. Furthermore, we

will not consider the effect of connectors in this investigation. We illustrate the variations

in PIE-D with reach by examination of the pure alpha fiber and the fiber with a center dip,

both for center and offset launches, Fig. 7.5. We note that for both launches, the 300m link

performance is not affected significantly by the presence of mode coupling effects for these

two fiber profiles.

If mode coupling effects are ignored, then the DFE penalty for the pure alpha fiber

110



 0

 2

 4

 6

 8

 0  2  4  6  8

Center dip fiber

Pure α fiber

Without Coupling
With Coupling

Fiber Length (km)

E
qu

al
iz

er
Pe

na
lty

(d
B

o) (a)

 0

 3

 6

 9

 12

 15

 0  2  4  6  8

Center dip fiber

Pure α fiber

Without Coupling
With Coupling

Fiber Length (km)

E
qu

al
iz

er
Pe

na
lty

(d
B

o) (b)

Figure 7.5: Impact of mode coupling on the optimum DFE penalty as the fiber length is in-
creased for A = 5×107 : (a) Center launch (0µm) (b) Offset launch (20µm). For each launch
condition, the pure alpha fiber and the fiber with the center dip are shown.
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with center launch gradually increases over the first 2km from 1.28dBo to 2.2dBo and then

remains almost independent of fiber length, Fig. 7.5a. The distinct mode groups are always

sufficiently narrow to arrive within one bit period since chromatic dispersion is negligible.

Therefore, once the primary mode group is separated from the other mode groups by one

bit slot, the equalization penalty will not increase further. The fiber with a center dip

has modal dispersion such that the modes are already mostly separated by 300m in the

coupling free case. The penalty reached after the modes have spread out of one time slot,

3.6dBo, is larger compared to the pure alpha fiber penalty, 2.2dBo, due to the lower power

in the dominant mode group. In the presence of coupling, the energy fills in between the

different mode groups further removing energy from the dominant mode group and thereby

resulting in an increasing penalty with increasing fiber length. Beyond 2km, the center dip

fiber penalty increases almost linearly at a rate of ≈0.42dBo/km whereas the pure alpha

fiber penalty suffers a more modest increase of ≈0.04dBo/km. This results from the larger

mode coupling strength of the lower order modes for the center dip fiber compared to the

pure alpha fiber.

With offset launch, Fig. 7.5b, the pure alpha fiber has closely spaced modes with a low

DMD hence the penalty continues to increase almost linearly with fiber length both with

and without coupling. In the absence of mode coupling, the penalty increases from 1.27dBo

at 300m to 3.4dBo at 8km whereas coupling results in an additional 0.2dBo penalty at

8km. On the other hand, the fiber with the center dip has non-monotonic modal delays

Fig. 2.3. For this fiber complete temporal separation of the modes beyond one bit slot

actually reduces the EDC penalty. In the presence of mode coupling, power leaks away

from the main part of the signal thereby increasing the penalty significantly. For this fiber,

mode coupling can cause increases in the equalizer penalties by as much as 1.24dBo at

2km to 6.3dBo at 8km.

The analysis of mode coupling effects shows that with sufficiently strong mode cou-

pling and sufficient length of fiber, a steady state response independent of the initial mode
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Figure 7.6: Additional equalizer penalty due to mode coupling for a 1km link for the entire
108 fiber set: (a) A = 5×107 with center (b) A = 5×107 with offset launch (c) A = 108 with
center (b) A = 108 with offset launch.

power distribution will be achieved [88,89]. This equilibrium pulse shape is not attained in

typical silica multimode fibers for the link lengths considered due to the weak-to-moderate

mode coupling strength. We also note that the rate at which this equilibrium shape is ap-

proached depends on the initially excited mode groups. Therefore, center and offset launch

are expected to achieve the steady-state pulse shape at different fiber lengths.
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7.7 Statistical Variation of EDC Penalties

Although the foregoing analysis reveals some useful intuition for specific fiber profiles, the

goal of EDC is to extend the reach of a large percentage of the installed fibers. We use

the complete 108 fiber set to analyze the impact of mode coupling on the DFE penalties.

We now define center launch to encompass the launch offsets 0-3µm and offset launch

to include 17-23µm. Figure 7.6 shows the additional EDC penalty due to mode coupling

compared to the coupling-free penalty on a link-by-link basis for a 1km fiber for two differ-

ent coupling strengths A = 5×107,108. With center launch, Figs. 7.6a, 7.6c, the equalizer

penalty increases for all the fibers with mode coupling compared to the coupling-free case.

Furthermore, the higher the coupling-free EDC penalty, the more adverse is the effect of

mode coupling on the penalty. With offset launch, Figs. 7.6b, 7.6d, essentially all of the

108 fibers show an increase in the DFE penalty. But for a few fibers the penalty decreases

with mode coupling. The equalizer penalty decreases by modest amounts with increasing

fiber length via one of two mechanisms:

1. The ISI for the longer fiber occupies time intervals other than the sampling instant

whereas it coincides with the sampling instant for the shorter fiber.

2. The ISI at the sampling instant is smaller while the main peak amplitude remains the

same, possibly due to coupling to radiative modes.

While the first mechanism is applicable even to the coupling-free case, mode coupling can

produce both scenarios. For example, the penalty reduces due to coupling when the mode

groups with larger mode coupling coefficients have either extremely large or small modal

delays and at the same time most of the power is in the mode groups with smaller coupling

coefficients. At larger fiber lengths, even the main peak of the response loses power through

coupling and so the EDC penalty increases. Comparison of the equalizer penalty on a fiber-

by-fiber basis with and without mode coupling indicates that PIE-D can be under-estimated

by as much as 0.25dBo for 300m links, 1dBo for 1km links and 2.3dBo for 2km links for
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A = 5×107.

Increasing the coupling strength to A = 108 from A = 5× 107 for 1km links results in

an additional penalty of 0.25dBo or greater in 8% of the links for center launch. For offset

launch, a coupling strength of A = 108 causes the penalty to increase by 0.5dBo or greater

in 26% of the links compared to the A = 5× 107 case. In fact, the worst-case increase is

0.84dBo for center launch and 0.9dBo for offset launch. Thus, even a small increase in the

coupling strength can notably increase the equalizer penalty.

For each fiber length, we also determine the cumulative distribution of the EDC penalty

without and with mode coupling. Figure 7.7 shows the corresponding coverage curves,

which are the percentage of fibers that can be equalized while incurring a penalty less than

that given by the abscissa. For clarity, we show only the 300m, 1km and 5km data. In

the coupling-free case with center launch, Fig. 7.7a, the equalizer penalty increases sys-

tematically with increasing fiber length. For the worst-case fibers, typically the center dip

fibers, the coverage curves overlap, Fig. 7.7a (inset), indicating that the coverage remains

essentially unchanged with increasing fiber length. In the presence of coupling, the 300m

coverage is almost unchanged compared to the no coupling case. For longer fibers, the pres-

ence of coupling systematically increases the penalty with a more severe increase at higher

coverages. Again, these higher penalty links, often center dip profiles, exhibit the larger

coupling penalty due to power being coupled away from the dominant peak, Fig. 7.5a.

With offset launch, Fig. 7.7b, there is significant power launched into a larger number of

modes compared to center launch. In the absence of mode coupling, the equalizer penalty

increases significantly due to increasing effects of DMD with increasing fiber length. In-

terestingly, the higher percentage coverage of the 5km link is better than that of the 1km

link. The longer fiber is better in this case since the individual mode groups are sufficiently

separate so as to be distinct on the time scale of a bit slot. On the other hand, mode coupling

causes significant power to be coupled away from the dominant peak, resulting in a large

increase in penalty so that the penalty always increases with fiber length.
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Figure 7.7: Statistical impact of mode coupling on equalizer penalty at 10Gbps with A =
5× 107. (a) Center Launch (b) Offset launch. Dashed lines represent the coupling-free case
whereas solid lines denote results with coupling.
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It is noted that center launch suffers a smaller deterioration of the equalizer penalty

when coupling is included compared to offset launch. This characteristic is mainly at-

tributable to the mode coupling coefficient for the HOMs being significantly larger than

those for the LOMs.

7.8 Worst-Case DFE Penalties

In section 2.10, we have discussed how the worst-case performance of the 108 fiber set

is characterized by the 95% coverage point in the connector-less case and by the 80%

coverage point when connectors are present. Although the multimode fiber links discussed

in this chapter do not have any connectors, we will still consider the equalizer penalties at

both coverage points for the sake of completeness, Fig. 7.8.

With center launch, neglecting mode coupling effects results in an under-estimation of

the 95th percentile PIE-D by 0.14dBo for 300m links, 0.5dBo for 1km links and 1dBo for

fibers that are 2 km long, Fig. 7.8a. On the other hand, the 80th percentile PIE-D remains

virtually unchanged for 300m links but increases by 0.1dBo for 1km links and 0.15dBo for

2km long fibers due to mode coupling.

With offset launch, mode coupling causes an additional increase of 0.4-1.3dBo for the

1-2km fibers at the 95th percentile point, Fig. 7.8b. Even at the 80% coverage point, the

penalty increases by 0.3-1.1dBo for fibers that are 1-2km long. The 300m link penalties at

the 95th and 80th percentiles are not affected by mode coupling for offset launch.

For the 108 fiber set, joint launch primarily follow center launch and has a penalty

degradation in the 0.35-1dBo range for the 1-2km long fibers. At the 80th percentile point,

the penalty increases only by 0.1dBo for the 1-2km fibers, consistent with the correspond-

ing center launch performance. At longer lengths, the 95th percentile equalizer penalty can

be under-estimated by as much as 2-4 dBo due to mode coupling for joint launch. This

penalty degradation reduces to 0.3-0.5 dBo at the 80th percentile point.

While connector effects have not been considered in this work as mentioned earlier,
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we point out that having two connectors at the transmitter with a worst-case offset of 7µm

each results in an additional penalty of 2.5dBo for both center and offset launch at the 80%

coverage point for 300m links with the 108 fiber set. Clearly, connector effects are more

significant than coupling effects for such short links. Furthermore, the penalty increase due

to connectors is not expected to change significantly for longer MMF links so that mode

coupling effects are likely to dominate connector effects for fibers longer than a few km.

7.9 Summary

We have experimentally determined the coupling strength for multimode fibers using a

novel, high-resolution measurement of the received impulse response. We find that the typ-

ical coupling strength due to random micro-bending in MMF fibers is near 5×107. Armed

with this estimate of the mode coupling strength, we have investigated the applicability

of decision feedback equalization to extending the reach of 10Gbps Ethernet links to the

multi-km range. We have demonstrated that ignoring mode coupling effects leads to an

under estimation of equalizer penalty by as much as 0.25dBo for 300m, 1dBo for 1km

fibers and 2.3dBo for fibers that are 2km long. These significant deviations in EDC penalty

underscore the necessity of accurate and realistic fiber models in assessing the performance

of electronic equalizers.

An assessment of current equalizer technology requires evaluation of the performance

of finite-length equalizers. Importantly, the additional penalties due to mode coupling pri-

marily arise from the continuum of energy which appears between the arrivals of the pri-

mary mode groups. Since the equalizer penalties reported here correspond to the optimum

DFE with infinite number of taps, the net penalties of real equalizers are expected to be

worse.
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Figure 7.8: Equalizer penalties at the 80% and 95% coverage points for A = 5× 107: (a)
Center launch (b) Offset launch. Dashed lines represent the coupling-free case whereas solid
lines denote results with coupling.
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CHAPTER VIII

CONCLUSIONS

The unifying theme of this thesis is the electronic equalization of multi-mode fiber links

with the objective of increasing the data rate and possibly extend the reach. We first sum-

marize the important contributions of this thesis and then point out some future research

directions.

8.1 Contributions

The broad methodology of channel modeling, followed by base-lining the performance

currently used receivers and then investigation of electronic equalizers was adopted in this

research. We have also investigated the performance of some novel equalizers such as the

bidirectional DFE and MIMO transmission as applied to the MMF channel. Some of the

significant contributions of this research are described below :

• Fiber Modeling: A robust mode solver that can handle arbitrary refractive index

profiles, launch conditions and wavelengths was developed. It is currently in use by

one of the largest fiber manufacturers for their internal R&D work.

• FFE/DFE Performance and IEEE 802.3aq std.: A detailed performance assessment

of the impact of decision feedback equalizers has been conducted using an extensive

model of the installed fiber base. The finite-length DFE results were instrumental in

influencing the IEEE 802.3aq standardization effort. In particular, we were able to

achieve a reach of 220m but the original goal of 300m was unattainable on 99% of

the installed fiber base using DFEs of moderate complexity.
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• Bidirectional DFE: A low-cost equalizer that has excellent performance, the bi-

directional DFE, was applied to the MMF channel for the first time. The perfor-

mance of the infinite-length BiDFE was characterized without any constraints on the

signal-to-noise ratio and on the receiver front-end, as has been previously done in the

literature. A new joint optimization technique that helps the finite-length BiDFE per-

form significantly better than the infinite-length DFE was developed. It was shown

that given a finite number of filter coefficients, the BiDFE utilizes them better than the

conventional DFE. Furthermore, a reach of 350-400m at a data rate of 10 Gbps was

shown to be feasible with equalizers of complexity similar to that currently available.

• MIMO MMF Links: A multiple-input, multiple-output (MIMO) characterization of

the MMF channel was developed through the simultaneous use of both center and

offset launch together with the two-segment photo-detector. The potential benefits of

MIMO processing for MMF links was demonstrated by computing Shannon capacity

bounds. It was established that the 2× 2 MIMO channel performs about 1.4dBo

better than the conventional 1× 1 link at 10 Gbps with practical joint launch. The

MIMO scheme still has a performance improvement of 1dBo at 20 Gbps thereby

indicating that 20 Gbps transmission is feasible.

• Extended Reach MMF Links and Mode Coupling: Performance evaluation of multi-

km MMF links was conducted using a comprehensive model that accounts for mode

coupling effects. It was determined that ignoring mode coupling can result in under-

estimation of the optimum DFE penalty by as much as 1 dBo for 1km links.

8.2 Future Directions

Several exciting possibilities for future investigations have emerged during this research.

One interesting problem with both theoretical and practical implications is the joint de-

sign of the multi-mode fiber and equalizers. We have investigated the impact of electronic

equalizers on the installed fiber base. Can better performance and/or lower complexity be
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achieved if the fiber design phase is cognizant of the equalizer to be used in the link? Or will

optimizing the fiber and the equalizer separately be sufficient? A thorough understanding

of this issue will be of immense value to both researchers and practicing engineers.

The capacity analysis of intensity modulated optical channels in Chapter 5 was re-

stricted to the ISI-free case. Determining capacity bounds in the presence of ISI is still an

open problem and needs to be explored.

MIMO equalization of MMF links was explored using infinite-length MIMO-DFEs.

Performance characterization using finite-length DFEs will be useful in assessing practical

extensions of this work.
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APPENDIX A

BIT ERROR RATE ESTIMATION FOR LINEAR ISI CHANNELS

At the heart of any communication receiver, is the decision device, where a soft estimate of

the transmitted bit is compared with a threshold to determine the transmit bit. This decision

device is more commonly known as the slicer or thresholder in the literature. Since the

output of the decision device is a bit estimate, we will assume that its input is at the baud

rate (= data rate). Figure A.1 shows the effective end-to-end channel as seen by the slicer.

The transmit bits, ak, pass through an FIR filter, hk, representing the effective channel and

then get corrupted by noise, nk, before entering the slicer. Mathematically this is equivalent

to :

wk = h0ak + ∑
i6=0

hiak−i

︸ ︷︷ ︸
qk

+nk (A.1)

where qk denotes the residual inter-symbol interference seen by the slicer. As is commonly

done in the literature we assume that the noise, nk, is white and Gaussian with zero mean

and variance σ 2
n . Although such an assumption is not always valid, the resulting perfor-

mance numbers are still reasonably accurate. We note that a commonly used methodology

is to assume that the residual ISI and the noise together are modeled as a white, Gaussian

process. Although this approximation results in a very fast computation technique, the

accuracy of its results are suspect, particularly when moderate amount of ISI is present.

Let I denote the number of bits spanned by the ISI. Since MMF links use binary sig-

naling, this implies 2I possible values for qk. We denote each of these possibilities by

q(i), i = 1,2, . . . ,2I . Therefore, the probability of a bit error is given by :

Pe =
2I

∑
i=1

P
[
error

∣∣∣qk = q(i)
]
·P
[
qk = q(i)

]
(A.2)
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Figure A.1: Effective channel seen by the slicer

where P[·] denotes the probability of the event. The conditional error probability can be

easily determined for binary signaling :

P
[
error

∣∣∣qk = q(i)
]

= Q

(
h0 −q(i)

σn

)
(A.3)

where Q(·) is the well known Q-function [15]. Therefore, the final bit error rate for the ISI

channel in Fig. A.1 is given by :

Pe =
2I

∑
i=1

P
[
qk = q(i)

]
·Q
(

h0 −q(i)

σn

)
(A.4)

For independent and identically distributed transmit bits, this expression reduces to :

Pe =
1
2I

2I

∑
i=1

Q

(
h0 −q(i)

σn

)
(A.5)

When the ISI spans a limited number of bits, the bit error rate is most efficiently computed

using (A.5) by determining all possible values of qk. On other hand when I is large, we

resort to characteristic functions to compute the probability mass function which effectively

becomes a continuous function.

The characteristic function of qk, Φq( f ), is given by :

Φq( f ) = E
[
e− j2π f qk

]
= E

[
e− j2π f ∑i6=0 hiak−i

]
(A.6)

= ∏
i6=0

E
[
e− j2π f hiak−i

]
from the independence of ak’s (A.7)

Since the ak’s are equally likely to be ±1, we have :

E
[
e− j2π f hiak−i

]
= cos(2π f hi) (A.8)
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And therefore the characteristic function is given by :

Φq( f ) = ∏
i6=0

cos(2π f hi) (A.9)

Note that the probability density function (PDF) of qk is nothing but the inverse Fourier

transform of Φq( f ) [15], which can be efficiently computed via FFTs. Once the PDF of qk

is known, the bit error rate is determined by :

Pe =
N−1

∑
n=0

P
[
qk = q̂(n)

]
·Q
(

h0 − q̂(n)

σn

)
(A.10)

where N is the number of points used in the FFT and q̂(n) are the different values of qk

as approximated by the FFT. Since the ISI spans a large number of bits, the error in this

approximation is negligible.

To summarize, we use the direct enumeration method of (A.5) for the limited ISI cases

and the Fourier transform method of (A.10) when the ISI spans a large number of bits.
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APPENDIX B

OPERATING SNR FOR ISI LINKS

As explained in the main text, the desired bit error rate for the ISI-free link along with an

SNR margin determine the SNR at which communication over the ISI link takes place. In

this chapter, we summarize the key results for ISI-free links and determine the operational

SNR for the ISI channel.

The reference channel without inter-symbol interference is shown in Figure B.1. The

transmitter sends bits am of variance σ 2
a at a bit rate of 1/Tr. The subscript r denotes that

the corresponding parameter is specific to the reference channel. The transmit filter, φr(t),

is assumed to have energy εφ ,r. The noise, η(t), is assumed to be additive white Gaussian

with a power spectral density of N0/2. Clearly, the received sample ρk is given by :

ρk = ∑
m

amqk−m +nk (B.1)

where qk = q(kTr) and q(t) = φr(t)Fφ ∗
r (−t). The corresponding noise sample is nk =

n(kTr) where n(t) = η(t)Fφ ∗
r (−t). Since the reference channel is assumed to be ISI-free,

φr(t) has to satisfy :

qk = εφ ,rδk (B.2)

It follows that :

ρk = εφ ,rak +nk (B.3)

∑m amδ (t −mTr) φr(t) ∑

AWGN, η(t)

φ ∗

r (−t)
ρ(t)

t = kTr

ρk

Figure B.1: Reference channel without inter-symbol interference.

126



where the noise samples nk are independent and Gaussian with a variance εφ ,rN0/2. It is

straight-forward to show that the bit error rate for such a link with binary signaling is given

by :

Pe = Q



√

σ2
a εφ ,r

N0/2


 (B.4)

Defining the signal-to-noise ratio as :

SNR ∆
=

σ2
a εφ ,r

N0/2
(B.5)

we get Pe = Q
(√

SNR
)

which is the standard form of the BER expression for ISI-free

binary signaling [15].

For multimode fiber links, the desired BER for the ISI-free case is Pe = 10−12. There-

fore, the corresponding SNR is :

SNRISI-free =
[
Q−1(Pe)

]2 ≈ 17 dBe (B.6)

Since the power budget for 10 Gbps Ethernet allows for a margin of 6.5 dBo = 13 dBe [16],

the SNR at which the actual ISI link is operated is :

SNRISI
∆
= SNRr = SNRISI-free,dBe +MargindBe ≈ 30 dBe (B.7)

We will now establish the relationship between the average transmit power, Pav, and the

operating SNR. Note that the average transmit power is given by :

Pav =
σ2

a εφ ,r

Tr
(B.8)

Expressing σ 2
a in terms of SNRr from (B.5), we get :

Pav

N0/2
=

SNRr

Tr
(B.9)

For the 10 Gbps Ethernet power budget, this simplifies to :

Pav,dBm ≈ (N0/2)dBm/Hz +130 (B.10)
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Note that the ratio on the left-hand side of equation (B.9) is applicable to any transceiver

system, not just ones operating at a specific signaling rate and SNR. The reference channel

simply provides a way of determining the ratio Pav/(N0/2). In fact, we use this ratio

to compute the Shannon capacity of the multimode fiber channel. Furthermore, different

communication schemes will be compared at the same Pav assuming that the noise power

spectral density remains unchanged.
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APPENDIX C

FINITE-LENGTH DFE OPTIMIZATION & RESIDUAL ISI

We give a brief overview of the main results in the optimization of the finite-length decision

feedback equalizer, which is shown in Fig. C.1. We also describe an efficient and accurate

procedure to estimate the performance of the finite-length DFE without processing any bits.

C.1 Minimum Mean Square Error Optimization of the DFE

In this section, we optimize the finite-length DFE coefficients to minimize the mean square

error (MSE) between the slicer input, wk and the corresponding transmit bit, ak−∆ where

∆ is an appropriately chosen delay. Our approach, based on the one outlined in [59], is

summarized next.

C.1.1 Equalizer Input

The input to the equalizer, r(t), can be written as :

r(t) = ∑
m

amh(t −mT )+n(t) (C.1)

r(t)
rl

t = lTs + τ0

{ul}

Feed-forward Filter

yk

l = kβ
∑

wk

Slicer

âk

T

{vk}

Feed-back filter

xk

Figure C.1: Structure of the decision feedback equalizer.
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where h(t) = hT X(t)FhMMF(t)FhRX(t) and n(t) = η(t)FhRX(t), with F denoting con-

volution. The output of the 1/Ts sampler is then given by:

rl = ∑
m

amhl−mβ +nl (C.2)

where hl = h(lTs + τ0) and nl = n(lTs + τ0), with τ0 ∈ [0,T ) being the sampling instant.

Note that β is the over-sampling factor, i.e. the feed-forward filter taps are spaced T/β

apart.

Assuming η(t) has a power-spectral density of N0/2, the autocorrelation of the noise

samples, nl , can be shown to be :

Rnn,c(τ) =
N0

2
hRX(τ)Fh∗RX(−τ) (C.3)

Rnn(m) = Rnn,c(mTs) (C.4)

where Rnn,c(τ) is the autocorrelation of the continuous-time noise, n(t), at a lag of τ .

One bit period of the samples, rl , can be written as:



rkβ

rkβ−1
...

rkβ−(β−1)




︸ ︷︷ ︸
rk

=

[
h0 h1 · · · hLh

]




ak

ak−1

...

ak−Lh




+




nkβ

nkβ−1
...

nkβ−(β−1)




︸ ︷︷ ︸
nk

(C.5)

where hi is defined as follows :

hi =




hiβ

hiβ−1
...

hiβ−(β−1)




i = 0,1, . . . ,Lh (C.6)

We have assumed that the composite channel impulse response, h(t), has a duration of Lh

bit periods, i.e. 0 ≤ t < LhT . Therefore, the last β −1 elements of h0 and the first element

of hLh are zero.
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C.1.2 Feed-forward filter

The sampled output of the feed-forward filter, yk, can then be written as :

yk = uT




rk

rk−1

...

rk−(LF−1)




︸ ︷︷ ︸
Rk

(C.7)

where uT is the transpose of u, and is defined as :

uT =

[
u0,0 · · · u0,β−1 u1,0 · · · u1,β−1 · · · uLF−1,0 · · · uLF−1,β−1

]
(C.8)

with ui, j = uiβ+ j being the taps of the feed-forward filter. Note that we have assumed that

the feed-forward filter spans LF bit periods with β taps per bit period. From equation (C.5)

it follows that :

Rk =




h0 h1 · · · hLh 0β · · · 0β

0β h0 h1 · · · hLh · · · 0β
... . . . . . . . . . . . . . . . ...

0β · · · 0β h0 h1 · · · hLh




︸ ︷︷ ︸
H




ak

ak−1

...

ak−(Lh+LF−1)




︸ ︷︷ ︸
Ak

+




nk

nk−1

...

nk−(LF−1)




︸ ︷︷ ︸
Nk

(C.9)

Note that H is a βLF × (Lh +LF) matrix and 0β denotes a column vector of β zeros.

C.1.3 Feedback Filter

We assume that the decision in the kth bit period, âk, corresponds to the transmit bit ak−∆

where the delay ∆ is appropriately chosen. The feedback filter synthesizes the ISI caused

by the previously detected bits, âk−1, âk−2, . . . , âk−LB where LB is the number of feedback

taps. While a practical DFE feeds back actual decisions, the optimization is carried out
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assuming correct decisions. Therefore, the output of the feedback filter, xk, is given by :

xk = vT




ak−∆−1

ak−∆−2

...

ak−∆−LB




︸ ︷︷ ︸
ak−∆−1

(C.10)

C.1.4 Slicer Input

Therefore, the input to the slicer, wk, can be expressed as :

wk = yk − xk = uT Rk −vT ak−∆−1 (C.11)

Defining cT = [uT vT ], we get :

wk = cT




Rk

−ak−∆−1


 (C.12)

C.1.5 Mean Square Error

The mean square error, ξ = E
[
(wk −ak−∆)2], can then be written as :

ξ = cT




E
[
RkRT

k

]
−E
[
RkaT

k−∆−1
]

−E
[
ak−∆−1RT

k

]
E
[
ak−∆−1aT

k−∆−1
]


c−2cT




E [Rkak−∆]

−E [ak−∆−1ak−∆]


+E

[
a2

k−∆
]

(C.13)

where E [·] is the expectation operator. Upon evaluation of the various correlation matrices,

we get :

ξ
σ2

a
= cT




HHT + N0
2σ2

a
RN −HJ∆

−JT
∆ HT ILB




︸ ︷︷ ︸
A

c−2cT




H1∆

0LB




︸ ︷︷ ︸
b

+1 (C.14)

where 0LB is a column vector of LB zeros and ILB is the LB × LB identity matrix. Note

that we have assumed that the transmit bits are independent and equally likely and have a

variance of σ 2
a . J∆ and 1∆ are defined in Matlab pseudo-code as follows :
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Definition C.1 Various matrix/vector definitions

Matrix J∆:
1: Initialize: J∆ = 0L×LB where L = Lh +LF
2: if 0 ≤ ∆ ≤ L−2 then
3: J∆(∆+2 : ∆+K +1,1 : K) = eye(K,K) where K = min(LB,L−∆−1)
4: end if

Vector 1∆:
1: Initialize: 1∆ = 0L×1
2: if 0 ≤ ∆ ≤ L−1 then
3: 1∆(∆+1) = 1
4: end if

Note that RN = E
[
NkNT

k

]
/(N0/2) and can be easily determined from the noise auto-

correlation given by equations (C.3) and (C.4).

Minimizing the mean square error given in equation (C.14), we get the optimum DFE

coefficients :

copt = A−1b (C.15)

The corresponding minimum mean square error is then :

ξmin = σ2
a ·
(
1− cT

optb
)

(C.16)

The sampling instant τ0 and the delay ∆ are chosen to minimize ξmin.

C.2 Residual ISI and Noise Variance after the DFE

Once the DFE coefficients are known, we need to determine the bit error rate and the power

penalty for the link. The most common approach is to assume that the error ek = wk −ak−∆

is Gaussian with variance ξmin. In this case, the bit error rate is given by Q(
√

σ2
a /ξmin).

Note that the DFE that minimizes the mean square error strikes an optimum balance be-

tween residual ISI and noise enhancement. This residual ISI may cause ek to be non-

Gaussian.

Our approach is to determine the effective channel at the input to the slicer. This can be

done by assuming zero error propagation, which is usually valid at bit error rates of 10−12
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Equivalent Discrete-Time Channel

ak ↑β
Up-Sampler

hl

Channel Filter

∑

nl

rl
{ul}

Feed-forward Filter

yk

l = kβ

(∆+1) ·T

Delay

Path B Path B

∑
wk

Slicer

âk

T Path A

{vk}

Feed-back filter

xk

Figure C.2: End-to-End DFE Link with and without error propagation

and lower. In this case, the input to the feedback filter is the appropriately delay transmit

bit sequence, as shown in Fig. C.2. So the dashed path labeled Path A is replaced by that

marked Path B.

Given the channel filter and the DFE coefficients, it is straightforward to determine the

effective channel from ak to wk in Fig. C.2. From equation (C.11), which assumes correct

feedback decisions, the slicer input wk can be written as :

wk = uT HAk −vT ak−∆−1 +uT Nk (C.17)

Therefore, the effective channel is determined by HT u and v. The method is summarized

in Procedure C.2 via Matlab pseudo-code.

Procedure C.2 Residual ISI Estimation
1: Initialize the effective channel taps to zero:

q = zeros(L,1) where L = max(Lh +LF ,LB +∆+1)
2: Determine the contribution of the feed-forward filter to the effective channel:

ũ = HT u
q(1 : Lh +LF) = ũ

3: If applicable, subtract the contribution of the feedback filter from the effective channel
estimated thus far:

if LB 6= 0 then
q(∆+2 : LB +∆+1) −= v

end if
4: Then q(∆+1) is the coefficient for the desired bit and remaining terms are the residual

ISI coefficients.
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The variance of the residual noise νk = uT Nk is given by :

σ2
ν =

N0

2
uT RNu (C.18)

Given the residual ISI and the noise variance, the bit error rate can be quickly estimated

using the procedure outlined in Appendix A.
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APPENDIX D

CHANNEL CAPACITY

Consider the vector channel :

Y = X+N (D.1)

where X is an L-dimensional transmit vector, N is the noise vector and Y is the correspond-

ing received vector. The capacity of such a channel is given by [69] :

C =
1
T

sup
fX

I(X;Y) bits/sec (D.2)

where the supremum is taken over all probability distributions of X, fX, and T is time

interval occupied by the transmit vector X. The mutual information between X and Y,

denoted by I(X;Y), is defined as :

I(X;Y) = h(X)−h(X|Y) (D.3)

where the differential entropy h(X) is computed via :

h(X) = −
∫

· · ·
∫

X∈χ

fX log2 [ fX]dX (D.4)

At an intuitive level, the differential entropy h(X) is a measure of the uncertainty or

randomness associated with X. The mutual information is then a measure of the uncertainty

remaining in the transmit vector X even after we have eliminated the uncertainty associated

with X given the received vector Y. Channel capacity is nothing but the maximum possible

value of this residual uncertainty over all possible probability distributions for the transmit

vector.

An alternate expression for the mutual information that is practically more useful is :

I(X;Y) = h(Y)−h(Y|X) (D.5)
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When the noise is independent of the transmit vector, this can be simplified further :

I(X;Y) = h(Y)−h(N) (D.6)

Another useful inequality is the entropy power inequality that states :

e2h(X+N) ≥ e2h(X) + e2h(N) (D.7)

when X and N are independent.
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