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Introduction

Originally, chain complexes arise in algebraic topology to characterise topo-
logical spaces by special algebraic invariants called homology groups. For-
getting about underlying spaces, chain complexes are studied abstractly in
homological algebra as an algebraic structure.

Given a topological space X, one always obtains a chain complex and so
called singular homology groups Hn(X) as described in Hatcher (2008). A spe-
cial case are geometrical simplicial complexes (or more general ∆-complexes)
for which a more primitive homology theory exists called simplicial homology
which yields the same homology groups. Furthermore, a particular chain
complex called cellular exists for any CW-complex, and its cellular homology
groups correspond to the singular homology groups (cf. Hatcher, 2008).

A geometrical simplicial complex consists of simplices and can be built up
out of these in a glueing process. If all simplices are glued together in a special
way, a simplicial complex is said to be shellable. It is a particular property of
shellable simplicial complexes that their complete homological information is
well-known (cf. Kozlov, 2008).

The notion of shellability is more generally defined for cell complexes and
seems to arise at first in articles by Sanderson (1957) and Rudin (1958) al-
though similar ideas seem to be even older (cf. Bing, 1951, for example). In
the beginning, shellability was defined only for pure complexes, but this con-
cept has been generalised to nonpure complexes by Björner and Wachs (1996).
Shellability has developed to be an important tool in combinatorics, topology
and geometry. For example, the Upper Bound Conjecture for convex polytopes1

1By McMullen and Stanley, the Upper Bound Conjecture was formulated by Motzkin at the
November meeting of the American Mathematical Society in Evanston in 1956.

• “Motzkin . . . conjectured (implicitly) that if P is any d-dimensional convex polytope
with n vertices and fi i-dimensional faces, then fi ≤ ci(n, d). . . . This is the content of
Motzkin’s conjecture, known as the upper bound conjecture (UBC) for convex polytopes.”
(cf. Stanley, 1975, p. 136f.),

• “T. S. Motzkin . . . formulated what has come to be known as The Upper Bound Conjec-
ture.” (cf. McMullen, 1970, p. 179),
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by Motzkin has been proven2 by McMullen (1970) using a later published re-
sult by Bruggesser and Mani (1971) that the boundary complex of a convex
polytope is shellable.

Since simplicial complexes and CW-complexes yield different chain com-
plexes, one may ask whether it is possible to define shellability for abstract
chain complexes. Because the homology of shellable simplicial complexes is
well-known, one may also ask what special properties a chain complex might
have if it comes from a shellable simplicial complex, or, more generally, which
properties must be fulfilled by a chain complex to get complete information
about its homology.

We are concerned with these questions in the second part of this thesis. It
turns out that our notion of shellability for chain complexes does not suffice to
determine homology completely, so we specialise shellable chain complexes
by further conditions inspired by simplicial complexes.

The first part of this thesis deals with mapping cones of chain complexes
and is also motivated by simplicial complexes. Given some simplicial com-
plex ∆, a cone over ∆ is obtained by adding a new vertex and extra simplices
containing this new vertex. This yields a new simplicial complex which cor-
responds to a mapping cone over the chain complex C∆ belonging to ∆. We
generalise the notion of a cone to chain complexes abandoning the geometri-
cal idea of an apex and compare it with mapping cones. In particular, we use
mapping cones to construct a cone over a given chain complex.

The text comprises five chapters. In Chapter 1 the basic concepts like simpli-
cial complexes, chain complexes and homology are introduced. In particular,
homology of shellable simplicial complexes is discussed. At the end of this
chapter, we determine the homology module Hd(C) of a finite chain complex
C of order d.

The Chapters 2 and 3 contain most of my own results. Chapter 2 deals
with acyclic chain complexes, cones and mapping cones. At first, an abstract
definition of a cone is given, but mostly, we are concerned with mapping
cones which will be used to construct a cone over a given chain complex.

• “In 1957, in an abstract published in the Bulletin of the American Mathematical Society,
T. S. Motzkin made the following conjecture. . . . The Upper Bound Conjecture (U.B.C.).”
(cf. McMullen and Shephard, 1971, p. 152).

All abstracts of this November meeting are collected by Youngs (1957).
2The proof is also published in a book about convex polytopes by McMullen and Shephard
(1971). The Upper Bound Conjecture for spheres has been proven by Stanley (1975).
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Finally, it turns out that not every mapping cone is a cone matching our
definition, but conversely there also exist cones which cannot be obtained as
a mapping cone. But it is possible to name certain conditions on which a
mapping cone is a cone, see Theorem 2.17.

In Chapter 3 we are concerned with shellable chain complexes. In particu-
lar, the existence of a special shelling and shellability of i-skeletons are shown.
But in general, there is no information about the homology of shellable chain
complexes, therefore we claim additional conditions on them which imitate
other properties of simplicial complexes. This leads to the notion of regular
and totally regular chain complexes. We obtain complete homological infor-
mation for totally regular chain complexes which have a specific augmenta-
tion map ε, this result is noted in Theorem 3.30. In the end, we consider
mapping cones over shellable or regular chain complexes. It turns out that
the mapping cone over a shellable (or regular) chain complex is shellable (or
regular, respectively), too, see Theorem 3.34 and Theorem 3.36. A similar
result for totally regular chain complexes follows without further work as a
corollary.

A short conclusion of all our results is given in Chapter 4. The following
Appendix (Chapter A) contains a short overview about CW-complexes.

Some of the results are joint work with Björn Walker. Primarily, these are
the notion of critical basis elements and the proof of Theorem 1.60 as well as
the notion of an abstract cone for chain complexes and the proof of Lemma 2.6.
Together with most of the content of Chapter 3 these results have been pub-
lished in Grenzebach and Walker (2014).
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1. Basics: Simplicial and Chain
Complexes

In this chapter we will introduce chain complexes. However, we will explain
simplicial complexes first since our approach to chain complexes is motivated
by them.

1.1. Simplicial Complexes

We introduce some background knowledge about geometric simplicial com-
plexes. For more detailed informations, we refer to the books by Maunder
(1970, Section 2.3), Hatcher (2008, Section 2.1), Kozlov (2008, Section 2.2),
Spanier (1966, Section 3.1) and Mac Lane (1975, Chapter II.7).

1.1.1. Simplices

Recall that (n + 1) points p0, p1, . . . , pn in Rm for some m ≥ n are said to
be affinely independent if the vectors p1 − p0, p2 − p0, . . . , pn − p0 are linearly
independent.

Definition 1.1. A geometric n-simplex is the convex hull of (n + 1) affinely
independent points p0, p1, . . . , pn in Rm for some m ≥ n. The points p0, p1,
. . . , pn are called vertices. The convex hulls of the subsets of {p0, p1, . . . , pn}
are called subsimplices or faces of the n-simplex.

The number n is the dimension of the n-simplex. If n ≥ 1, subsimplices of
dimension (n− 1) are called facets.

Remark 1.2. Because ∅ ⊆ {p0, p1, . . . , pn}, any simplex contains the empty
simplex as a subsimplex. We denote it by ∅ and set dim(∅) := −1 for its
dimension.

Basic examples for simplices are points, lines, triangles and tetrahedra (sim-
plices of dimension 0, 1, 2 and 3, see Figure 1.1).
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1. Basics: Simplicial and Chain Complexes

p0 p1

p2

p0

p1

p2

p3

p0 p0

p1

Figure 1.1.: Simplices of dimension 0, 1, 2 and 3 (point, line, triangle and tetrahedron)

If we take the convex hull of the standard unit vectors in Rn+1, we get a
unique simplex of dimension n ∈ N, the standard n-simplex:

∆n :=
{
(t0, t1, . . . , tn) ∈ Rn+1

∣∣∣∣ n

∑
k=0

tk = 1 and tk ≥ 0 for all k
}

.

The standard 1-simplex and the standard 2-simplex are shown in Figure 1.2.

Definition 1.3. Let A := {p0, p1, . . . , pn} be the set of vertices of a geometric
n-simplex. If A is totally ordered, we call the n-simplex ordered.

If p0 < p1 < · · · < pn with respect to a total ordering ≤ of A, we denote the
n-simplex by [p0, . . . , pn]. The facet of A which does not contain the vertex pi

is denoted by [p0, . . . , p̂i, . . . , pn].

Remark 1.4. For example, the indices of the vertices pi yield a total ordering
on a set A := {p0, p1, . . . , pn}.

e1

e2

e1

e2

e3

Figure 1.2.: Standard 1-simplex and standard 2-simplex
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1.1. Simplicial Complexes

1.1.2. Geometric Simplicial Complexes

Definition 1.5. A geometric simplicial complex ∆ is a finite set of simplices in
Rm for some m ≥ 0 such that

1. every subsimplex of a simplex in ∆ is itself a simplex in ∆,

2. the intersection of any two simplices of ∆ is a subsimplex of each of
them.

For brevity, we will sometimes skip the notion geometric and just say sim-
plicial complex instead. Examples for simplicial complexes are shown in Fig-
ure 1.3.

Definition 1.6. Let ∆ be a simplicial complex. A subcomplex is a subset Λ of
∆ such that all subsimplices of any simplex in Λ are also contained in Λ.

Remark 1.7. By Aleksandrov (1965, p. 152), a simplicial complex is connected
if it is not the union of two nonempty disjoint subcomplexes. An example for
a not connected subcomplex is given in Figure 1.3(a).

Definition 1.8. The dimension of a simplicial complex ∆ is the maximum of
the dimensions of its simplices.

Definition 1.9. A simplex in a simplicial complex ∆ is called maximal if it is
not a subsimplex of any other simplex in ∆.

A simplicial complex is called pure if all of its maximal simplices have the
same dimension.

An example for a pure simplicial complex is shown in Figure 1.3(b). To
determine the dimension of any simplicial complex, it suffices to consider all
its maximal simplices.

(a) not connected (b) pure (c) shellable

Figure 1.3.: Examples for simplicial complexes

3



1. Basics: Simplicial and Chain Complexes

F1

F2

F3

F4

F5

F1 F1

F2

F1

F2

F3

F1

F2

F3

F4

F1

F2

F3

F4

F5

Figure 1.4.: Building up a simplicial complex by glueing simplices. The chosen sim-
plices F1, F2, F3, F4 and F5 are shown at the top. Beneath the glueing
process is illustrated. For 2 ≤ k ≤ 5, any intersection

(
∪k−1

i=1 Fi
)
∩ Fk is

coloured orange.

One can imagine that a connected geometric simplicial complex can be built
up from its maximal simplices by glueing them together. Mathematically,
glueing simplices means that equal dimensional proper subsimplices of them
are identified.

To build up a geometric simplicial complex in this way, we take t geometric
simplices F1, F2, . . . , Ft of arbitrary dimensions which will be the maximal
simplices in the constructed complex.

We start with F1, then we add F2 by identifying some proper subsimplex of
F2 with a proper subsimplex of F1 of the same dimension. We proceed in this
way, in which any intersection

(⋃k−1
i=1 Fi

)
∩ Fk must be a simplicial complex.

An example for this procedure is shown in Figure 1.4.
If in this process every simplex Fk is glued only along facets, i.e. subsim-

plices of dimension (dim Fk − 1), we get a special simplicial complex (cf. Ko-
zlov, 2008, p. 211).

Definition 1.10. Let ∆ be a simplicial complex of dimension d. An order of its
maximal simplices F1, F2, . . . , Ft is called a shelling (or a shelling order) if d = 0
or if each subcomplex

(⋃k−1
i=1 Fi

)
∩ Fk is pure and (dim Fk − 1)-dimensional for

4



1.2. Chain Complexes

all k ∈ {2, . . . , t}. If such a shelling exists, the simplicial complex is said to be
shellable.

Remark 1.11. Every shellable simplicial complex without maximal simplices
of dimension 0 is connected. Figure 1.3(c) on page 3 shows an example.

Example 1.12.

1. Every simplex is a shellable simplicial complex with exactly one maxi-
mal simplex.

2. Let [p0, . . . , pn] be an ordered n-simplex. The simplicial complex whose
maximal simplices are all its facets [p0, . . . , p̂i, . . . , pn] =: ∆i is shellable
because the intersection of any two facets ∆i and ∆j is the subsimplex
[p0, . . . , p̂i, . . . , p̂j, . . . , pn] of dimension (n − 2). In fact, every ordering
of a simplex’ facets is a shelling.

For later use we introduce the following notions.

Definition 1.13. A geometric simplicial complex is ordered if its set of vertices,
i.e. its set of 0-simplices, is totally ordered.

Definition 1.14. Let ∆ be a shellable simplicial complex whose maximal sim-
plices F1, F2, . . . , Ft are ordered in a in shelling. A maximal simplex F` is
called a spanning simplex (with respect to the chosen shelling) if dim(F`) = 0
or if the simplex F` is glued along all its facets.

Remark 1.15. The ordering of the maximal basis elements in a shelling can
always be rearranged in such a way that all spanning simplices come last (cf.
Björner and Wachs, 1996, Second Rearrangement Lemma 2.7).

Remark 1.16. We obtain an ordered simplicial complex from any geometric
simplicial complex by numbering its vertices.

1.2. Chain Complexes

1.2.1. Preliminaries about Rings and Free Modules

In this section, we introduce some basic terms which are essential for our fur-
ther work. We refer to the books by Bosch (2004), Lang (2002) and especially
by Oeljeklaus and Remmert (1974).

5



1. Basics: Simplicial and Chain Complexes

Any ring R is implicitly supposed to be commutative and unital, the unit
will be denoted by 1. A principal ideal domain is a commutative and unital
ring which is an integral domain and whose ideals are all principal.

Recall that a module M over R is free if there exists a family (xi)i∈I in M
which is linearly independent and generates the module M, i.e. M =

⊕
i∈I Rxi.

Such a family (xi)i∈I is called a basis of M. Free modules over principal ideal
domains have the following property (cf. Lang, 2002, p. 146).

Theorem 1.17. If M is a free module over a principal ideal domain R, then every
submodule of M is free.

For finitely generated modules, i.e. modules of the form M = ∑n
i=1 Rei for

some n ∈ N, we recall the following terms by Oeljeklaus and Remmert (1974,
pp. 90 and 110):

• the generating number genR M is the minimal number of elements which
generate M,

• the degree of freedom dgfR M is the maximal number of linearly indepen-
dent elements in M.

The next two theorems can be found in Oeljeklaus and Remmert (1974,
pp. 112 and 115) and will be helpful for our calculations in Section 1.6.

Theorem 1.18. Let R be an integral domain. Let M and N be finitely generated
R-modules. For any R-linear map ϕ : M→ N holds:

dgfR(M) = dgfR(ker ϕ) + dgfR(im ϕ).

Theorem 1.19. Let R be an integral domain. If M is a finitely generated free R-
module, then genR M = dgfR M.

1.2.2. Main Concepts

We start by defining chain complexes which are our central term. The def-
inition bases on work by Weibel (1994, p. 2), Hilton and Stammbach (1971,
p. 117), Kozlov (2008, p. 51), Cartan and Eilenberg (1956, p. 58) and Mac Lane
(1975, p. 39).

6



1.2. Chain Complexes

Definition 1.20. For every ν ∈ Z let Cν be a module over a ring R. Let

∂ν : Cν → Cν−1, ν ∈ Z,

be R-linear maps such that ∂ν ◦ ∂ν+1 = 0, i.e. im ∂ν+1 ⊆ ker ∂ν. The sequence

. . .
∂i+2−→ Ci+1

∂i+1−→ Ci
∂i−→ . . .

∂2−→ C1
∂1−→ C0

∂0−→ C−1
∂−1−→ . . .

is a chain complex which we denote by C. The R-modules Cν are called
chain modules, and the maps ∂ν are boundary maps.

Similar definitions using abelian groups instead of R-modules can be found
in the books by Dold (1972, p. 16), Gelfand and Manin (1996, p. 25), Hatcher
(2008, p. 106), Massey (1991, p. 254), Maunder (1970, p. 107) and Spanier (1966,
p. 157).

Remark 1.21. A chain complex C over R can be seen as a Z-graded R-module
with an R-linear map d : C → C such that d(Cν) ⊆ Cν−1 and d ◦ d = 0 (cf.
Cartan and Eilenberg, 1956, p. 58).

Remark 1.22. The elements of a chain module Cν are often called ν-chains, see
Hilton and Stammbach (1971, p. 118), for example.

Now we characterise some special chain complexes, in parts we follow
Spanier (1966, p. 157).

Definition 1.23. Let C be a chain complex over R with chain modules Cν,
ν ∈ Z. If every chain module Cν is free over R with basis Ων, then C is a
free chain complex. We call Ω :=

⋃̇
ν∈Z Ων its basis and denote such a chain

complex by (C, Ω). If additionally each chain module Cν is zero or finitely
generated, we call (C, Ω) finitely free.

Remark 1.24. Sometimes, we will denote a free chain complex (C, Ω) shortly
by C, keeping its basis Ω in mind.

Remark 1.25. In the following, we will mostly consider free chain complexes
(C, Ω) over a principal ideal domain R with a fixed basis Ω :=

⋃̇
ν∈Z Ων. Then

the submodules ker(∂ν) and im(∂ν) are free for all ν ∈ Z by Theorem 1.17.

Definition 1.26. Let C be a chain complex with chain modules Cν, ν ∈ Z. If
Cν = 0 for all ν < 0, the chain complex is said to be nonnegative1.

1A nonnegative chain complex is called positive by Hilton and Stammbach (1971, p. 126),
Massey (1991, p. 288) and Mac Lane (1975, p. 41); Cartan and Eilenberg (1956, p. 75) call it
left positive.

7



1. Basics: Simplicial and Chain Complexes

Definition 1.27. Let (C, Ω) be a finitely free and nonnegative chain complex.
If Cd 6= 0 for some d ∈ N and Cν = 0 for all ν > d, we say that (C, Ω) is finite
of order d. We write ord(C, Ω) = d or shortly ord(C) = d. The zero complex
(Z, ∅) is said to be finite of order −1 =: ord(Z, ∅).

There exist special maps between chain complexes over R which respect
their structure. This term is standard in literature and can, for example,
be found in the books by Cartan and Eilenberg (1956, p. 59), Dold (1972,
p. 16), Eilenberg and Steenrod (1981, p. 124), Gelfand and Manin (1996, p. 41),
Hatcher (2008, p. 111), Hilton and Stammbach (1971, p. 117), Kozlov (2008,
p. 52), Massey (1991, p. 255), Maunder (1970, p. 109), Spanier (1966, p. 158) or
Weibel (1994, p. 2).

Definition 1.28. Let B, C be chain complexes over R with boundary maps ∂B
ν

and ∂C
ν , respectively. A chain map f : B → C is a collection of R-linear maps

fν : Bν → Cν such that fν−1 ◦ ∂B
ν = ∂C

ν ◦ fν for all ν ∈ Z.
A chain map f : B → C is called a chain isomorphism if each linear map

fν : Bν → Cν is an isomorphism. Then the chain complexes B and C are said
to be isomorphic.

For example, let (C, Ω) be a free chain complex. If we permute the basis
elements in some basis Ων, we obtain a chain isomorphism (C, Ω) → (C, Ω̃).
In fact, we will never change the basis of any free chain complex (C, Ω) except
for such permutations.

Remark 1.29. Taking all chain complexes over some ring R as objects and all
chain maps between them as morphisms gives a category of chain complexes, cf.
Hilton and Stammbach (1971, p. 118) or Spanier (1966, p. 158).

1.2.3. Pure Chain Complexes

Definition 1.30. Let Cν be a free chain module with basis Ων = {eν
i | i ∈ Iν},

ν ∈ Z, in a free chain complex (C, Ω) over some ring R. For any element
x = ∑i∈Iν

aieν
i ∈ Cν, the support of x is the set of all basis elements eν

i with
coefficient ai 6= 0, i.e.

supp(x) := {eν
i | ai 6= 0} ⊆ Ων.

The boundary of x is the support of ∂ν(x):

bd(x) := supp
(
∂ν(x)

)
⊆ Ων−1.
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1.2. Chain Complexes

Remark 1.31. Since the module Cν is free, we have Cν =
⊕

i∈Iν
Reν

i . Therefore,
for any element x = ∑i∈Iν

aieν
i ∈ Cν, almost every coefficient ai vanishes.

Hence, for any element in a free chain complex, support and boundary are
finite sets.

Remark 1.32. For any x ∈ Cν the following equivalences hold:

supp(x) = ∅ ⇐⇒ x = 0,

bd(x) = ∅ ⇐⇒ x ∈ ker(∂ν).

Definition 1.33. Let (C, Ω) be a finite chain complex of order d whose chain
modules Cν have the bases Ων = {eν

1, . . . , eν
kν
} for kν ≥ 1 or Ων = ∅. The chain

complex (C, Ω) is called pure if each basis element eν
i ∈ Ω for 0 ≤ ν ≤ (d− 1)

and 1 ≤ i ≤ kν is contained in the boundary of some basis element eν+1
` ,

1 ≤ ` ≤ kν+1.

Definition 1.34. A basis element e ∈ Ω of a free chain complex (C, Ω) is called
maximal if it is not contained in the boundary of any other basis element.

Remark 1.35. If (C, Ω) is a finite chain complex of order d, all basis elements
of Ωd are maximal. Furthermore, if (C, Ω) is even a pure chain complex, the
maximal basis elements are exactly those in Ωd.

1.2.4. Subcomplexes

For the definition of subcomplexes, we refer to Weibel (1994, p. 6).

Definition 1.36. Let C be a chain complex. A chain complex B is a subcomplex
of C if each chain module Bν is a submodule of Cν and each boundary map
δν : Bν → Bν−1 is the restriction of the boundary map ∂ν : Cν → Cν−1 to Bν.

Remark 1.37. Every subcomplex B of a free chain complex (C, Ω) over a
principal ideal domain is also free according to Theorem 1.17.

If U, W are subcomplexes of a chain complex C, then their intersection
U ∩W, whose chain modules are (U ∩W)ν := Uν ∩Wν, is also a subcomplex
of C. Another subcomplex of C, obtained from U and W as well, is their sum
U + W, having the chain modules (U + W)ν := Uν + Wν.

9
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Every chain complex C contains the following subcomplexes:

• the zero complex Z with all chain modules Zν = 0,

• the kernel complex ker(∂) with chain modules
(
ker(∂)

)
ν
= ker(∂ν),

• the image complex im(∂) with chain modules
(
im(∂)

)
ν
= im(∂ν+1).

In all cases, the restriction of the boundary map to the subcomplex is zero.
Furthermore, we get a sequence of subcomplexes

Z ⊆ im(∂) ⊆ ker(∂) ⊆ C.

We are interested in some particular subcomplexes of nonnegative chain
complexes.

Definition 1.38. Let C be a nonnegative chain complex. For i ∈ N, the i-skel-
eton ski(C) is a subcomplex of C whose chain modules are

(
ski(C)

)
ν
= Cν

for 0 ≤ ν ≤ i and
(
ski(C)

)
ν
= 0 otherwise. For a free and nonnegative chain

complex (C, Ω), the i-skeleton is denoted by ski(C, Ω).

Remark 1.39. If (C, Ω) is a free and nonnegative chain complex, each i-skel-
eton ski(C, Ω) is free with basis

⋃̇i
ν=0 Ων. If (C, Ω) is even finitely free and

nonnegative with Ci 6= 0, then ski(C, Ω) is a finite chain complex of order i.
Particularly, if (C, Ω) is a finite chain complex of order d, then the d-skeleton
skd(C, Ω) is equal to (C, Ω). Moreover, for any pure finite chain complex
(C, Ω) of order d with Ci 6= 0, its i-skeleton ski(C, Ω) is pure, too.

Now we introduce subcomplexes which are analogues to simplices in a
simplicial complex.

Definition 1.40. Let (C, Ω) be a free and nonnegative chain complex with
basis Ω. For any µ ∈ N and a basis element eµ

i ∈ Ωµ, let (Ceµ
i
, Ωeµ

i
) denote the

free, nonnegative subcomplex of (C, Ω) whose chain modules
(
Ceµ

i

)
ν

have the
following bases

(
Ωeµ

i

)
ν
:(

Ωeµ
i

)
ν
= ∅ for ν ≥ µ + 1 and ν < 0,(

Ωeµ
i

)
µ
= {eµ

i },(
Ωeµ

i

)
ν
=

⋃
e ∈ (Ωeµ

i
)ν+1

bd(e) for 0 ≤ ν ≤ µ− 1.

Such a subcomplex (Ceµ
i
, Ωeµ

i
) is called elementary.
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Remark 1.41. Each elementary subcomplex (Ceµ
i
, Ωeµ

i
) is a pure and finite

chain complex of order µ. In particular,
(
Ωeµ

i

)
µ−1 = bd(eµ

i ). We define the

order of eµ
i as the order of the finite subcomplex (Ceµ

i
, Ωeµ

i
), i.e.

ord(eµ
i ) := ord(Ceµ

i
, Ωeµ

i
) = µ.

If there is some basis element eλ
k ∈ Ωλ for which eλ

k ∈ Ωeµ
i
∩Ωeκ

`
holds for

some λ < min{µ, κ}, this implies Ωeλ
k
⊆ Ωeµ

i
∩Ωeκ

`
, i.e. the elementary sub-

complex (Ceλ
k
, Ωeλ

k
) is contained in the chain complex generated by Ωeµ

i
∩Ωeκ

`
.

1.2.5. Chain Complexes obtained from Simplicial Complexes

There is a standard way to construct a nonnegative chain complex over some
ring from an ordered simplicial complex (cf. Hatcher, 2008, pp. 104–106). Let
∆ be a simplicial complex of dimension n whose set of vertices {v0, v1, . . . , vk}
is ordered such that v` < v`+1 for all 0 ≤ ` ≤ (k− 1). This simplicial complex
generates a finite chain complex (C, Ω) of order n as follows.

For every ν-simplex [vi0 , vi1 , . . . , viν
] with 0 ≤ i0 < i1 < · · · < iν ≤ k,

there is exactly one basis element ei0i1 ...iν
in the basis Ων of the chain module

Cν. Hence, there are as many basis elements in Ων as ν-simplices in ∆. In
particular, every basis element in Ωn corresponds to a simplex of dimension
n in ∆, and the chain module C0 is generated by (k + 1) elements e0, . . . , ek.
Furthermore, we have Cν = 0 for all ν > n and all ν < 0.

A boundary map ∂ν : Cν → Cν−1 for 1 ≤ ν ≤ n is given by

ei0i1...iν
7→

ν

∑
`=0

(−1)`ei0...i`−1i`+1...iν

whereas ∂0(ei) = 0 for all i ∈ {0, 1, . . . , k}. For ν > n and ν ≤ 0, each
boundary map ∂ν is the zero map. It is easy to show that ∂ν−1 ◦ ∂ν = 0 for all
ν ∈ Z (cf. Hatcher, 2008, p. 105).

1.3. Homology

The notion of homology is central in homological algebra. We follow Gelfand
and Manin (1996, p. 25) and Hilton and Stammbach (1971, p. 118).

11
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Definition 1.42. Let C be a chain complex over some ring R with boundary
maps ∂ν : Cν → Cν−1. The homology modules of C are

Hν(C) := ker(∂ν)�im(∂ν+1)
for all ν ∈ Z,

and their elements are called homology classes.

Remark 1.43. In literature, the homology modules are often called homology
groups. This name usually occurs when chain complexes are defined with
abelian groups instead of R-modules.

Remark 1.44. If (C, Ω) is a free chain complex over a principal ideal domain
R, then ker(∂ν) and im(∂ν) are free R-modules for all ν ∈ Z. However, the
homology modules Hν(C) are not necessarily free and may contain torsion
elements.

By Hilton and Stammbach (1971, p.18), elements of ker(∂ν) are called ν-
cycles and elements of im(∂ν+1) are called ν-boundaries. Using this notions,
we can say that each homology class of Hν(C) is represented by a ν-cycle.
Two ν-cycles in the same homology class are homologous, and their difference
is a ν-boundary.

Remark 1.45. Let B, C be chain complexes over a ring R and f : B → C a
chain isomorphism. Then both chain complexes have the same homology, i.e.
Hν(B) ∼= Hν(C) for all ν ∈ Z.

In particular, the homology of any free chain complex (C, Ω) will not
change if we permute basis elements in some basis Ων.

1.4. Reduced Homology

In this section, we define reduced homology for chain complexes over princi-
pal ideal domains. In this case, the reduced homology module of index 0 is
without any further conditions related to the usual homology module.

Definition 1.46. Let R be a principal ideal domain and (C, Ω) a free and non-
negative chain complex over R. If we replace the boundary map ∂0 : C0 → 0
by an R-linear map ε : C0 → R with ε ◦ ∂1 = 0, we get an augmented chain
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complex over R (cf. Hatcher, 2008, p. 110):

. . .
∂n+1−→ Cn

∂n−→ Cn−1
∂n−1−→ . . .

∂3−→ C2
∂2−→ C1

∂1−→ C0
ε−→ R

η−→ 0.

The homology modules of this chain complex are the reduced homology modules
H̃ν(C) for all ν ∈ Z. For ν ≥ 1, we obtain H̃ν(C) = Hν(C). In particular, we
have H̃0(C) = ker(ε)/im(∂1) and H̃−1(C) = ker(η)/im(ε). Furthermore,
H̃ν(C) = 0 for all ν ≤ −2. We call ε an augmentation map.

Remark 1.47. If the augmentation map ε is surjective, we obtain H̃−1(C) = 0
since then ε(x) is a unit in R for some x ∈ C0. If ε = 0, then H̃−1(C) ∼= R. If
ε is neither the zero map nor surjective, the homology module H̃−1(C) is not
free and contains only torsion elements.

If ε = 0, reduced homology is the same as the usual homology apart from
H̃−1(C) ∼= R. But if ε 6= 0, which is only possible for C0 6= 0, the reduced
homology module H̃0(C) = ker(ε)/ im(∂1) differs from H0(C). Since im(ε)

is free by Theorem 1.17, we obtain im(ε) ∼= R. Hence, we get

C0 = ker(∂0) = ker(ε)⊕ Re

for some e ∈ C0 with ε(e) generating im(ε) (cf. Oeljeklaus and Remmert, 1974,
p. 108). As im(∂1) ⊆ ker(ε), we have

H0(C) ∼= H̃0(C)⊕ R.

Lemma 1.48. Let (C, Ω) be a free and nonnegative chain complex over a principal
ideal domain R. Then its reduced homology module H̃0(C) is independent of the
choice of an augmentation map ε 6= 0.

Proof. Let C0
ε1−→ R and C0

ε2−→ R be nonzero augmentation maps, ε1 6= ε2.
For the moment, we denote the zeroth reduced homology module by H̃0(C, εi)

for i ∈ {1, 2}. Hence, we get

H̃0(C, ε1)⊕ R ∼= H0(C) ∼= H̃0(C, ε2)⊕ R

and therefore H̃0(C, ε1) ∼= H̃0(C, ε2).

However, the homology module H̃−1(C) depends on the choice of ε. For
example, we consider the finite chain complex (C, Ω) over Z whose basis is
Ω = Ω0 = {e}. Let ε1 and ε2 be augmentation maps with ε1(e) = 1 and
ε2(e) = 2. Then we get H̃−1(C, ε1) = 0 and H̃−1(C, ε2) ∼= Z2.
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1.4.1. An Augmentation Map for Simplicial Complexes

Let ∆ be an ordered simplicial complex of dimension n. From ∆, we obtain a
finite chain complex (C, Ω) of order n over some principal ideal domain R as
described in Section 1.2.5. Recall that we have a one-to-one correspondence
between the ν-simplices in ∆ and the basis elements in Ων ⊆ Ω for every
ν ∈ Z. In particular, the basis elements in Ω0 = {e0, e1, . . . , ek0} correspond to
the vertices of ∆.

To define an augmentation map, we recall that ∂1(ei0i1) = ei1 − ei0 for any
basis element ei0i1 ∈ Ω1. Since we need ε ◦ ∂1 = 0, we define an R-linear map
for any element x = ∑k

`=0 α`e` ∈ C0 as follows (cf. Hatcher, 2008, p. 110):

ε : C0 → R, x =
k

∑
`=0

α`e` 7→
k

∑
`=0

α`.

In particular, ε(e`) = 1, so ε is surjective.
This is a canonical choice of ε. Of course, one can also choose ε−1(x) =

−∑k
`=0 α` or εr(x) = r ∑k

`=0 α` for any fixed r ∈ R \ {0} instead. Since r is
not a zero divisor and thus ker(εr) = ker(ε), this choice does not change the
reduced homology module H̃0(C), but we get torsion in H̃−1(C) if r is not a
unit in Z.

1.4.2. About Augmentation Maps for Chain Complexes

For any free and nonnegative chain complex over a principal ideal domain
R, the augmentation map ε does not need to be unique. But in contrast
to simplicial complexes there exist chain complexes for which ε must be 0.
Indeed, it is always possible to take ε = 0, but we are interested in ε 6= 0
because in that case the reduced homology module H̃0(C) is different from
H0(C). We consider some examples.

1. Let (C, Ω) be a finite chain complex of order 1 over Z whose chain
modules have the bases Ω1 = {e1

1} and Ω0 = {e0
1}. Let ∂1(e1

1) = e0
1. We

must define ε(e0
1) = 0, hence H̃0(C) = H0(C) and H̃−1(C) ∼= Z.

2. Consider the finite chain complex (C, Ω) of order 1 over Z with chain
module bases Ω1 = {e1

1, e1
2} and Ω0 = {e0

1, e0
2}. Let ∂1(e1

1) = e0
1 + e0

2 and
∂1(e1

2) = e0
1 + 2e0

2. Because e1
2 − e1

1 maps to e0
2, we only get ε = 0. As

above, H̃0(C) = H0(C) and H̃−1(C) ∼= Z.
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3. Again, let (C, Ω) be a finite chain complex of order 1 over Z whose
chain modules have the bases Ω1 = {e1

1, e1
2} and Ω0 = {e0

1, e0
2, e0

3, e0
4}. Let

∂1(e1
1) = e0

1 + e0
2 + 2e0

3 and ∂1(e1
2) = e0

3 + e0
4. Then, H0(C) ∼= Z2. Now,

there are at least two different ways to define an augmentation map
C0 → Z.

a) ε1 is given by:

ε1(e0
1) = 1, ε1(e0

3) = −1,

ε1(e0
2) = 1, ε1(e0

4) = 1.

b) ε2 is defined in the following way:

ε2(e0
1) = 1, ε2(e0

3) = 0,

ε2(e0
2) = −1, ε2(e0

4) = 0.

In both cases H̃0(C) ∼= Z and H̃−1(C) = 0, as both augmentation maps
are surjective.

If there is a basis element e0
i ∈ Ω0 which is not contained in the boundary

of any basis element of Ω1, then an augmentation map ε 6= 0 always exists
and can be obtained by defining ε(e0

i ) = 1. In particular, ε can be defined this
way for every finite chain complex of order 0. For chain complexes of order
d ≥ 1 we treat two special cases.

Theorem 1.49. Let (C, Ω) be a finite chain complex of order d ≥ 1 over a principal
ideal domain R with char R = 0. Let Ω0 = {e0

1, . . . , e0
k0
} be the basis of its chain

module C0 with k0 ≥ 1. Then the following statements are equivalent:

(1) # bd(x) ≥ 2 for every x ∈ C1 \ ker ∂1.

(2) An augmentation map ε : C0 → R exists such that ε(e0
µ) 6= 0 for all e0

µ ∈ Ω0.

Proof. (1) ⇒ (2): If C1 = 0, we can set ε(e0
µ) = 1 for all e0

µ ∈ Ω0, and we
are done. So let Ω1 = {e1

1, . . . , e1
k1
} with k1 ≥ 1. For each e0

µ, which is not
contained in the boundary of any e1

λ, we define ε(e0
µ) = 1. Hence, we assume

without loss of generality that the 1-skeleton of (C, Ω) is pure. Let

∂1(e1
λ) =

k0

∑
`=1

aλ`e0
` for 1 ≤ λ ≤ k1.
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Because ε ◦ ∂1 = 0, we have to solve the following system of linear equations
to define ε. 

a11 a12 · · · a1k0

a21 a22 · · · a2k0
...

...
...

ak11 ak12 · · · ak1k0




ε(e0
1)

ε(e0
2)

...
ε(e0

k0
)

 = 0. (1.1)

By transformation of the rows we get a block matrix

ã11 0 · · · 0 ã1,j+1 · · · ã1,k0

0 ã22 · · · 0 ã2,j+1 · · · ã2,k0
...

...
. . .

...
...

...
0 0 · · · ãjj ãj,j+1 · · · ãj,k0

0 0 · · · 0 0 · · · 0
...

...
...

...
...

0 0 · · · 0 0 · · · 0


for some 1 ≤ j ≤ k1 and ãii 6= 0 for all 1 ≤ i ≤ j. Note that j < k0 because
otherwise we would get a row(

0 0 · · · 0 ãk0k0

)
having only one entry ãk0k0 6= 0. Getting such a row means that there exists
an element x ∈ C1 with # bd(x) = 1 which is a contradiction!

We define an augmentation map ε by choosing values ε(e0
µ) for all basis

elements e0
µ ∈ Ω0 iteratively in the following way.

• At first, we define ã := ∏
j
i=1 ãii 6= 0, choose some rk0 ∈ R \ {0} and set

ε(e0
k0
) := ã · rk0 .

• We proceed by iteration. Assume that for some (j + 1) < k ≤ k0 ele-
ments r` ∈ R \ {0} are chosen for all k ≤ ` ≤ k0 such that ε(e0

`) = ã · r`.
We choose some rk−1 ∈ R \ {0} such that

ãi,k−1rk−1 +
k0

∑
`=k

ãi,`r` 6= 0

for all indices 1 ≤ i ≤ j, for which there is at least one coefficient ãi,t 6= 0
for some (k − 1) ≤ t ≤ k0. This is possible because each equation
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ãi,k−1rk−1 + ∑k0
`=k ãi,`r` = 0 has at most one solution rk−1 if there is some

ãi,t 6= 0. Hence, there are at most j nonzero elements in R which cannot
be chosen.

We set ε(e0
k−1) := ã · rk−1 then.

• For each 1 ≤ ν ≤ j, we define

ε(e0
ν) := −

(
∏

i≤j,i 6=ν

ãii

)
k0

∑
`=j+1

ãν,`r` 6= 0.

Then we have ε(e0
µ) 6= 0 for all 1 ≤ µ ≤ k0.

(2)⇒ (1): We assume that some x ∈ C1 \ ker ∂1 exists such that # bd(x) = 1.
Then ∂1(x) = ρe0

i for some e0
µ ∈ Ω0 and ρ ∈ R \ {0}. Hence, ε(e0

µ) = 0 holds
for every augmentation map ε which is a contradiction to (2).

Remark 1.50. The above theorem is not true for chain complexes defined over
some finite field Fq. We show examples for F2, F3 and F4, but in the same
manner one can create examples for any finite field.

• Let (C, Ω) be a finite chain complex of order 1 over F2 whose chain
modules have the bases Ω1 := {e1

1} and Ω0 := {e0
1, e0

2, e0
3}. Let ∂1(e1

1) =

e0
1 + e0

2 + e0
3, then we must set ε(e0

i ) = 0 for some i ∈ {1, 2, 3} and any
augmentation map ε.

• Let (C, Ω) be a finite chain complex of order 1 over F3 whose chain
modules have the bases Ω1 := {e1

1, e1
2} and Ω0 := {e0

1, e0
2, e0

3, e0
4}. Let

∂1(e1
1) = e0

1 + e0
3 + e0

4 and ∂1(e1
2) = e0

2 + e0
3 + 2e0

4. Then we must set
ε(e0

1) = 0 or ε(e0
2) = 0 for any augmentation map with ε(e0

3) 6= 0 and
ε(e0

4) 6= 0.

• Let (C, Ω) be a finite chain complex of order 1 over F4, which may
be generated by 1 and σ over F2. Let its chain modules have the bases
Ω1 := {e1

1, e1
2, e1

3} and Ω0 := {e0
1, e0

2, e0
3, e0

4, e0
5}, and let ∂1(e1

1) = e0
1 + e0

4 + e0
5,

∂1(e1
2) = e0

2 + e0
4 + σe0

5 and ∂1(e1
3) = e0

3 + e0
4 + (σ + 1)e0

5. Then again
it is impossible to get an augmentation map ε with ε(e0

i ) 6= 0 for all
i ∈ {1, 2, 3, 4, 5}.

Hence, if R is a principal ideal domain with char R 6= 0, we can only prove
a weaker statement.
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Theorem 1.51. Let (C, Ω) be a finite chain complex of order d ≥ 1 over a principal
ideal domain R. Let Ω0 = {e0

1, . . . , e0
k0
} be the basis of its chain module C0 with

k0 ≥ 1.

1. If # bd(x) ≥ 2 for every x ∈ C1 \ ker ∂1, then an augmentation map ε 6= 0
exists.

2. If an augmentation map ε : C0 → R exists such that ε(e0
`) 6= 0 for all e0

` ∈ Ω0,
then # bd(x) ≥ 2 for every x ∈ C1 \ ker ∂1.

Proof. The proof of the second statement is the same as the proof for (2)⇒ (1)
in the preceding Theorem 1.49.

To prove the first statement we have to show that, for any augmentation
map ε, there is some e0

i ∈ Ω0 such that ε(e0
i ) 6= 0. If the 1-skeleton of (C, Ω)

is not a pure finite chain complex of order 1, nothing remains to be done as
we can define ε(e0

i ) = 1 for any maximal basis element e0
i ∈ Ω0. Hence, we

assume that the 1-skeleton of (C, Ω) is pure and let Ω1 := {e1
1, . . . , e1

k1
} be the

basis of C1. As above let

∂1(e1
i ) =

k0

∑
`=1

ai`e0
` for 1 ≤ i ≤ k1.

To define an augmentation map ε we have to solve a system of linear equa-
tions as in Equation (1.1) on page 16. The solution of this system cannot be
unique because otherwise there must be an element x ∈ C1 with # bd(x) = 1
which is impossible by assumption. Hence, there is some e0

k ∈ Ω0 such that
ε(e0

k) 6= 0, and therefore ε 6= 0.

1.5. Homology of Shellable Simplicial Complexes

The homology of shellable geometric simplicial complexes is well-known, see
Björner and Wachs (1996, Chapter 4) or Björner (1992, Theorem 7.7.2) with
a direct proof for pure shellable simplicial complexes, for example. In this
section, we consider only homology over Z because this is the usual case in
literature. We will recover the statement of the next theorem in a more general
context in Section 3.3.
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Theorem 1.52. Let ∆ be a shellable geometric simplicial complex of dimension d ≥ 1.
Let its maximal simplices be ordered in a shelling. For 0 ≤ i ≤ d let there be ni

spanning simplices of dimension i. Then the homology modules of ∆ are

Hi(∆) ∼= Zni for 1 ≤ i ≤ d,

H0(∆) ∼= Zn0+1,

Hi(∆) = 0 if i < 0 or i > d.

Remark 1.53. Every simplicial complex ∆ of dimension 0 is shellable. If ∆
consists of n vertices, we get H0(∆) ∼= Zn according to Hatcher (2008, Propo-
sition 2.7).

Proof of Theorem 1.52. Let Σ be the set of spanning simplices except the ones
of dimension 0. Let ∆̂ be the subcomplex of ∆ which contains all its simplices
except the maximal simplices of dimension 0. By Kozlov (2008, Theorem 12.3),
the subcomplex ∆̂ is homotopy equivalent2 to a wedge of spheres:

∆̂ '
∨

σ∈Σ

Sdim σ.

Because topological spaces which are homotopy equivalent have isomorphic
homology modules (cf. Hatcher, 2008, p. 110), we get

Hi
(
∆̂
) ∼= Hi

(∨
σ∈Σ

Sdim σ
)

for all 1 ≤ i ≤ d. By Hatcher (2008, Corollary 2.25), we obtain

Hi
(
∆̂
) ∼= ⊕

σ∈Σ

Hi
(
Sdim σ

)
.

The homology of a sphere is well-known, cf. Hatcher (2008, p. 114), Massey
(1991, p. 186) or Spanier (1966, p. 190), for example. For 1 ≤ i, we have
Hi(Si) ∼= Z and Hi(Sn) = 0 if i 6= n. Hence, we get for 1 ≤ i ≤ d:

Hi(∆) = Hi(∆̂) ∼= Zni .

Because the subcomplex ∆̂ is path-connected, we obtain H0(∆̂) ∼= Z and there-
fore

H0(∆) ∼= Zn0+1.

Remark 1.54. An analogous statement for pure shellable simplicial complexes
has been proven by Björner (1992, p. 254).

2The notion of a homotopy equivalence is explained by Hatcher (2008, p. 3), for example.
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1.6. Critical Basis Elements in Free Chain Complexes

In this section let all chain complexes be defined over some principal ideal
domain R.

Definition 1.55. Let (C, Ω) be a finitely free chain complex over R whose
chain modules Cν have bases Ων = ∅ or Ων = {eν

1, . . . , eν
kν
} for some kν ≥ 1.

Let Γ be the set of all its maximal basis elements:

Γ :=
{

e ∈ Ω
∣∣ e 6∈ bd( f ) for all f ∈ Ω

}
.

Let the basis elements in each basis Ων be ordered in such a way that the
elements of Ων \ Γ come first. A maximal basis element eν

k ∈ (Ων ∩ Γ) is
called

• critical if there exist elements ai ∈ R for 1 ≤ i ≤ (k− 1) such that

∂ν(eν
k) =

k−1

∑
i=1

ai∂ν(eν
i ),

• precritical if there exist elements ai ∈ R for 1 ≤ i ≤ k with ak 6= 0 such
that

ak∂ν(eν
k) =

k−1

∑
i=1

ai∂ν(eν
i ),

• noncritical if eν
k is neither critical nor precritical.

Remark 1.56.

1. A critical basis element is always precritical, and for a basis element eν
k

with k = 1 both notions coincide since the empty sum is zero. For k ≥ 2,
a precritical element eν

k is critical if the coefficient ak can be chosen to be
a unit in R. Hence, the two notions are equivalent if the principal ideal
domain R is a field.

2. supp
(
ak∂ν(eν

k)
)
= supp

(
∂ν(eν

k)
)

if ak 6= 0.

3. It is possible to change the ordering of a basis Ων in such a way that all
noncritical basis elements come first.
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Critical basis elements are an analogue to spanning simplices in shellable
simplicial complexes, as the following lemma shows.

Lemma 1.57. Let ∆ be an ordered simplicial complex of dimension d and (C, Ω) the
corresponding finite chain complex of order d over R obtained from ∆ as described
in Section 1.2.5. Then any basis element eν

k ∈ Ω which corresponds to a spanning
simplex of ∆ is critical.

Proof. For 0 ≤ ν ≤ d, let each basis Ων be ordered in such a way that the
maximal basis elements corresponding to spanning simplices come last, i.e.

Ων = {eν
1, . . . , eν

mν
, eν

mν+1, . . . , eν
kν︸ ︷︷ ︸

“spanning simplices”

}.

Then, for each basis element eν
k ∈ Ων with (mν + 1) ≤ k ≤ kν, we have

bd(eν
k) ⊆

⋃mν
i=1 bd(eν

i ).
We consider the simplicial subcomplex ∆̂ which consists of all maximal sim-

plices of ∆ except its spanning simplices. According to Kozlov (2008, p. 213),
this subcomplex is collapsible, so there exists a homotopy equivalence to a
single point (cf. Kozlov, 2008, p. 94). Hence, the corresponding subcomplex
(Ĉ, Ω̂) of (C, Ω) whose chain modules have the bases Ω̂ν := {eν

1, . . . , eν
mν
} has

the same reduced homology modules, i.e. H̃i(Ĉ) = 0 for all i ∈ Z.
For all basis elements eµ

k which correspond to a spanning simplex, we con-
sider the subcomplex Ĉ(eµ

k ) whose bases are Ω̂(eµ
k )ν = Ω̂ν for ν 6= µ and

Ω̂(eµ
k )µ = Ω̂µ ∪ {eµ

k }. If µ = 0, there is nothing to do. For µ ≥ 1, we get

∂µ(e
µ
k ) ∈ im ∂µ

∣∣
Ĉ(eµ

k )µ
⊆ ker ∂µ−1

∣∣
Ĉ(eµ

k )µ−1
= ker ∂µ−1

∣∣
Ĉµ−1

= im ∂µ

∣∣
Ĉµ

,

writing ∂0 instead of ε for the augmentation map here if µ = 1. Hence, there
is some xµ

k ∈ Ĉµ such that ∂µ(xµ
k ) = ∂µ(e

µ
k ). Therefore, the basis element eµ

k is
critical.

In a pure finite chain complex (C, Ω) of order d, all the precritical elements
in the chain module basis Ωd can be seen as the generators of homology in
dimension d. If all basis elements of Ωd are either noncritical or critical, we
can name a basis of Hd(C). At first, we treat a special case which does not
arise at simplicial complexes of dimension 1 or higher.
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Lemma 1.58. Let (C, Ω) be a pure finite chain complex of order d over R and let all
basis elements in Ωd = {ed

1, . . . , ed
kd
} be critical. Then Ων = ∅ for all ν 6= d, and

Hd(C) ∼= Rkd is generated by ed
1, . . . , ed

kd
.

Proof. By induction we get ∂d(ed
i ) = 0 for all 1 ≤ i ≤ kd. As (C, Ω) is pure,

there are no basis elements which are not contained in any elementary sub-
complex (Ced

i
, Ωed

i
).

Remark 1.59. All assumptions of Lemma 1.58 are fulfilled by every finite
chain complex of order 0.

To name a basis of Hd(C) for pure finite chain complexes of order d ≥ 1
which have at least one noncritical basis element in Ωd, we follow Björner
(1992, p. 254), who has performed this task for the special case of shellable
simplicial complexes, and generalise his proof to chain complexes. To for-
mulate the theorem we introduce a new notation. Let Cν be a chain module
generated by Ων := {eν

1, . . . , eν
kν
} and consider some ρ = ∑kν

i=1 aieν
i ∈ Cν. Then

we denote the coefficient of eν
i by ρ(eν

i ) := ai.

Theorem 1.60. Let (C, Ω) be a pure finite chain complex of order d ≥ 1 and Ωd be
a basis of Cd with kd ≥ 1 elements. Let there be n < kd critical elements g1, . . . , gn

in Ωd and all other basis elements be noncritical. Let Ωd be ordered in such a way
that the noncritical elements come first:

Ωd = {e1, . . . , em, g1, . . . , gn}, m + n = kd.

Then the following holds:

1. Hd(C) ∼= Rn.

2. For n ≥ 1, there exist unique d-cycles ρ1, . . . , ρn in Hd(C) ∼= ker(∂d) such
that ρi(gj) = δij.

3. For n ≥ 1, {ρ1, . . . , ρn} is a basis of Hd(C).

Proof. At first, we consider the case n = 0, i.e. the basis Ωd has only noncritical
elements, so Ωd = {e1, . . . , em}. In particular, we have ∂d(ei) 6= 0 for all
1 ≤ i ≤ m then. We assume that there exists an element x ∈ Cd \ {0} such
that ∂d(x) = 0. Then # supp(x) ≥ 2 holds. Let x = ∑m

i=1 aiei and define
i0 := max{i ≤ m | ai 6= 0} ≥ 2. So we get ai0 ∂d(ei0) = ∑i<i0(−ai)∂d(ei). Hence,
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1.6. Critical Basis Elements in Free Chain Complexes

ei0 is not noncritical which is a contradiction. Therefore, ker(∂d) = 0, i.e.
Hd(C) = 0.

For n ≥ 1, the first statement is a consequence of the second and third, so
we start proving the second statement using induction. Having n ≥ 1 critical
elements, we get Ωd = {e1, . . . , em, g1, . . . , gn}.

We consider the subcomplex (Ĉ, Ω̂) of (C, Ω) whose basis is Ω̂ :=
⋃m

i=1 Ωei .
Its chain modules are Ĉd = 〈e1, . . . , em〉 and Ĉν = Cν for (d− 1) ≥ ν ≥ 0. As
a chain complex, (Ĉ, Ω̂) is pure and finite of order d having only noncritical
elements, because the only critical elements in Ωd are g1, . . . , gn. Therefore,
Hd(Ĉ) = 0.

For every 1 ≤ i ≤ n there is some ρ̂i ∈ Ĉd such that ∂d(ρ̂i) = ∂d(gi). Hence,
ρi := gi − ρ̂i ∈ ker(∂d) ∼= Hd(C). Since ρ̂i ∈ Ĉd = 〈e1, . . . , em〉, the only critical
element contained in supp(ρi) is gi. In particular, we have

ρi(gj) = δij =

{
1 if i = j,

0 if i 6= j.

Hence, the second statement is proven up to uniqueness.
Let σi ∈ ker(∂d) ∼= Hd(C) with σi(gj) = δij. So we get σi − ρi = ∑m

`=1 ci
`e`

with coefficients ci
` ∈ R. We conclude σi − ρi ∈ ker

(
∂d|Ĉd

) ∼= Hd(Ĉ) = 0.
Therefore σi = ρi, so we have shown uniqueness. It remains to prove that
{ρ1, . . . , ρn} generates Hd(C) and is linearly independent.

Let ∑n
i=1 aiρi = 0 with ai ∈ R. Because ρi = gi − ρ̂i, we get

0 =
n

∑
i=1

aigi −
n

∑
i=1

aiρ̂i.︸ ︷︷ ︸
∈Ĉd=〈e1,...,em〉

As {e1, . . . , em, g1, . . . , gn} is a basis of Cd, we conclude ai = 0 for all i, so the
elements ρ1, . . . , ρn are independent.

Let σ ∈ Hd(C) ∼= ker(∂d) ⊆ Cd. We set τ := σ−∑n
i=1 σ(gi)ρi ∈ ker(∂d). For

1 ≤ j ≤ n, the coefficient τ(gj) of gj in τ is

τ(gj) = σ(gj)−
n

∑
i=1

σ(gi) ρi(gj)︸ ︷︷ ︸
=δij

= σ(gj)− σ(gj) = 0.

Therefore, τ ∈ 〈e1, . . . , em〉 = Ĉd. So we get τ ∈ ker
(
∂d
∣∣
Ĉd

) ∼= Hd(Ĉ) = 0.
This yields σ = ∑n

i=1 σ(gi)ρi, i.e. {ρ1, . . . , ρn} generates Hd(C). Because of
independence, {ρ1, . . . , ρn} is a basis of Hd(C) and hence, Hd(C) ∼= Rn.
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In general, there are also precritical elements which are not critical. In
this case we only know that Hd(C) ∼= Rn, but we cannot name a basis. To
prove the following theorem we will need the generating number genR M
and the degree of freedom dgfR M which we introduced in Section 1.2.1 for
any finitely generated R-module M.

Theorem 1.61. Let (C, Ω) be a pure finite chain complex of order d ≥ 1 and Ωd be a
basis of Cd with kd ≥ 1 elements. Let there be n < kd precritical elements g1, . . . , gn

in Ωd and let Ωd be ordered in such a way that the noncritical elements come first:

Ωd = {e1, . . . , em, g1, . . . , gn}, m + n = kd.

Then Hd(C) ∼= Rn.

Proof. The case n = 0 is already proven. So let there be n ≥ 1 precritical
elements, i.e. Ωd = {e1, . . . , em, g1, . . . , gn}. As above we consider the subcom-
plex (Ĉ, Ω̂) of (C, Ω) with basis Ω̂ :=

⋃m
i=1 Ωei . It is pure and finite of order d

without precritical elements, hence Hd(Ĉ) ∼= ker
(
∂d
∣∣
Ĉd

)
= 0.

For every 1 ≤ i ≤ n, there is an element ρ̂i ∈ Ĉd and some ai ∈ R \ {0}
such that ∂d(ρ̂i) = ∂d(aigi) because all gi are precritical. Therefore we get
ρi := aigi − ρ̂i ∈ ker(∂d) ∼= Hd(C). We show that the elements ρ1, . . . , ρn are
linearly independent.

Let ∑n
i=1 ciρi = 0 with ci ∈ R. Since ρi = aigi − ρ̂i, we get

0 =
n

∑
i=1

ciaigi −
n

∑
i=1

ciρ̂i.︸ ︷︷ ︸
∈Ĉd=〈e1,...,em〉

Because {e1, . . . , em, g1, . . . , gn} is a basis of Cd, we get ciai = 0 for all i, so
ci = 0. Hence, the elements ρ1, . . . , ρn are independent, i.e. ker(∂d) contains
at least n independent elements. So dgfR(ker ∂d) ≥ n.

Theorem 1.18 is valid for the boundary map ∂d : Cd → Cd−1, hence

dgfR(Cd) = dgfR(ker ∂d) + dgfR(im ∂d). (1.2)

Since Cd is a free R-module generated by (m + n) elements, we get by Theo-
rem 1.19 that dgfR(Cd) = genR(Cd) = m + n. This yields

dgfR(im ∂d) = dgfR(Cd)− dgfR(ker ∂d) ≤ m. (1.3)

We know that im ∂d
∣∣
Ĉd
⊆ im ∂d since Ĉd is a submodule of Cd. Therefore, we

have dgfR
(
im ∂d

∣∣
Ĉd

)
≤ dgfR(im ∂d). Applying Theorem 1.18 to the boundary
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map ∂d
∣∣
Ĉd

: Ĉd → Ĉd−1 yields

m = dgfR(Ĉd) = dgfR
(
ker ∂d

∣∣
Ĉd

)︸ ︷︷ ︸
=0

+dgfR
(
im ∂d

∣∣
Ĉd

)
≤ dgfR(im ∂d), (1.4)

using dgfR(Ĉd) = genR(Ĉd) = m by Theorem 1.19. By the Equations (1.3)
and (1.4) we get dgfR(im ∂d) = m. Thus, dgfR(ker ∂d) = n by Equation (1.2).
Since ker ∂d is a free R-module, we get genR(ker ∂d) = n due to Theorem 1.19.
Finally, this implies Hd(C) ∼= Rn.
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2. Acyclic Chain Complexes, Cones
and Mapping Cones

In this chapter, we consider the relationship between cones and mapping
cones. Most of this is motivated by geometric simplicial complexes. At first,
we introduce a special type of chain complexes named acyclic whose homol-
ogy is very simple: The only nonzero homology module is H0(C) which is
free and generated by a single element. Since a special kind of acyclic simpli-
cial complexes is given by simplicial cones, we generalise the notion of a cone
to general chain complexes, forgetting the geometrical description from the
simplicial case.

For any simplicial cone there exists a description as a mapping cone of
an identity chain map. Most of this chapter deals with mapping cones for
chain complexes, and it turns out that not every cone can be regarded as a
mapping cone as well as not every mapping cone is a cone itself. So this
correspondence in the simplicial case is quite special.

2.1. Acyclic Chain Complexes and Cones

Our definition of acyclic chain complexes refers to Björner (1992, p. 253) or
Eilenberg and Steenrod (1981, p. 170).

Definition 2.1. A nonnegative chain complex C over some ring R is acyclic if
the following holds for its homology groups:

H0(C) ∼= R, Hν(C) = 0 for ν ≥ 1.

Similar definitions can be found in Cartan and Eilenberg (1956, p. 75),
Massey (1991, p. 288) and Munkres (1984, p. 45). A more general, but un-
usual definition is given by Hilton and Stammbach (1971, p. 126).
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v0

v0

v0

Figure 2.1.: Examples of cones with apex v0

Remark 2.2. Let (C, Ω) be a free and acyclic chain complex over a principal
ideal domain R. If there exists an augmentation map ε 6= 0, then H̃0(C) = 0
according to Section 1.4. If ε is even surjective, then H̃−1(C) = 0, too.

Some special simplicial complexes being acyclic are cones. A simplicial cone
has a distinguished vertex v0 being the apex of the cone, and each maximal
simplex S in this simplicial complex has exactly one facet which does not con-
tain the vertex v0. For example, simplices themselves are cones (cf. Munkres,
1984, p. 44). Further examples are shown in Figure 2.1.

To define the concept of cones for chain complexes, we want to abandon
the geometrical idea of an apex. This leads to the following definition.

Definition 2.3. Let (C, Ω) be a finite chain complex of order d over a principal
ideal domain R. For all 0 ≤ ν ≤ d, let Ων := {eν

1, . . . , eν
kν
} 6= ∅ be a basis of

the chain module Cν. The chain complex (C, Ω) is a cone if the following
conditions are fulfilled:

1. For every ν ∈ {1, . . . , d}, there is a nonempty subset Sν ⊆ Ων such that

a) supp(∂νeν
j ) 6⊆

⋃
eν

i ∈Sν\{eν
j }

supp(∂νeν
i ) for every eν

j ∈ Sν,

b) for every eν
k ∈ Ων \ Sν, there is an element τk ∈ Cν+1 such that

∂ν+1τk = ckeν
k + rk with ck unit in R and rk ∈ 〈Sν〉.

2. # supp(∂1x) ≥ 2 for all x ∈ C1 \ ker ∂1.

3. There is a subset {e} = S0 ⊆ Ω0 with #S0 = 1 such that the following
holds: For every e0

k ∈ Ω0 \ S0 there is an element τk ∈ C1 such that

∂1τk = cke0
k + dke with ck unit in R and dk 6= 0.
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Remark 2.4.

1. dk 6= 0 in the cone condition 3 follows from the cone condition 2.

2. Let Γ be the set of all maximal basis elements of (C, Ω) as in Defini-
tion 1.55. Then Γ ∩Ων ⊆ Sν for all ν. In particular, Ωd = Sd.

3. ker(∂ν) ∩ 〈Sν〉 = {0} for all 1 ≤ ν ≤ d because of the cone condition 1a.

Remark 2.5. For any cone (C, Ω), we can always define a nonzero augmenta-
tion map ε in the following way, using the cone condition 3:

• We set ε(e) := 1 for the only basis element e ∈ S0 ⊆ Ω0.

• For every basis element e0
k ∈ Ω0 \ S0, we have an element τk ∈ C1 such

that ∂1τk = cke0
k + dke with some unit ck ∈ R and dk 6= 0. Therefore, we

define ε(e0
k) := −c−1

k dk.

Since ε(e) = 1, this augmentation map is surjective, hence H̃−1(C) = 0. Fur-
thermore, we have ε(e0

i ) 6= 0 for all basis elements e0
i ∈ Ω0.

Indeed, the above Definition 2.3 implies that cones are acyclic, as the fol-
lowing lemma shows.

Lemma 2.6. A cone (C, Ω) is acyclic.

Proof. By definition, a cone is always a finite chain complex of order d for
some d ∈ N.

If d = 0, then Ω0 = S0. Hence, we get Hν(C) = 0 for ν ≥ 1 and H0(C) ∼= R
since #S0 = 1.

Let d ≥ 1. At first, we show that ker(∂ν) = im(∂ν+1) for ν ≥ 1. For ν > d,
there is nothing to do. For ν = d, we get Sd = Ωd and conclude ker(∂d) = {0}
due to Remark 2.4. Therefore, Hd(C) = 0.

For 1 ≤ ν ≤ (d− 1), we take an arbitrary element σ ∈ ker ∂ν:

σ =
kν

∑
i=1

aieν
i = ∑

eν
i ∈Sν

aieν
i + ∑

eν
i 6∈Sν

aieν
i .

By definition, there is some τi ∈ Cν+1 for every eν
i 6∈ Sν such that ∂ν+1τi =

cieν
i + ri with some unit ci in R and ri ∈ 〈Sν〉. Since ∂ν ◦ ∂ν+1 = 0, we have
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∂ν+1τi ∈ ker(∂ν). So we get

σ− ∑
eν

i 6∈Sν

(aic−1
i )∂ν+1τi︸ ︷︷ ︸

∈ker ∂ν

= ∑
eν

i ∈Sν

aieν
i − ∑

eν
i 6∈Sν

aic−1
i ri︸ ︷︷ ︸

∈〈Sν〉

As ker(∂ν) ∩ 〈Sν〉 = {0}, we get σ−∑eν
i 6∈Sν

(aic−1
i )∂ν+1τi = 0. Hence,

σ = ∑
eν

i 6∈Sν

(aic−1
i )∂ν+1τi ∈ im(∂ν+1),

and ker(∂ν) ⊆ im(∂ν+1). Therefore, ker(∂ν) = im(∂ν+1) and Hν(C) = 0 for all
1 ≤ ν ≤ (d− 1).

For ν = 0, we have to show H0(C) ∼= R. By definition, ker(∂0) = C0 = 〈Ω0〉
with Ω0 = {e0

1, . . . , e0
k0
} and k0 ≥ 1 since #S0 = 1. Furthermore, λe0

i 6∈ im ∂1

for any 1 ≤ i ≤ k0 and any λ ∈ R \ {0} because # supp(∂1x) ≥ 2 for every
x ∈ C1 \ ker(∂1). We treat two cases separately:

• #Ω0 = 1, so Ω0 = {e0
1}. Then im(∂1) = 0 because of the cone condition 2

of Definition 2.3. So we get

H0(C) = ker(∂0)�im(∂1)
= 〈e

0
1〉�0
∼= R.

• #Ω0 ≥ 2, so Ω0 \ S0 6= ∅. Without loss of generality, let S0 = {e0
1}. For

every e0
i with 2 ≤ i ≤ k0, some τi ∈ C1 exists such that

∂1τi = cie0
i + die0

1 with ci unit in R and di 6= 0.

Without loss of generality we assume that

∂1τi = e0
i + die0

1 with di 6= 0.

All elements ∂1τi are linearly independent. Because ∂1τi ∈ im(∂1) for
2 ≤ i ≤ k0 and λe0

1 6∈ im(∂1) for every λ ∈ R \ {0}, we get

H0(C) = ker(∂0)�im(∂1)

= 〈e
0
1, e0

2, . . . , e0
k0
〉�im(∂1)

∼= 〈e0
1〉 ∼= R.
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For later purpose we have a look at a special finite chain complex (C, Ω) of
order 1 whose chain module C1 is generated by a single element:

C1 = 〈e1
1〉, C0 = 〈e0

1, . . . , e0
k〉 with bd(e1

1) = {e0
1, . . . , e0

k}.

Therefore, (C, Ω) = (Ce1
1
, Ωe1

1
). What is known about the cardinality of the

basis Ω0 if (C, Ω) is acyclic?
C0 is generated by at least one element (i.e. k ≥ 1) if (C, Ω) is acyclic. The

image im(∂1) is a free submodule of C0 generated by ∂1e1
1 = ∑k

i=1 aie0
i with

ai 6= 0 for all i. We distinguish the following cases:

k = 1: C0 = 〈e0
1〉, so ∂1e1

1 = a1e0
1 with a1 6= 0. We get

H0(C) = C0�im(∂1)
= 〈e

0
1〉�〈a1e0

1〉
6∼= R if a1 6= 0.

k ≥ 3: C0 = 〈e0
1, . . . , e0

k〉, im(∂1) = 〈∑k
i=1 aie0

i 〉.
We assume H0(C) = C0/im(∂1) ∼= R. Then any two nonzero homology
classes [e0

` ], [e
0
j ], ` 6= j, of C0/im(∂1) are not independent, i.e. there exist

elements x, y ∈ R \ {0} such that

xe0
` + ye0

j = r
k

∑
i=1

aie0
i =

k

∑
i=1

(rai)e0
i ∈ im(∂1).

Since {e0
1, . . . , e0

k} is a basis of C0 and all ai 6= 0, we conclude r = 0. So
xe0

` + ye0
j = 0 which is a contradiction to the independence of e0

` and e0
j

in C0. Hence, H0(C) 6∼= R.

The case k = 2 remains. Indeed, it is possible to get H0(C) ∼= R then. Let
∂1e1

1 = a1e0
1 + a2e0

2 with a unit a2 ∈ R. Then, a−1
2 a1e0

1 + e0
2 ∈ im ∂1, and we get

H0(C) = 〈e
0
1, e0

2〉�〈a−1
2 a1e0

1 + e0
2〉
∼= 〈e0

1〉 ∼= R.

However, it is not necessary that a1 or a2 in ∂1e1
1 = a1e0

1 + a2e0
2 is a unit. Take

R = Z and ∂1e1
1 = 2e0

1 + 3e0
2. Then

H0(C) = 〈e
0
1, e0

2〉�〈2e0
1 + 3e0

2〉
∼= Z

since this factor module is generated by the homology class [e0
1 + e0

2].
We summarise:
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Lemma 2.7. Let (C, Ω) be a pure chain complex of order 1 over a principal ideal
domain R. Let its chain modules C0 be finitely generated and C1 generated by a
single element:

C1 = 〈e1
1〉, C0 = 〈e0

1, . . . , e0
k〉 with bd(e1

1) = {e0
1, . . . , e0

k}.

If (C, Ω) is acyclic, then C0 is generated by two elements (so k = 2).

The converse is not true. If C0 is generated by two elements, then (C, Ω) is
not necessarily acyclic. We take R = Z and ∂1e1

1 = 2e0
1 + 2e0

2 and get

H0(C) = 〈e
0
1, e0

2〉�〈2e0
1 + 2e0

2〉
6∼= Z

as the factor module is not torsion free: 2[e0
1 + e0

2] = [0].
To get more familiar with acyclic chain complexes we consider some exam-

ples.

Example 2.8.

1. Consider a simplicial complex ∆ which is a cone in the common sense.
Then the corresponding chain complex (C∆, Ω) is also a cone according
to our definition: If the distinguished vertex of ∆ is v0, then we choose
these basis elements of Ων for Sν which correspond to ν-dimensional
simplices containing the vertex v0. In particular, S0 ∼= {v0}.
There is no need to set Sν in this way, as the following example shows.

2. Consider a finite chain complex (C, Ω) of order 2 over Z with bases
Ω2 = {e2

1}, Ω1 = {e1
1, e1

2, e1
3} and Ω0 = {e0

1, e0
2, e0

3} and boundary maps

∂2(e2
1) = e1

1 − e1
2 + e1

3, ∂1(e1
1) = e0

3 − e0
2,

∂1(e1
2) = e0

3 − e0
1,

∂1(e1
3) = e0

2 − e0
1.

We choose S2 = Ω2 = {e2
1}, S1 = {e1

1, e1
2} and S0 = {e0

1}. Then all cone
conditions of Definition 2.3 are fulfilled but e0

1 6∈ (Ce1
1
, Ωe1

1
).

3. Let (C, Ω) be a finite chain complex of order 2 over Z whose chain
modules have the bases Ω2 = {e2

1}, Ω1 = {e1
1, e1

2} and Ω0 = {e0
1, e0

2}
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with boundary maps

∂2(e2
1) = e1

1 + e1
2, ∂1(e1

1) = e0
2 − e0

1,

∂1(e1
2) = e0

1 − e0
2.

The choice of S2 = Ω2 = {e2
1}, S1 = {e1

1} and S0 = {e0
1} makes (C, Ω)

a cone. Notice that this chain complex does not come from a simplicial
complex!

4. Again, we consider a finite chain complex (C, Ω) of order 2 over Z. Let
Ω2 = {e2

1, e2
2, e2

3}, Ω1 = {e1
1, e1

2, e1
3, e1

4}, Ω0 = {e0
1, e0

2} and

∂2(e2
1) = e1

1 + e1
2, ∂1(e1

1) = e0
2 − e0

1,

∂2(e2
2) = e1

2 + e1
3, ∂1(e1

2) = e0
1 − e0

2,

∂2(e2
3) = e1

3 + e1
4, ∂1(e1

3) = e0
2 − e0

1,

∂1(e1
4) = e0

1 − e0
2.

We choose S2 = Ω2 = {e2
1, e2

2, e2
3}, S1 = {e1

2} and S0 = {e0
1}. Because

∂2(e2
2 − e2

3) = e1
2 − e1

4, all cone conditions of Definition 2.3 are satisfied.

5. Our last example is also a finite chain complex (C, Ω) of order 2 over Z.
Let Ω2 = {e2

1}, Ω1 = {e1
1, e1

2, e1
3, e1

4} and Ω0 = {e0
1, e0

2, e0
3, e0

4} such that

∂2(e2
1) = e1

1 + e1
2 + e1

3 + e1
4, ∂1(e1

1) = e0
2 − e0

1,

∂1(e1
2) = e0

3 − e0
2,

∂1(e1
3) = e0

4 − e0
3,

∂1(e1
4) = e0

1 − e0
4.

This chain complex is acyclic, but not a cone, as we will see now.

By definition holds: bd(e1
1) ∪ bd(e1

3) = Ω0 = bd(e1
2) ∪ bd(e1

4), and using
the cone condition 1a of Definition 2.3, we conclude #S1 ≤ 2, hence
#(Ω1 \ S1) ≥ 2. Since bd(e2

1) = Ω1, we obtain #(bd(e2
1) ∩ (Ω1 \ S1)

)
≥ 2,

so we get a contradiction to the cone condition 1b.

Remark 2.9. Every simplex is also a geometrical cone in the common sense.
As described in Example 2.8(1), its corresponding chain complex is also a
cone in the sense of Definition 2.3. Hence, any chain complex coming from a
simplex is acyclic due to Lemma 2.6.

33



2. Acyclic Chain Complexes, Cones and Mapping Cones

2.2. Mapping Cones

If there is a chain map f between two chain complexes, a new chain complex
called mapping cone of f can be constructed. We will introduce this term and
show some simple properties of mapping cones of the identity chain map.

Recall that R is always a commutative and unital ring if nothing else is
mentioned. Throughout this section, let B and C be chain complexes over R
which are equipped, respectively, with the chain modules Bν and Cν and the
boundary maps ∂B

ν and ∂C
ν for all ν ∈ Z.

2.2.1. A First Sight

To define mapping cones, we need the notion of a chain map from Defini-
tion 1.28. We follow Dold (1972, p. 18), but use the notation of the boundary
map by Gelfand and Manin (1996, p. 154) and Weibel (1994, p. 18). Similar
definitions of mapping cones are given by Cohen (1973, pp. 8 and 75) and
Spanier (1966, p. 166).

Definition 2.10. Let f : B → C be a chain map. The mapping cone of f is the
chain complex C( f ) whose chain modules are C( f )ν = Cν ⊕ Bν−1 for ν ∈ Z.
The boundary map δν : C( f )ν → C( f )ν−1 is given by1

δν

(
cν

bν−1

)
=

(
∂C

ν (cν) + fν−1(bν−1)

−∂B
ν−1(bν−1)

)
=

(
∂C

ν fν−1

0 −∂B
ν−1

)(
cν

bν−1

)
for ν ∈ Z.

In general, the homology of a mapping cone C( f ) for some chain map
f : B → C depends on the homology of B and C. For example, let all fν = 0.
Then Hν

(
C(0)

) ∼= Hν(C)⊕ Hν−1(B).
But in some special case the homology is well-known.

Lemma 2.11. For the identity chain map idC : C → C, the homology modules of the
mapping cone C(idC) are Hν

(
C(idC)

)
= 0 for all ν ∈ Z.

1Indeed, all δν are boundary maps since(
∂C

ν fν−1
0 −∂B

ν−1

)
◦
(

∂C
ν+1 fν

0 −∂B
ν

)
=

(
∂C

ν ◦ ∂C
ν+1 ∂C

ν ◦ fν − fν−1 ◦ ∂B
ν

0 ∂B
ν−1 ◦ ∂B

ν

)
=

(
0 0
0 0

)
.
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2.2. Mapping Cones

Proof. Let
( x

y
)
∈ Cν ⊕ Cν−1. Since δν

( x
y
)
=
(

∂ν(x)+y
−∂ν−1(y)

)
, we get

ker(δν) =
{( x

y
) ∣∣∣ y = −∂ν(x)

}
.

But
( x
−∂ν(x)

)
= δν+1

(
0
x
)
, so ker(δν) = im(δν+1). Hence, Hν

(
C(idC)

)
= 0 for

all ν ∈ Z.

If B and C are nonnegative chain complexes over some principal ideal do-
main R, one can get a mapping cone for augmented B and some chain map
f : B→ C.

Definition 2.12. Let R be a principal ideal domain. Let B, C be nonnegative
chain complexes over R and f : B → C be a chain map. The mapping cone of
f for augmented B with an augmentation map ε : B0 → R is the nonnegative
chain complex Ĉ( f ) whose chain modules are Ĉ( f )ν = Cν ⊕ Bν−1 for ν ≥ 1
and Ĉ( f )0 = C0 ⊕ R. Each boundary map δν : Ĉ( f )ν → Ĉ( f )ν−1 is given by

δν

(
cν

bν−1

)
=

(
∂C

ν (cν) + fν−1(bν−1)

−∂B
ν−1(bν−1)

)
=

(
∂C

ν fν−1

0 −∂B
ν−1

)(
cν

bν−1

)
for ν ≥ 2,

δ1

(
c1

b0

)
=

(
∂C

1 (c1) + f0(b0)

−ε(b0)

)
=

(
∂C

1 f0

0 −ε

)(
c1

b0

)
,

δ0

(
c0

r

)
= 0.

Lemma 2.13. For a nonnegative chain complex C over some principal ideal domain
R and the identity chain map idC : C → C, the mapping cone Ĉ(idC) is acyclic.

Proof. As in the proof of Lemma 2.11 we see that Hν

(
Ĉ(idC)

)
= 0 for ν ≥ 2.

Since δ1
( x

y
)
=
(

∂1(x)+y
−ε(y)

)
∈ C0⊕ R for

( x
y
)
∈ C1⊕C0, a similar argumentation

yields that H1
(
Ĉ(idC)

)
= 0.

Since δ0 is the zero map, ker(δ0) = C0 ⊕ R. For any
( y

r
)
∈ C0 ⊕ R, we get( y

r
)
=
( y
−ε(y)

)
+
( 0

ε(y)+r
)
= δ1

( 0
y
)
+
( 0

ε(y)+r
)
,

hence H0
(
C(idC)

) ∼= 〈( 0
1

)〉 ∼= R. So the chain complex Ĉ(idC) is acyclic.

We will see later in Section 2.3.2 that the mapping cone Ĉ(idC) is even a
cone if the chain complex C fulfils special conditions.
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2.2.2. Mapping Cones over Free Chain Complexes

Let f : B → C be a chain map. If both B and C are (finitely) free chain
complexes with bases ΩB and ΩC, respectively, then the mapping cone C( f )
is also (finitely) free. The basis of its chain module C( f )ν = Cν ⊕ Bν−1 is

Ψν :=
{(

eν
i
0

) ∣∣∣∣ eν
i ∈ ΩC

ν

}
∪
{(

0
gν−1

i

) ∣∣∣∣ gν
i ∈ ΩB

ν−1

}
for ν ∈ Z.

We set Ψ :=
⋃̇

ν∈Z Ψν and denote the (finitely) free mapping cone by
(
C( f ), Ψ

)
.

Similarly, for (finitely) free and nonnegative chain complexes (B, ΩB) and
(C, ΩC) over a principal ideal domain R, the mapping cone Ĉ( f ) for aug-
mented B is also (finitely) free. For ν ∈ N, its chain modules Ĉ( f )ν have the
bases

Φν :=
{(

eν
i
0

) ∣∣∣∣ eν
i ∈ ΩC

ν

}
∪
{(

0
gν−1

i

) ∣∣∣∣ gν
i ∈ ΩB

ν−1

}
for ν ≥ 1,

Φ0 :=
{(

e0
i

0

) ∣∣∣∣ e0
i ∈ ΩC

0

}
∪
{(

0
1

)}
.

We denote the mapping cone by
(
Ĉ( f ), Φ

)
with basis Φ :=

⋃̇
ν∈N Φν.

To get familiar with free mapping cones, we have a look at some examples.

Example 2.14.

1. Let (B, ΩB), (C, ΩC) be two finite chain complexes of order 1 over Z
with chain modules C1 = 〈e1

1, e1
2〉, C0 = 〈e0

1〉, B1 = 〈g1
1〉 and B0 = 〈g0

1〉.
Let all boundary maps of (B, ΩB) and (C, ΩC) be zero.

We define an embedding f : B ↪→ C by f1(g1
1) = e1

1 and f0(g0
1) = e0

1. The
mapping cone

(
C( f ), Ψ

)
of f is a finite chain complex

{0} ⊕ B1
δ2−→ C1 ⊕ B0

δ1−→ C0 ⊕ {0}
δ0−→ 0

of order 2 with the following bases of its chain modules:

Ψ2 =

{(
0
g1

1

)}
, Ψ1 =

{(
e1

1
0

)
,
(

e1
2
0

)
,
(

0
g0

1

)}
, Ψ0 =

{(
e0

1
0

)}
.

Its boundary maps are

δν =

(
0 fν−1

0 0

)
for ν ≥ 1, δ0 =

(
0 0
0 0

)
.
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Therefore, we get the following homology modules:

H2
(
C( f )

)
= 0, H1

(
C( f )

) ∼= Z, H0
(
C( f )

)
= 0.

So, this mapping cone is not an acyclic chain complex. In particular, it
is not a cone.

2. We consider a finite chain complex (C, Ω) of order 1 over Z with chain
modules C1 = 〈e1

1, e1
2〉 and C0 = 〈e0

1, e0
2〉. Let ∂1(e1

1) = e0
1 + e0

2 = −∂1(e1
2).

We take the elementary subcomplex (U, ΩU) := (Ce1
1
, Ωe1

1
), which has

the chain modules U1 = 〈e1
1〉 and U0 = 〈bd(e1

1)〉 = C0, and let ε : U ↪→ C
be the canonical embedding.

Then the mapping cone
(
C(ε), Ψ

)
of ε is finite of order 2:

{0} ⊕U1
δ2−→ C1 ⊕U0

δ1−→ C0 ⊕ {0}
δ0−→ 0.

The bases of its chain modules are

Ψ2 =

{(
0
e1

1

)}
,

Ψ1 =

{(
e1

1
0

)
,
(

e1
2
0

)
,
(

0
e0

1

)
,
(

0
e0

2

)}
,

Ψ0 =

{(
e0

1
0

)
,
(

e0
2
0

)}
,

and the mapping cone has the boundary maps

δ2 =

(
0 ε1

0 −∂1

)
, δ1 =

(
∂1 ε0

0 0

)
, δ0 =

(
0 0
0 0

)
.

The homology modules are

• H2
(
C(ε)

)
= 0,

• H1
(
C(ε)

) ∼= Z because ker(δ1) =

〈(
e1

1
−e0

1 − e0
2

)
,
(

e1
2

e0
1 + e0

2

)〉
,

• H0
(
C(ε)

)
= 0.

Hence, this mapping cone is neither acyclic nor a cone, too.
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3. Our third example is a chain complex which is obtained from a simpli-
cial complex. Let (C, Ω) be a finite chain complex of order 2 over Z
whose chain modules have the bases Ω2 = {e2

1}, Ω1 = {e1
1, e1

2, e1
3} and

Ω0 = {e0
1, e0

2, e0
3}. Let the boundary maps ∂ν be defined as follows:

∂2(e2
1) = e1

1 − e1
2 + e1

3, ∂1(e1
1) = e0

2 − e0
1,

∂1(e1
2) = e0

3 − e0
1,

∂1(e1
3) = e0

3 − e0
2.

We consider the elementary subcomplex (U, ΩU) := (Ce1
1
, Ωe1

1
) whose

chain modules are U1 = 〈e1
1〉 and U0 = 〈e0

1, e0
2〉. Let ι be the injective

embedding U ↪→ C.

The mapping cone
(
C(ι), Ψ

)
of ι is a finite chain complex of order 2:

C2 ⊕U1
δ2−→ C1 ⊕U0

δ1−→ C0 ⊕ {0}
δ0−→ 0

whose chain modules have the bases

Ψ2 =

{(
e2

1
0

)
,
(

0
e1

1

)}
,

Ψ1 =

{(
e1

1
0

)
,
(

e1
2
0

)
,
(

e1
3
0

)
,
(

0
e0

1

)
,
(

0
e0

2

)}
,

Ψ0 =

{(
e0

1
0

)
,
(

e0
2
0

)
,
(

e0
3
0

)}
.

The boundary maps of
(
C(ι), Ψ

)
are

δ2 =

(
∂2 ι1
0 −∂1

)
, δ1 =

(
∂1 ι0
0 0

)
, δ0 =

(
0 0
0 0

)
.

Calculating the homology, we see that Hν

(
C(ι)

)
= 0 for all ν. So, this

mapping cone is not acyclic, too.

4. We vary our last example by augmenting the subcomplex (U, ΩU) by
Z and define an augmentation map ε : U0 → Z by ε(e0

1) = 1 = ε(e0
2).

Thereby, we get the mapping cone
(
Ĉ(ι), Φ

)
which is a finite chain com-

plex

C2 ⊕U1
δ̂2−→ C1 ⊕U0

δ̂1−→ C0 ⊕Z
δ̂0−→ 0
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of order 2 with the following bases

Φ2 =

{(
e2

1
0

)
,
(

0
e1

1

)}
,

Φ1 =

{(
e1

1
0

)
,
(

e1
2
0

)
,
(

e1
3
0

)
,
(

0
e0

1

)
,
(

0
e0

2

)}
,

Φ0 =

{(
e0

1
0

)
,
(

e0
2
0

)
,
(

e0
3
0

)
,
(

0
1

)}
of its chain modules and the boundary maps

δ̂2 =

(
∂2 ι1
0 −∂1

)
, δ̂1 =

(
∂1 ι0
0 −ε

)
, δ̂0 =

(
0 0
0 0

)
.

Its homology modules are

H2
(
Ĉ(ι)

)
= 0, H1

(
Ĉ(ι)

)
= 0, H0

(
Ĉ(ι)

) ∼= Z,

so this mapping cone is acyclic. Furthermore,
(
Ĉ(ι), Φ

)
is even a cone

by choosing the following subsets of the chain module bases:

S2 =

{(
e2

1
0

)
,
(

0
e1

1

)}
, S1 =

{(
e1

1
0

)
,
(

e1
2
0

)
,
(

0
e0

1

)}
, S0 =

{(
0
1

)}
.

The second example above shows that a mapping cone
(
C(ε), Ψ

)
of a chain

map ε : U → C needs not to be pure even though the chain complexes (C, Ω)

and (U, ΩU) are pure. However, for a pure chain complex (C, Ω), the map-
ping cone of the identity chain map idC is indeed a pure chain complex.

Lemma 2.15. Let (C, Ω) be a pure and finite chain complex of order d over a ring R.
Then the mapping cone

(
C(idC), Ψ

)
is pure and finite of order (d+ 1). If additionally

R is a principal ideal domain and a nonzero augmentation map ε : C0 → R exists,
then the mapping cone

(
Ĉ(idC), Φ

)
for augmented (C, Ω) is pure.

Proof. It is clear that both mapping cones
(
C(idC), Ψ

)
and

(
Ĉ(idC), Φ

)
are

finite of order (d + 1). Let Ων := {eν
1, . . . , eν

kν
} be the basis of the chain module

Cν for 0 ≤ ν ≤ d. Then we obtain for the basis elements in Ψ:

δν+1

(
0
eν

i

)
=

(
eν

i
−∂ν(eν

i )

)
and δν

(
eν

i
0

)
=

(
∂ν(eν

i )

0

)
for 0 ≤ ν ≤ d.
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Therefore,
(
C(idC), Ψ

)
is pure if (C, Ω) is pure. For

(
Ĉ(idC), Φ

)
, we only have

to consider

δ̂1

(
0
e0

i

)
=

(
e0

i
−ε(e0

i )

)
because all other boundary maps are the same as in (C(idC), Ψ). If the aug-
mentation map ε is not the zero map, the basis element

(
0
1

)
is not maximal

in
(
Ĉ(idC), Φ

)
. Therefore, we get a pure chain complex.

2.2.3. Trivial Mapping Cones

Definition 2.16. Let B, C be chain complexes over a ring R. A mapping cone
C( f ) of a chain map f : B → C is called trivial if B or C is the zero chain
complex Z with all chain modules Zν = {0}.

Each chain complex can be regarded as a trivial mapping cone. Let C be
an arbitrary chain complex over R and ι : Z ↪→ C be the canonical embed-
ding. Then the mapping cone C(ι) is isomorphic to C. Its chain modules are
C(ι)ν = Cν ⊕ {0} with boundary maps δν =

(
∂ν 0
0 0

)
. The homology modules

are Hν

(
C(ι)

)
= Hν(C) for all ν ∈ Z. Notice that the mapping cone C(ι) is

always a subcomplex of the mapping cone C(idC) of the identity chain map
idC : C → C.

If we consider the same chain complexes C and Z as above and define a
surjective chain map σ : C � Z via the canonical maps σν : Cν � {0} = Zν,
we get a mapping cone C(σ) which is slightly different from C. The map-
ping cone C(σ) has the chain modules C(σ)ν = {0} ⊕ Cν−1 and the bound-
ary maps δν =

( 0 σν−1
0 −∂ν−1

)
for all ν ∈ Z. It is isomorphic to the shifted2

chain complex C[−1] with chain modules C[−1]ν := Cν−1 for all ν ∈ Z
and boundary maps ∂[−1]ν := −∂ν−1. Therefore, the homology modules
of C(σ) and of the shifted chain complex C[−1] are the same, and we obtain
Hν

(
C(σ)

)
= Hν

(
C[−1]

)
= Hν−1(C) for all ν ∈ Z.

In general, neither the trivial mapping cone C(ι) nor C(σ) is acyclic or a
cone.

2In general, shifted chain complexes are defined for any k ∈ Z: The shifted complex C[k] has
chain modules C[k]ν = Cν+k for ν ∈ Z. Its boundary maps are ∂[k]ν = (−1)k∂ν+k. More
about this term can be found in the books by Weibel (1994, p. 9) and Gelfand and Manin
(1996, p. 154).
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v

Figure 2.2.: Constructing a cone over a simplicial complex by adding a new vertex v

2.3. Constructing a Cone

By Lemma 2.13 we know that the mapping cone Ĉ(idC) is acyclic for any
nonnegative chain complex C over some principal ideal domain. We will
show that Ĉ(idC) is even a cone for special chain complexes, in imitation
of the geometrical construction of a cone over some geometrical simplicial
complex (cf. Gelfand and Manin, 1996, p. 26).

2.3.1. The Simplicial Case

Let ∆ be a simplicial complex of dimension d ≥ 0 having k vertices. We
construct a geometrical cone over ∆ in the following way (cf. Figure 2.2): We
add a new vertex v to the complex ∆, and for every i-dimensional simplex
S we get a new (i + 1)-dimensional simplex Ŝ whose vertices are v and the
vertices of S. This new simplex Ŝ contains S as a facet. For example, the
geometrical cone over a triangle is a tetrahedron, cf. Figure 2.3.

Therefore, a cone is again a simplicial complex whose vertices are v, which
is said to be the apex of the cone, and the vertices of ∆. In particular, the

p0

p1

p2

p0

p1

p2

v

Figure 2.3.: A tetrahedron is a cone over a triangle
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2. Acyclic Chain Complexes, Cones and Mapping Cones

original simplicial complex ∆ is contained in the cone as a subcomplex (cf.
Munkres, 1984, p. 44).

As described in Section 1.2.5, the simplicial complex ∆ provides a finite
chain complex (C∆, Ω) of order d over some principal ideal domain R with
free chain modules (C∆)ν and boundary maps ∂ν : (C∆)ν → (C∆)ν−1. The
bases Ων of the chain modules have as many elements as there are ν-dimen-
sional simplices in ∆. Therefore, we also describe the cone over ∆ as a free
chain complex which we denote by

(
con(C∆), Φ

)
for now. By construction of

a geometrical cone,
(
con(C∆), Φ

)
is a finite chain complex of order (d + 1).

The bases Φν of its chain modules are

Φ0 ∼= Ω0 ∪̇ {v},
Φν
∼= Ων ∪̇Ων−1 for 1 ≤ ν ≤ d,

Φd+1
∼= Ωd.

Hence, the chain modules of
(
con(C∆), Φ

)
are(

con(C∆)
)

0 = (C∆)0 ⊕ R,(
con(C∆)

)
ν
= (C∆)ν ⊕ (C∆)ν−1 for 1 ≤ ν ≤ d,(

con(C∆)
)

d+1 = {0} ⊕ (C∆)d.

We define boundary maps δν :
(
con(C∆)

)
ν
→
(
con(C∆)

)
ν−1 as

δν =

(
∂ν idν−1

0 −∂ν−1

)
for ν ≥ 2, δ1 =

(
∂1 id0

0 −ε

)
, δ0 = 0,

in which ε : (C∆)0 → R is the usual augmentation map in the simplicial case.
The maps idν : (C∆)ν → (C∆)ν denote the identity maps of (C∆)ν each, due to
the fact that any simplex S of ∆ is contained in the boundary of the simplex
Ŝ which arises by adding the new vertex v to S. This vertex v corresponds to
the element

(
0
1

)
∈
(
con(C∆)

)
0.

Defining the boundary maps δν this way, we describe a geometrical cone
over some simplicial complex ∆ as a mapping cone of the identity chain map
idC∆ : C∆ → C∆ for augmented (C∆, Ω), i.e.

(
con(C∆), Φ

)
=
(
Ĉ(idC∆), Φ

)
.

Hence, the chain complex
(
con(C∆), Φ

)
is acyclic by Lemma 2.13. We will

see that
(
con(C∆), Φ

)
is a cone in the sense of Definition 2.3 which will be

proven in the next section for a more general case (cf. Remark 2.18).
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2.3. Constructing a Cone

2.3.2. The General Case for Chain Complexes

A geometrical cone over a simplicial complex ∆ corresponds to the mapping
cone

(
Ĉ(idC∆), Φ

)
over the finite chain complex (C∆, Ω) which is obtained

from ∆ and must be defined over a principal ideal domain R. In the same
way we can create a mapping cone

(
Ĉ(idC), Φ

)
over some finite chain complex

(C, Ω) of order d which is defined over some principal ideal domain. Due to
Lemma 2.13, the mapping cone

(
Ĉ(idC), Φ

)
is acyclic. But

(
Ĉ(id C), Φ

)
is not

necessarily a cone. For example, if there is some basis element e0
i ∈ Ω0 with

ε(e0
i ) = 0, then we have δ1

(
0
e0

i

)
=
(

e0
i
0

)
. So # bd

(
0
e0

i

)
= 1 which is impossible

for a cone by definition since
(

0
e0

i

)
∈ Φ1. Furthermore, if Ων = ∅ for some

0 ≤ ν ≤ d, then we cannot choose a subset ∅ 6= Sν ⊆ Ων. However, excluding
both of these cases gives us a mapping cone which is a cone.

Theorem 2.17. Let (C, Ω) be a finite chain complex of order d over a principal ideal
domain R. Let its chain modules be Cν 6= 0 for all 0 ≤ ν ≤ d, and let there be
an augmentation map ε : C0 → R such that ε(e0

i ) 6= 0 for all e0
i ∈ Ω0. Then the

mapping cone
(
Ĉ(idC), Φ

)
is a cone.

Remark 2.18. All assumptions in Theorem 2.17 are fulfilled by any chain
complex over some principal ideal domain which comes from a simplicial
complex. Hence, every chain complex corresponding to a simplicial cone is
also a cone in the sense of Definition 2.3.

Proof of Theorem 2.17. By Lemma 2.13 the mapping cone
(
Ĉ(idC), Φ

)
is acyclic.

For 0 ≤ ν ≤ d, let Ων := {eν
1, . . . , eν

kν
} be the basis of the chain module Cν with

kν ≥ 1 by assumption. Then the bases of the chain modules of the mapping
cone

(
Ĉ(idC), Φ

)
are

Φd+1 =

{(
0
ed

1

)
, . . . ,

(
0

ed
kd

)}
,

Φν =

{(
eν

1
0

)
, . . . ,

(
eν

kν

0

)
,
(

0
eν−1

1

)
, . . . ,

(
0

eν−1
kν−1

)}
for 1 ≤ ν ≤ d,

Φ0 =

{(
e0

1
0

)
, . . . ,

(
e0

k0

0

)
,
(

0
1

)}
.
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2. Acyclic Chain Complexes, Cones and Mapping Cones

To get a cone, we choose the following subsets Si of the bases Φi:

Sd+1 =

{(
0
ed

1

)
, . . . ,

(
0

ed
kd

)}
= Φd+1,

Sν =

{(
0

eν−1
1

)
, . . . ,

(
0

eν−1
kν−1

)}
for 1 ≤ ν ≤ d,

S0 =

{(
0
1

)}
.

We have to check that these subsets satisfy the three conditions for a cone (cf.
Definition 2.3).

1. For any ν ∈ {1, . . . , d + 1} and any
(

0
eν−1
`

)
∈ Sν holds:

δν

(
0

eν−1
`

)
=
(

eν−1
`
0

)
+ r` with r` ∈ 〈Sν−1〉.

Therefore, the cone conditions 1a and 1b are fulfilled.

2. We have to show that # bd
( x

y
)
6= 1 for any

( x
y
)
∈ C1 ⊕ C0.

At first, we consider the basis elements of Φ1. By assumption, there
exists an augmentation map ε : C0 → R such that ε(e0

`) = λ` 6= 0 for

all e0
` ∈ Ω0. Therefore, we obtain δ1

(
0
e0
`

)
=
(

e0
`
0

)
− λ`

(
0
1

)
. Hence,

# bd
(

0
e0
`

)
= 2. Furthermore, we know by Theorem 1.51 that # bd(e1

`) ≥ 2

for all e1
` ∈ Ω1 \ ker(∂1). So the same holds for all the basis elements(

e1
`
0

)
∈ Φ1 since δ1

(
e1
`
0

)
=
(

∂1(e1
`)

0

)
.

Now we assume that there is some
( x

y
)
∈ C1⊕C0 such that # bd

( x
y
)
= 1.

There are two cases to distinguish:

a) δ1
( x

y
)
= µ

(
0
1

)
for some µ 6= 0.

We have
( 0

µ

)
=
(

∂1 id0
0 −ε

)( x
y
)
=
(

∂1(x)+y
−ε(y)

)
, so we get

µ = −ε(y) = −ε(−∂1(x)) = ε ◦ ∂1(x) = 0,

which is a contradiction.
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2.3. Constructing a Cone

b) δ1
( x

y
)
= µ`

(
e0
`
0

)
for some 1 ≤ ` ≤ k0 and µ` 6= 0. Then

δ1

(( x
y
)
− µ`

(
0
e0
`

))
= µ`

(
e0
`
0

)
− µ`

(
e0
`
−λ`

)
= µ`λ`︸︷︷︸

6=0

(
0
1

)
.

So, we are reduced to the impossible first case.

Hence, the cone condition 2 is fulfilled, too.

3. As mentioned above, δ1

(
0
e0
`

)
=
(

e0
`
0

)
− λ`

(
0
1

)
with λ` 6= 0 for all basis

elements e0
` ∈ Ω0. Therefore, the cone condition 3 is also fulfilled.

In total, our choice of the subsets Si makes
(
Ĉ(idC), Φ

)
a cone.

Remark 2.19. One can generalise this construction in the following way. Let
(B, ΩB), (C, ΩC) be chain complexes over some principal ideal domain R, both
finite of order d, and let f : B → C be a chain isomorphism. Let (B, ΩB) be
augmented by R. Then the mapping cone

(
Ĉ( f ), Φ

)
is acyclic, pure if (B, ΩB)

and (C, ΩC) are pure and ε : B0 → R is not zero, and a cone if Bν 6= 0 and
Cν 6= 0 for all 1 ≤ ν ≤ d and ε(e) 6= 0 for all basis elements e ∈ (ΩB)0.

Remark 2.20. For an injective or surjective chain map f : B→ C, the mapping
cone Ĉ( f ) for augmented B is in general neither acyclic nor a cone. Simple
examples over a ring R are obtained by the zero chain complex (Z, ∅) and a
finite chain complex (P, Π) of order 0 with basis Π = Π0 = {e}, generated by
a single element.

• Let ι : Z ↪→ P be the injective embedding. The mapping cone
(
Ĉ(ι), Φ

)
for augmented Z is finite of order 0. Its chain module Ĉ(ι)0 = P0 ⊕ R
has the basis Φ0 =

{( e
0
)
,
(

0
1

)}
. Therefore, H0

(
Ĉ(ι)

) ∼= R2.

• We consider the surjective chain map σ : P � Z. Let (P, Π) be aug-
mented by R with an augmentation map ε(e) = 1. Then the mapping
cone

(
Ĉ(σ), Φ

)
is finite of order 1, having the bases Φ1 =

{(
0
e
)}

of
Ĉ(σ)1 = Z1 ⊕ P0 and Φ0 =

{(
0
1

)}
of Ĉ(σ)0 = Z0 ⊕ R. Hence, we obtain

H0
(
Ĉ(σ)

)
= 0.
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2. Acyclic Chain Complexes, Cones and Mapping Cones

2.3.3. Not Every Cone is a Mapping Cone!

We have seen above that a mapping cone Ĉ(idC) for a nonnegative chain
complex C over a principal ideal domain R is always acyclic, but only under
certain conditions a cone. Can conversely every cone A be regarded as a
mapping cone Ĉ(idB) of the identity chain map of some subcomplex B ⊆ A?

At first, we consider the simplicial case. Let ∆ be a simplicial complex
of dimension d which is a geometrical cone with apex v0. The complex ∆
contains a subcomplex Λ of dimension (d− 1) which consists of all simplices
of ∆ not containing its apex v0. Then the corresponding free chain complex
(C∆, Ω∆) is isomorphic to the mapping cone

(
Ĉ(idCΛ), Φ

)
of the identity chain

map idCΛ : CΛ → CΛ. Hence, each chain complex (C∆, Ω∆) of a simplicial
cone ∆ can be regarded as a mapping cone of the identity chain map idCΛ for
a special subcomplex (CΛ, ΩΛ).

In general, this does not work for arbitrary chain complex cones. We con-
sider an example.

Let (C, Ω) be a finite chain complex of order 2 over Z whose bases are
Ω2 = {e2

1}, Ω1 = {e1
1, e1

2} and Ω0 = {e0
1, e0

2}. Let the boundary maps be given
by

∂2(e2
1) = e1

1 + e1
2, ∂1(e1

1) = e0
2 − e0

1,

∂1(e1
2) = e0

1 − e0
2.

This complex is a cone by choosing S2 = {e2
1}, S1 = {e1

1} and S0 = {e0
1}. But it

cannot be regarded as a mapping cone
(
Ĉ(idB), Φ

)
over a subcomplex B ⊆ C

as we will see now.
We assume that (C, Ω) can be described as a mapping cone of an identity

chain map. Then we need a chain complex (B, Θ) of order 1 to construct(
Ĉ(idB), Φ

)
:

{0} ⊕ B1︸ ︷︷ ︸
∼=〈e2

1〉

δ2−→ B1 ⊕ B0︸ ︷︷ ︸
∼=〈e1

1,e1
2〉

δ1−→ B0 ⊕ R︸ ︷︷ ︸
∼=〈e0

1,e0
2〉

δ0−→ 0.

Therefore, we need B1 = 〈g1〉 and B0 = 〈g0〉. This gives

δ2

(
0
g1

)
=

(
0 idB1

0 −∂1

)(
0
g1

)
=

(
g1

0

)
+

(
0
−αg0

)
with ∂1(g1) = αg0 for some α ∈ R. Hence, we obtain ε(αg0) = 0, i.e. α = 0 or
ε(g0) = 0. In both cases the chain complexes (C, Ω) and

(
Ĉ(idB), Φ

)
are not

isomorphic:
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2.4. Mapping Cones over Elementary Chain Complexes

• If α 6= 0, then δ1
( 0

g0

)
=
( g0

0

)
, so

(
Ĉ(idB), Φ

)
cannot be a cone in the

sense of Definition 2.3.

• If α = 0, then # bd
( 0

g1

)
= 1 6= 2 = # bd(e2

1).

Therefore, the chain complex cone (C, Ω) cannot be regarded as a mapping
cone of an identity chain map. Any other choice of the subsets Si does not
change the situation.

To describe a chain complex cone (C, Ω) of order d as a mapping cone(
Ĉ(id), Φ

)
, we guess that it might be necessary that the subsets Ων \ Sν gen-

erate a subcomplex of (C, Ω). However, this is not sufficient since we need
#Ωd = #(Ωd−1 \ Sd−1), for example, and maybe further conditions. If any
general, sufficient criterion exists at all, it seems to be complicated.

2.4. Mapping Cones over Elementary Chain Complexes

We recall from Definition 1.40 that elementary chain complexes are special
subcomplexes of a finitely free and nonnegative chain complex (C, Ω) which
are analogues to simplices in a simplicial complex. Such a subcomplex is
denoted by (Ceν

i
, Ωeν

i
) for eν

i ∈ Ω. Because the mapping cone
(
Ĉ(idC), Φ

)
over

(C, Ω) is also finitely free and nonnegative, transferring this notation to its
elementary subcomplexes yields(

Ĉ(idC)( a
b

), Φ( a
b

)) for
( a

b
)
∈ Φ.

Since this printing looks weird, we will write
(
Ĉ(idC)(a,b), Φ(a,b)

)
instead or

shortly Ĉ(idC)(a,b) if the basis is clear.
We will consider the mapping cone

(
Ĉ(idCeν

i
), Θ(0,eν

i )

)
with basis Θ(0,eν

i )
over

an elementary subcomplex (Ceν
i
, Ωeν

i
) which is analogous to a simplex. Since

the simplicial case is much more illustrative, we treat it first.
Let ∆ be a geometrical simplicial complex of dimension d ≥ 0. As described

in Section 2.3.1, adding a vertex v to ∆ yields a geometrical cone over ∆ with
apex v. If we cut any simplex S from ∆ and add the vertex v only to S, we get
the simplex (S, v) which is the corresponding simplex in the cone over ∆. An
example for this is shown in Figure 2.4.

Since a geometrical cone over a simplicial complex ∆ can always be de-
scribed as a mapping cone Ĉ(idC), we ask: Is a similar statement valid for
elementary subcomplexes of a finite chain complex of order d? Indeed it is,
we even consider a more general case.
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v0 v1

v2

v3

v4

∆

cutting adding v

v0 v1

v2

v3

v4

v

v1

v2

v3

S

adding v cutting

v1

v2

v3

v

(S, v)

Figure 2.4.: A geometrical cone over a simplex S equals a simplex (S, v) in the cone
over ∆
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Lemma 2.21. Let (C, Ω) be a free and nonnegative chain complex over a principal
ideal domain R. Let ∂ν(eν

i ) 6= 0 for all basis elements eν
i ∈ Ω \Ω0 and let ε : C0 → R

be an augmentation map such that ε(e0
j ) 6= 0 for all e0

j ∈ Ω0. Then for each basis
element eν

i ∈ Ω holds:

(
Ĉ(idCeν

i
), Θ(0,eν

i )

)
=
(
Ĉ(idC)(0,eν

i )
, Φ(0,eν

i )

)
.

Remark 2.22. If ε(e0
i ) = 0 for some e0

i ∈ Ω0, the lemma’s statement is not
valid because then the mapping cone

(
Ĉ(idCe0

i
), Θ(0,e0

i )

)
has the chain module

bases

(
Θ(0,e0

i )

)
1
=

{(
0
e0

i

)}
,

(
Θ(0,e0

i )

)
0
=

{(
e0

i
0

)
,
(

0
1

)}

whereas the chain module bases of
(
Ĉ(idC)(0,e0

i )
, Φ(0,e0

i )

)
are

(
Φ(0,e0

i )

)
1
=

{(
0
e0

i

)}
,

(
Φ(0,e0

i )

)
0
=

{(
e0

i
0

)}
.

If ∂ν(eν
i ) = 0 for some eν

i ∈ Ων, ν ≥ 1, the lemma is not valid for a similar
reason.

Proof of Lemma 2.21. We use induction on the order ν of eν
i .

For ν = 0, the basis of any subcomplex (Ce0
i
, Ωe0

i
) is Ωe0

i
=
(
Ωe0

i

)
0 = {e0

i }.
So the nonzero chain modules of the mapping cone

(
Ĉ(idCe0

i
), Θ(0,e0

i )

)
have

the bases

(
Θ(0,e0

i )

)
1
=

{(
0
e0

i

)}
,

(
Θ(0,e0

i )

)
0
=

{(
e0

i
0

)
,
(

0
1

)}
.

Because

δ1

(
0
e0

i

)
=

(
e0

i
0

)
− λi

(
0
1

)
with ε

(
e0

i
)
= λi 6= 0,

the chain complex
(
Ĉ(idC)(0,e0

i )
, Φ(0,e0

i )

)
has exactly the same bases as the map-

ping cone
(
Ĉ(idCe0

i
), Θ(0,e0

i )

)
, so both chain complexes coincide.
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2. Acyclic Chain Complexes, Cones and Mapping Cones

For ν ≥ 1, we assume that the statement is true for all basis elements eµ
` ∈ Ω

with 0 ≤ µ < ν. Since ∂ν(eν
i ) 6= 0, let bd(eν

i ) = {h1, . . . , hk} ⊆ Ων−1. Then the
basis Ωeν

i
of the elementary chain complex (Ceν

i
, Ωeν

i
) is

Ωeν
i
=
{

eν
i

}
∪
(

k⋃
`=1

Ωh`

)
.

The mapping cone
(
Ĉ(idCeν

i
), Θ(0,eν

i )

)
has the basis

Θ(0,eν
i )
=

{(
0
eµ
`

) ∣∣∣∣ eµ
` ∈ Ωeν

i

}
∪
{(

eµ
`

0

) ∣∣∣∣ eµ
` ∈ Ωeν

i

}
∪
{(

0
1

)}
.

Because bd
(

eν
i
0

)
=
{(

h`
0

) ∣∣∣ 1 ≤ ` ≤ k
}
⊆ ⋃k

`=1 bd
(

0
h`

)
, we get

Θ(0,eν
i )
=

{(
0
eν

i

)}
∪
{(

eν
i
0

)}
∪
(

k⋃
`=1

Θ(0,h`)

)
.

Each Θ(0,h`) is the basis of the chain complex
(
Ĉ(idCh`

), Θ(0,h`)
)

which is equal

to the elementary subcomplex
(
Ĉ(idC)(0,h`), Φ(0,h`)

)
of
(
Ĉ(idC)(0,eν

i )
, Φ(0,eν

i )

)
by

induction. Since

δν+1

(
0
eν

i

)
=

(
eν

i
0

)
−

k

∑
`=1

aν,i
`

(
0
h`

)
with all aν,i

` 6= 0,

the set Θ(0,eν
i )

is also the basis of the mapping cone
(
Ĉ(idC)(0,eν

i )
, Φ(0,eν

i )

)
.

Lemma 2.23. If a chain complex (C, Ω) fulfils all assumptions of Lemma 2.21, any
elementary subcomplex

(
Ĉ(idC)(0,eν

i )
, Φ(0,eν

i )

)
of the mapping cone

(
Ĉ(idC), Φ

)
is

acyclic.

Proof. By Lemma 2.21, we get
(
Ĉ(idC)(0,eν

i )
, Φ(0,eν

i )

)
=
(
Ĉ(idCeν

i
), Θ(0,eν

i )

)
, and

this mapping cone of the identity chain map idCeν
i

is acyclic by Lemma 2.13.
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2.5. A Final Comment on Cones

There exist different definitions for acyclic chain complexes in literature. As
mentioned in Section 2.1, many authors use the same definition as we did,
but Dold (1972, p. 17), Weibel (1994, p. 3) and Spanier (1966, p. 163) define
them as follows:

Definition. A chain complex C is acyclic if Hν(C) = 0 for all ν ∈ Z.

Dold (1972, p. 18) even defines a cone:

Definition. For any chain complex C, the mapping cone C(idC) of the identity
chain map idC : C → C is called cone of C.

According to Lemma 2.11, all homology modules of C(idC) are zero. Hence,
this definition of a cone is consistent with the definition of an acyclic chain
complex given above as one can still say that a cone is acyclic.

Both definitions of an acyclic chain complex which are given here and in
Section 2.1 coincide if we consider reduced homology of a free and nonnegative
chain complex over a principal ideal domain with a surjective augmentation
map ε 6= 0, cf. Remark 2.2. But both definitions of a cone seem to be totally
different.

An advantage of the definitions given here is that they hold for any chain
complex whereas our definitions in Section 2.1 are only valid for nonnega-
tive or even finite chain complexes over a principal ideal domain. But our
definitions are geometrically motivated as geometrical cones over simplicial
complexes are included in our definition of a cone.
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3. Shellable and Regular Chain
Complexes

In this chapter we generalise the notion of shellability from simplicial com-
plexes to finite chain complexes over some principal ideal domain R. Con-
trary to simplicial complexes, it turns out that shellability does not suffice to
determine the homology of chain complexes. Hence, we try to imitate the
properties of chain complexes obtained from shellable simplicial complexes
which leads to the notion of regular and totally regular chain complexes. With
an additional condition on an augmentation map ε, the homology of totally
regular chain complexes is known in general. In the end, we will consider
mapping cones over shellable and regular chain complexes.

3.1. Shellable Chain Complexes

3.1.1. Definition and First Examples

Definition 3.1. Let (C, Ω) be a finite chain complex of order d ≥ 0 over a
principal ideal domain R. Let Γ 6= ∅ be the set of all maximal basis elements
of (C, Ω). An order of the basis elements in Γ := {g1, . . . , gk} is a shelling (or
a shelling order) if d = 0 or if the following conditions hold for d ≥ 1:

1. For 2 ≤ j ≤ k, the set Ωgj ∩
(⋃j−1

i=1 Ωgi

)
generates a pure finite chain

complex of order
(
ord(gj)− 1

)
.

2. For 2 ≤ j ≤ k and ord(gj) ≥ 1, the set (Ωgj)ord(gj)−1 has a shelling in

which the basis elements of the intersection
(

Ωgj ∩
(⋃j−1

i=1 Ωgi

))
ord(gj)−1

come first.

3. (Ωg1)ord(g1)−1 has a shelling.

The chain complex (C, Ω) is said to be shellable then.
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3. Shellable and Regular Chain Complexes

Remark 3.2.

1. It must be ord(g1) = d, otherwise achieving a shelling would be impos-
sible because of the first condition. So we can rewrite the third condition
as follows: (Ωg1)d−1 has a shelling.

2. For 0 ≤ ν ≤ d, each chain module Cν of a shellable chain complex (C, Ω)

of order d has a nonempty basis Ων, i.e. Cν 6= 0. In particular, the zero
chain complex Z is not shellable.

3. Due to the shelling conditions 2 and 3, any elementary subcomplex
(Ceν

i
, Ωeν

i
) of a shellable chain complex (C, Ω) is shellable. Hence for

ν ≥ 1, its (ν− 1)-skeleton skν−1(Ceν
i
, Ωeν

i
) is shellable, too.

4. For a precritical element gj ∈ Γ holds Ωgj ∩
(⋃j−1

i=1 Ωgi

)
= Ωgj \ {gj}.

Therefore, it is possible to rearrange the elements in a shelling of Γ such
that all precritical elements come last.

5. All facets of a simplex compose a shellable simplicial complex, cf. Exam-
ple 1.12(2). So any chain complex obtained from a simplicial complex
satisfies the shelling conditions 2 and 3 trivially (cf. Björner and Wachs,
1983, Section 4). Hence, shellability of chain complexes contains the
simplicial case (cf. Definition 1.10).

6. Shellability for regular cell complexes is defined in Definition A.14 in
the Appendix. As explained in Section A.4, a cellular chain complex
obtained from a shellable regular cell complex is also shellable.

In contrast to shellable simplicial complexes (cf. Section 1.5), the homology
of shellable chain complexes is not known in general. We consider some
examples.

Example 3.3.

1. Let (C, Ω) be a finite chain complex of order 1 over Z. Let Ω1 = {e1
1}

and Ω0 = {e0
1, . . . , e0

k} for some k ≥ 1 be the bases of the chain modules
C1 and C0, respectively, and ∂1e1

1 = ∑k
i=1 e0

i . This complex is shellable,
and its homology modules are

H1(C) = 0, H0(C) ∼= Zk−1.

If k = 2, this chain complex is acyclic and even a cone.
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2. Let (C, Ω) be a finite chain complex of order 1 over Z with chain mod-
ules C1 = 〈e1

1, e1
2〉 and C0 = 〈e0

1, . . . , e0
k〉 for some k ≥ 1. We assume

that ∂1e1
1 = ∂1e1

2 = ∑k
i=1 e0

i . This chain complex is shellable and has the
following homology modules:

H1(C) ∼= Z, H0(C) ∼= Zk−1.

3. Let (C, Ω) be a finite chain complex of order 1 over Z with chain mod-
ules C1 = 〈e1

1, e1
2〉 and C0 = 〈e0

1, . . . , e0
k〉 for some k ≥ 2 such that

∂1e1
1 = ∑k

i=1 e0
i and ∂1e1

2 = −e0
1 + ∑k

i=2 e0
i . Again, this chain complex

is shellable. About the homology we know:

H1(C) = 0, H0(C) 6∼= Z` for any ` ∈ N

as there are torsion elements in H0(C), for example [e0
1].

So we need more conditions on shellable chain complexes to get some in-
formation about homology. We will treat this later in Section 3.3.

3.1.2. Monotonically Descending Shellings

In a shellable simplicial complex whose maximal simplices F1, . . . , Ft are
ordered in a shelling, each simplex Fi can only be glued to proper faces of
maximal simplices having the same or higher dimension. So there must exist
a shelling G1, . . . , Gt in which the dimension of each maximal simplex Gi

with i ≥ 2 is not greater than the dimension of its antecessor Gi−1. This has
been shown by Björner and Wachs (1996, Rearrangement Lemma 2.6). We
will prove the existence of such a special shelling in the more general case
of shellable chain complexes over a principal ideal domain. But first such a
special shelling gets a name.

Definition 3.4. Let (C, Ω) be a shellable chain complex over a principal ideal
domain R and Γ ⊆ Ω be the subset of all its maximal basis elements. A
shelling of Γ := {g1, . . . , gk} is monotonically descending if ord(gi) ≥ ord(gi+1)

for all 1 ≤ i ≤ (k− 1). A failure in a shelling of Γ = {g1, . . . , gk} is a pair (i, j)
with i < j and ord(gi) < ord(gj).

Clearly, a shelling is monotonically descending if and only if it is a shelling
without failures.

If (C, Ω) is a shellable chain complex and pure, every shelling of Γ is mono-
tonically descending.
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3. Shellable and Regular Chain Complexes

Theorem 3.5. Let (C, Ω) be a shellable chain complex over a principal ideal domain
R, finite of order d, and Γ ⊆ Ω be the subset of all its maximal basis elements. Then
a monotonically descending shelling of Γ = {g1, . . . , gk} exists.

To prove this theorem, we need the following lemma.

Lemma 3.6. Let (C, Ω) be a shellable chain complex over a principal ideal domain
R with ord(C, Ω) = d. Let Γ ⊆ Ω be the subset of all its maximal basis elements
which is ordered in a shelling with m ≥ 1 failures. Then it is possible to permute the
elements of Γ such that there is a new shelling of Γ with (m− 1) failures.

Proof. Let Γ := {g1, . . . , gk} ordered in a shelling with m ≥ 1 failures. Because
(C, Ω) is shellable, ord(g1) ≥ ord(gi) for all 2 ≤ i ≤ k, but there is a minimal
2 ≤ i0 ≤ (k − 1) such that ord(gi0) < ord(gi0+1). We want to show that we
still have a shelling after permuting gi0 and gi0+1, i.e. the ordered set

{g1, . . . , gi0−1, gi0+1, gi0 , gi0+2, . . . , gk}

is also a shelling.
At first, we consider the subcomplex generated by

Θ :=

(
i0⋃

i=1

Ωgi

)
∩Ωgi0+1 .

Because of shellability we know:

• Θ generates a pure chain complex of order
(
ord(gi0+1)− 1

)
. Hence, all

maximal basis elements of Θ are contained in
(
Ωgi0+1

)
ord(gi0+1)−1.

•
(
Ωgi0+1

)
ord(gi0+1)−1 has a shelling in which the basis elements of Θ come

first.

We divide the intersection Θ into two parts:

Θ =

(i0−1⋃
i=1

Ωgi

)
∩Ωgi0+1

 ∪ (Ωgi0
∩Ωgi0+1

)
.

Since ord(gi0) < ord(gi0+1), the set Ωgi0
∩ Ωgi0+1 generates a subcomplex

of order t ≤ ord(gi0) − 1 ≤ ord(gi0+1) − 2. Therefore, any maximal basis
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3.1. Shellable Chain Complexes

element e in Ωgi0
∩Ωgi0+1 is contained in the boundary of some other basis

element f ∈ Θ, otherwise Θ would not generate a pure chain complex. Since
e is maximal in Ωgi0

∩ Ωgi0+1 , we conclude that f 6∈ Ωgi0
∩ Ωgi0+1 . Hence,

f ∈
(⋃i0−1

i=1 Ωgi

)
∩Ωgi0+1 , and we get

Ωgi0
∩Ωgi0+1 ⊆

(
i0−1⋃
i=1

Ωgi

)
∩Ωgi0+1 .

Therefore,

Θ =

(
i0−1⋃
i=1

Ωgi

)
∩Ωgi0+1 .

Hence, the subcomplex of (C, Ω) generated by
(⋃i0−1

i=1 Ωgi

)
∩Ωgi0+1 is pure of

order
(
ord(gi0+1)− 1

)
and satisfies all other shelling properties, too.

We consider now the subcomplex whose basis is

Ξ :=

(i0−1⋃
i=1

Ωgi

)
∪Ωgi0+1

∩Ωgi0
=

(i0−1⋃
i=1

Ωgi

)
∩Ωgi0

∪ (Ωgi0+1 ∩Ωgi0

)
.

We have shown above that Ωgi0
∩Ωgi0+1 ⊆

(⋃i0−1
i=1 Ωgi

)
∩Ωgi0+1 ⊆

(⋃i0−1
i=1 Ωgi

)
.

Since Ωgi0
∩Ωgi0+1 ⊆ Ωgi0

, we conclude

Ωgi0
∩Ωgi0+1 ⊆

(
i0−1⋃
i=1

Ωgi

)
∩Ωgi0

.

Hence,

Ξ =

(
i0−1⋃
i=1

Ωgi

)
∩Ωgi0

.

Since the basis elements gi are ordered in a shelling, Ξ generates a pure chain
complex of order

(
ord(gi0)− 1

)
which also satisfies all other shelling proper-

ties.
Therefore, {g1, . . . , gi0−1, gi0+1, gi0 , gi0+2, . . . , gk} is a shelling order of Γ with

exactly one failure less.

Proof of Theorem 3.5. Let the set Γ of maximal basis elements of (C, Ω) be or-
dered in a shelling. If this shelling is not monotonically descending, we get
such a shelling by repeated application of Lemma 3.6.
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3.1.3. i-Skeletons of Shellable Chain Complexes

By definition of shellability, every elementary subcomplex (Ceν
i
, Ωeν

i
) of a

shellable chain complex (C, Ω) is shellable. For ν ≥ 1, its (ν − 1)-skeleton
skν−1(Ceν

i
, Ωeν

i
) is also shellable. We will show that this is not only a special

property of elementary chain complexes but also holds for any shellable chain
complex.

Lemma 3.7. Let (C, Ω) be a pure shellable chain complex over a principal ideal
domain R, finite of order d ≥ 1. Its (d− 1)-skeleton skd−1(C, Ω) is shellable, too.

Proof. For d = 1 there is nothing to do because every finite chain complex of
order 0 is shellable by definition. Let d ≥ 2 and Ωd = {ed

1, . . . , ed
kd
}. We want

to show that Ωd−1 =
⋃kd

i=1 bd(ed
i ) has a shelling, using an inductive argument.

By definition we know that bd(ed
1) =

(
Ωed

1

)
d−1 has a shelling.

We consider
⋃`

i=1 bd(ed
i ) ⊆ Ωd−1 for 2 ≤ ` ≤ kd and assume that the set⋃`−1

i=1 bd(ed
i ) has a shelling. We have to show that(

`−1⋃
i=1

bd(ed
i )

)
∪
(
Ωed

`

)
d−1 =

(
`−1⋃
i=1

bd(ed
i )

)
∪ bd(ed

`)

has a shelling, too.
If bd(ed

`) ⊆
⋃`−1

i=1 bd(ed
i ), we are done. So we assume bd(ed

`) 6⊆
⋃`−1

i=1 bd(ed
i ).

Because the chain complex (C, Ω) is shellable, the set bd(ed
`) =

(
Ωed

`

)
d−1 has

a shelling in which the elements of(
`−1⋃
i=1

bd(ed
i )

)
∩Ωed

`
=

(`−1⋃
i=1

Ωed
i

)
∩Ωed

`


d−1

come first. So let
(
Ωed

`

)
d−1 = { f1, . . . , fs, h1, . . . , ht} be a shelling such that(

`−1⋃
i=1

bd(ed
i )

)
∩Ωed

`
= { f1, . . . , fs} with s ≥ 1.

As bd(ed
`) 6⊆

⋃`−1
i=1 bd(ed

i ), we also have t ≥ 1.
Let

⋃`−1
i=1 bd(ed

i ) = {e1, . . . , er, f1, . . . , fs}. This order is not necessarily a
shelling but this is not of interest here. We have to show that the set

{e1, . . . , er, f1, . . . , fs, h1, . . . , ht}
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3.1. Shellable Chain Complexes

has a shelling. As there exists a shelling for {e1, . . . , er, f1, . . . , fs} by assump-
tion, we must only check the shelling properties for all hk, 1 ≤ k ≤ t. We do
this by another induction and begin with( r⋃

i=1

Ωei

)
∪
(

s⋃
i=1

Ω fi

)∩Ωh1 =

( r⋃
i=1

Ωei

)
∩Ωh1

∪
( s⋃

i=1

Ω fi

)
∩Ωh1

.

Since
(
Ωed

`

)
d−1 = { f1, . . . , fs, h1, . . . , ht} is a shelling, the set

(⋃s
i=1 Ω fi

)
∩Ωh1

generates a pure chain complex of order (d− 2) and satisfies all three shelling
conditions of Definition 3.1.

By assumption, we have
(⋃`−1

i=1 Ωed
i

)
∩ Ωed

`
=
⋃s

j=1 Ω f j . Therefore, we get(⋃r
i=1 Ωei

)
∩Ωh1 ⊆

⋃s
j=1 Ω f j and hence

(⋃r
i=1 Ωei

)
∩Ωh1 ⊆

(⋃s
j=1 Ω f j

)
∩Ωh1 .

Hence, we conclude( r⋃
i=1

Ωei

)
∪
(

s⋃
i=1

Ω fi

) ∩Ωh1 =

(
s⋃

i=1

Ω fi

)
∩Ωh1 ,

so the set {e1, . . . , er, f1, . . . , fs, h1} has a shelling.
Now, we assume that the set {e1, . . . , er, f1, . . . , fs, h1, . . . , hk} has a shelling

for some 1 ≤ k ≤ (t− 1). In particular, the set(
r⋃

i=1

Ωei

)
∪
(

s⋃
i=1

Ω fi

)
∪
(

k⋃
i=1

Ωhi

)
generates a shellable chain complex of order (d− 1). By a similar argument
as above we obtain( r⋃

i=1

Ωei

)
∪
(

s⋃
i=1

Ω fi

)
∪
(

k⋃
i=1

Ωhi

) ∩Ωhk+1

=

( r⋃
i=1

Ωei

)
∩Ωhk+1


︸ ︷︷ ︸
⊆
(⋃s

i=1 Ω fi

)
∩Ωhk+1

∪


( s⋃

i=1

Ω fi

)
∪
(

k⋃
i=1

Ωhi

) ∩Ωhk+1


︸ ︷︷ ︸

generates a pure complex of order (d−2)

=

( s⋃
i=1

Ω fi

)
∪
(

k⋃
i=1

Ωhi

) ∩Ωhk+1 .
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This set is a basis of a shellable pure chain complex of order (d− 2). Therefore,
the set {e1, . . . , er, f1, . . . , fs, h1, . . . , hk+1} has a shelling.

By induction we conclude that the set

{e1, . . . , er, f1, . . . , fs, h1, . . . , ht} =
⋃̀
i=1

bd(ed
i )

has a shelling. Hence, we get by the first induction that Ωd−1 =
⋃kd

i=1 bd(ed
i )

has a shelling.

Theorem 3.8. Let (C, Ω) be a shellable chain complex over a principal ideal domain,
finite of order d ≥ 1. Its (d− 1)-skeleton skd−1(C, Ω) is shellable, too.

Proof. For pure (C, Ω) this statement is already proven, cf. Lemma 3.7. So it
suffices to deal with the nonpure case.

Let Γ ⊆ Ω be the subset of all maximal basis elements and let the elements
of Γ be ordered in a monotonically descending shelling.

Let Ωd = {ed
1, . . . , ed

kd
} ⊆ Γ and Γ ∩Ωd−1 = {gd−1

1 , . . . , gd−1
m }. In the chosen

shelling order of Γ the elements of Ωd come first, followed by all elements of
Γ ∩Ωd−1. The basis of the chain module

(
skd−1(C, Ω)

)
d−1 = Cd−1 is

Ωd−1 =

(
kd⋃

i=1

bd(ed
i )

)
∪ {gd−1

1 , . . . , gd−1
m }.

Due to Lemma 3.7, the set
(⋃kd

i=1 bd(ed
i )
)

has a shelling because the subcom-
plex generated by

⋃kd
i=1 Ωed

i
is shellable and pure.

For all 1 ≤ i ≤ kd, let Ω̂ed
i

:= Ωed
i
\ {ed

i } be the basis of the (d− 1)-skeleton
of (Ced

i
, Ωed

i
). Then we get(

kd⋃
i=1

Ωed
i

)
∩Ωgd−1

1
=

(
kd⋃

i=1

Ω̂ed
i

)
∩Ωgd−1

1
.

This set satisfies all three shelling conditions of Definition 3.1 because the
chain complex (C, Ω) is shellable. Hence,(

kd⋃
i=1

bd(ed
i )

)
∪ {gd−1

1 } ⊆ Ωd−1

has a shelling. By induction we conclude that Ωd−1 has a shelling, too.
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Without further work, we get the next corollary by Theorem 3.8.

Corollary 3.9. Let (C, Ω) be a shellable chain complex of order d over a principal
ideal domain. For 0 ≤ i ≤ d, every i-skeleton ski(C, Ω) of (C, Ω) is shellable.

Remark 3.10. It is a consequence of the preceding corollary that, if any i-skel-
eton ski(C, Ω) of a chain complex (C, Ω) is not shellable, the chain complex
itself is not shellable.

3.1.4. Well-ordered Bases

In the proofs of Lemma 3.7 and Theorem 3.8, we used a special ordering of
the chain module bases Ων. We emphasize it for later purpose.

Definition 3.11. Let (C, Ω) be a shellable chain complex of order d over a prin-
cipal ideal domain R and Γ ⊆ Ω be the set of all its maximal basis elements,
ordered in a monotonically descending shelling.

For (d− 1) ≥ ν ≥ 0, a basis Ων of a chain module Cν is called well-ordered if
the basis Ων+1 := {eν+1

1 , . . . , eν+1
kν+1
} is ordered in a shelling and Ων is ordered

as follows:

• The first elements in Ων are the elements of bd(eν+1
1 ), ordered in a

shelling.

• For 2 ≤ ` ≤ kν+1, the basis elements of bd(eν+1
` ) \ ⋃`−1

i=1 bd(eν+1
i ) follow

after all basis elements of
⋃`−1

i=1 bd(eν+1
i ). They are ordered in a shelling

of bd(eν+1
` ) in which all basis elements of

(⋃`−1
i=1 bd(eν+1

i )
)
∩ bd(eν+1

` )

come first.

• Finally, the elements of Ων ∩ Γ follow, in the same order as they occur
in Γ.

If all bases Ων for 0 ≤ ν ≤ (d− 1) are well-ordered, we call Ω well-ordered.

Remark 3.12. As shown in the proofs of Lemma 3.7 and Theorem 3.8, a well-
ordered basis Ων yields a shelling of Ων. Notice that Ων contains exactly all
maximal basis elements of the subcomplex generated by

⋃kν
i=1 Ωeν

i
.

Remark 3.13. According to Theorem 3.5 and the proofs of Lemma 3.7 and
Theorem 3.8, there exists a well-ordered basis for every shellable chain com-
plex over a principal ideal domain.
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3.2. Regular Chain Complexes

We have seen above that the notion of shellability is not strict enough to de-
termine the homology of a chain complex. So we need additional conditions
trying to imitate the properties of shellable simplicial complexes.

3.2.1. Definition and Examples

Definition 3.14. Let (C, Ω) be a shellable chain complex of order d over a prin-
cipal ideal domain R. Let Γ ⊆ Ω be the set of all its maximal basis elements,
ordered in a monotonically descending shelling, and let Ω be well-ordered.
Precisely, let Ωd := {ed

1, . . . , ed
kd
} and Ων := {eν

1, . . . , eν
mν

, eν
mν+1, . . . , eν

kν
} for

0 ≤ ν ≤ (d− 1) such that the following holds:

• Γ ∩Ων = {eν
mν+1, . . . , eν

kν
};

• Γ = {ed
1, . . . , ed

kd
} ∪̇ {ed−1

md−1+1, . . . , ed−1
kd−1
} ∪̇ . . . ∪̇ {e0

m0+1, . . . , e0
k0
} is a mono-

tonically descending shelling.

Then, Γ has a regular order if the following two conditions are fulfilled:

1. For any eν
` ∈ Γ (i.e. (mν + 1) ≤ ` ≤ kν) holds:

If bd(eν
`) ⊆

⋃`−1
i=1 bd(eν

i ), then eν
` is precritical, i.e. there exist elements

ai ∈ R for 1 ≤ i ≤ `, a` 6= 0, such that

a`∂ν(eν
`) =

`−1

∑
i=1

ai∂ν(eν
i ).

2. For any eν
` ∈ Ων, ν ≥ 1, let

(
Ωeν

`

)
ν−1 = bd(eν

`) := { f ν−1
1 , . . . , f ν−1

n`
} be a

shelling in which the elements of
(⋃`−1

i=1 Ωeν
i

)
∩Ωeν

`
come first such that

for any 1 ≤ j ≤ n` holds:

If bd( f ν−1
j ) ⊆ ⋃j−1

i=1 bd( f ν−1
i ), then cj∂ν−1( f ν−1

j ) is a linear combination

of ∂ν−1( f ν−1
i ) for some cj ∈ R \ {0}, i.e. there exist elements ci ∈ R,

1 ≤ i ≤ j, cj 6= 0, such that

cj∂ν−1( f ν−1
j ) =

j−1

∑
i=1

ci∂ν−1( f ν−1
i ).

The chain complex (C, Ω) is said to be regular if the set Γ has a regular order.
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Remark 3.15. For the bases Ων = {eν
1, . . . , eν

mν
, eν

mν+1, . . . , eν
kν
}, there are two

special cases:

• mν = kν. Then Γ ∩Ων = ∅.

• mν = 0. Then Γ ∩Ων = Ων. This is always valid for Ωd.

Definition 3.16. A regular chain complex (C, Ω) whose elementary subcom-
plexes (Ceν

i
, Ωeν

i
) are all acyclic is called totally regular.

Remark 3.17. It follows directly from the definitions above that any elemen-
tary subcomplex (Ceν

i
, Ωeν

i
) of a (totally) regular chain complex (C, Ω) is also

(totally) regular.

Remark 3.18. Let (C, Ω) be a finite chain complex of order d over a principal
ideal domain obtained from a shellable simplicial complex ∆. Due to Re-
mark 3.2(5), the chain complex (C, Ω) is shellable, too. By Lemma 1.57, every
spanning simplex in a shellable simplicial complex yields a critical basis ele-
ment. Since every simplex is also shellable, the chain complex (C, Ω) fulfils
all conditions for regular chain complexes. According to Remark 2.9, every
elementary subcomplex (Ceν

i
, Ωeν

i
) in (C, Ω) is acyclic as it corresponds to a

simplex in ∆. Hence, any chain complex which is obtained from a shellable
simplicial complex is totally regular.

Any finite chain complex of order 0 over a principal ideal domain satisfies
trivially all regularity conditions given in Definition 3.14, it is even totally reg-
ular. But there also exist more serious examples. We consider some of them
to clarify the ideas of shellable, regular and totally regular chain complexes.

Example 3.19.

1. Let (C, Ω) be a finite chain complex of order 1 over Z whose chain
modules C1 and C0 have the bases Ω1 = {e1

1, e1
2} and Ω0 = {e0

1, e0
2}. Let

∂1(e1
1) = 2e0

1 + e0
2 and ∂1(e1

2) = e0
1 + 2e0

2. Then we get a shellable chain
complex.

We have bd(e1
1) = Ω0 = bd(e1

2), but ∂1(e1
1) and ∂1(e1

2) are linearly inde-
pendent. So (C, Ω) is not regular.

Furthermore, ∂1(2e1
1 − e1

2) = 3e0
1. But e0

1 6∈ im ∂1, hence the homology
module H0(C) = C0/im ∂1 is not torsion free. Therefore, H0(C) 6∼= Z, i.e.
the chain complex (C, Ω) is not acyclic.
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2. Let (C, Ω) be a finite chain complex of order 1 over Z with the following
bases of its chain modules: Ω1 = {e1

1, e1
2} and Ω0 = {e0

1, e0
2, e0

3}. Let
∂1(e1

1) = 2e0
1 + e0

2 and ∂1(e1
2) = e0

1 + e0
2.

This complex is shellable, and every elementary subcomplex (Ceν
i
, Ωeν

i
)

is acyclic. Furthermore, we have bd(e1
1) = {e0

1, e0
2} = bd(e1

2), but ∂1(e1
1)

and ∂1(e1
2) are linearly independent. Hence, (C, Ω) is not regular.

We compute its homology modules:

• ker ∂1 = 0, so H1(C) = 0.

• ker ∂0 = 〈e0
1, e0

2, e0
3〉 and im ∂1 = 〈e0

1 + e0
2, 2e0

1 + e0
2〉, thus H0(C) ∼= Z.

Therefore, this chain complex is acyclic, but it is not a cone due to
∂1(e1

1 − e1
2) = e0

1.

3. We consider a finite chain complex (C, Ω) of order 2 over Z with bases
Ω2 = {e2

1, e2
2}, Ω1 = {e1

1, e1
2, e1

3, e1
4} and Ω0 = {e0

1, e0
2, e0

3} of its chain
modules. Let

∂2(e2
1) = e1

1 − e1
2 − e1

3, ∂1(e1
1) = 2e0

1 + 3e0
2 + e0

3,

∂2(e2
2) = e1

1 − 2e1
2 − e1

4, ∂1(e1
2) = e0

1 + e0
2 + e0

3,

∂1(e1
3) = e0

1 + 2e0
2,

∂1(e1
4) = e0

2 − e0
3.

This chain complex is shellable but not regular because bd(e1
1) = bd(e1

2)

whereas ∂1(e1
1) and ∂1(e1

2) are linearly independent. Furthermore, it is
acyclic and even a cone by choosing S2 = {e2

1, e2
2}, S1 = {e1

3, e1
4} and

S0 = {e0
2}.

4. We consider a finite chain complex (C, Ω) of order 2 over Zwhose chain
modules have the bases Ω2 = {e2

1}, Ω1 = {e1
1, e1

2, e1
3} and Ω0 = {e0

1, e0
2}.

Let

∂2(e2
1) = e1

1 + e1
2 + e1

3, ∂1(e1
1) = e0

1 − e0
2,

∂1(e1
2) = e0

1 − e0
2,

∂1(e1
3) = 2(e0

2 − e0
1).

This chain complex is shellable and regular. But it is not acyclic since
ker ∂1 = 〈(e1

1 − e1
2), (e

1
1 + e1

2 + e1
3)〉 and im ∂2 = 〈e1

1 + e1
2 + e1

3〉 and there-
fore H1(C) ∼= Z. In particular, (C, Ω) is not totally regular because then
(Ce2

1
, Ωe2

1
) = (C, Ω) must be acyclic.
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5. Let (C, Ω) be a finite chain complex of order 1 over Z. Let Ω1 = {e1
1, e1

2}
and Ω0 = {e0

1, e0
2, e0

3} be the bases of its chain modules with ∂1(e1
1) = e0

1
and ∂1(e1

2) = e0
1 + e0

2 + e0
3. We observe that this chain complex is acyclic,

shellable and regular, but not a cone. As both subcomplexes (Ce1
1
, Ωe1

1
)

and (Ce1
2
, Ωe1

2
) are not acyclic, this chain complex is not totally regular.

If we change the order of the basis elements e1
1 and e1

2, we get an ordering
of its maximal basis elements which is not regular.

6. We consider a finite chain complex (C, Ω) of order 2 over Z with the
chain module bases Ω2 = {e2

1, e2
2}, Ω1 = {e1

1, e1
2, e1

3} and Ω0 = {e0
1, e0

2}.
Let the boundary maps ∂2 and ∂1 defined by:

∂2(e2
1) = 2e1

1 + e1
2 + e1

3, ∂1(e1
1) = e0

1 − e0
2,

∂2(e2
2) = e1

1 + e1
3, ∂1(e1

2) = e0
2 − e0

1,

∂1(e1
3) = e0

2 − e0
1.

This chain complex is shellable. But the natural order of its maximal ba-
sis elements e2

1 and e2
2 is not regular because bd(e2

2) ⊆ bd(e2
1). However,

by swapping e2
1 and e2

2, we get a regular order! Therefore, this chain
complex is regular, but not totally regular as (Ce2

1
, Ωe2

1
) is not acyclic. Its

homology modules are the following:

• H2(C) = 0 since ker ∂2 = 0,

• H1(C) = 0 according to ker ∂1 = 〈(e1
1 + e1

2), (e
1
1 + e1

3)〉 = im ∂2,

• H0(C) ∼= Z because ker ∂0 = 〈e0
1, e0

2〉 and im ∂1 = 〈e0
1 − e0

2〉.
Hence, the chain complex (C, Ω) is acyclic. But it is not a cone because
bd(e2

2) ⊆ bd(e2
1).

7. Let (C, Ω) be a finite chain complex of order 2 over Z having the bases
Ω2 = {e2

1}, Ω1 = {e1
1, e1

2, e1
3} and Ω0 = {e0

1, e0
2, e0

3}. Let

∂2(e2
1) = e1

1 + e1
2 − e1

3, ∂1(e1
1) = e0

1 + e0
2,

∂1(e1
2) = e0

2 + e0
3,

∂1(e1
3) = e0

1 + 2e0
2 + e0

3.

It is shellable and regular but not totally regular because the elementary
subcomplex (Ce1

3
, Ωe1

3
) is not acyclic. Though, the chain complex (C, Ω)

65



3. Shellable and Regular Chain Complexes

is acyclic and even a cone if we choose S2 = {e2
1}, S1 = {e1

1, e1
2} and

S0 = {e0
2}.

8. We recall Example 2.8(5) for an acyclic chain complex. Let (C, Ω) be
a finite chain complex of order 2 over Z having the bases Ω2 = {e2

1},
Ω1 = {e1

1, e1
2, e1

3, e1
4} and Ω0 = {e0

1, e0
2, e0

3, e0
4} such that

∂2(e2
1) = e1

1 + e1
2 + e1

3 + e1
4, ∂1(e1

1) = e0
2 − e0

1,

∂1(e1
2) = e0

3 − e0
2,

∂1(e1
3) = e0

4 − e0
3,

∂1(e1
4) = e0

1 − e0
4.

We know that this chain complex is not a cone. But it is shellable, regular
and even totally regular.

9. We reuse Example 2.8(4) for a chain complex cone. Let (C, Ω) be a finite
chain complex of order 2 over Z whose chain modules have the bases
Ω2 = {e2

1, e2
2, e2

3}, Ω1 = {e1
1, e1

2, e1
3, e1

4} and Ω0 = {e0
1, e0

2}. Let

∂2(e2
1) = e1

1 + e1
2, ∂1(e1

1) = e0
2 − e0

1,

∂2(e2
2) = e1

2 + e1
3, ∂1(e1

2) = e0
1 − e0

2,

∂2(e2
3) = e1

3 + e1
4, ∂1(e1

3) = e0
2 − e0

1,

∂1(e1
4) = e0

1 − e0
2.

This chain complex is shellable and regular. Since every subcomplex
(Ceν

j
, Ωeν

j
) is acyclic, we conclude that this chain complex is even totally

regular.

10. We recall Example 2.8(3) for a cone. Let (C, Ω) be a finite chain complex
of order 2 over Z with the chain module bases Ω2 = {e2

1}, Ω1 = {e1
1, e1

2}
and Ω0 = {e0

1, e0
2} such that

∂2(e2
1) = e1

1 + e1
2, ∂1(e1

1) = e0
2 − e0

1,

∂1(e1
2) = e0

1 − e0
2.

Hence, this chain complex is shellable and totally regular.
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11. We modify our last example in some detail. Let (C, Ω) be a finite chain
complex of order 2 over Z with bases Ω2 = {e2

1, e2
2}, Ω1 = {e1

1, e1
2} and

Ω0 = {e0
1, e0

2} such that

∂2(e2
1) = e1

1 + e1
2, ∂1(e1

1) = e0
2 − e0

1,

∂2(e2
2) = e1

1 + e1
2, ∂1(e1

2) = e0
1 − e0

2.

This chain complex is still totally regular, but it is not acyclic, since there
is a critical basis element e2

2.

Remark 3.20. As well as for shellable chain complexes, the homology of reg-
ular chain complexes is not clear, in general. So the chain complexes given
in Example 3.3(1) and 3.3(2), are all regular and finite of order 1 but differ in
their homology.

3.2.2. i-Skeletons of Regular Chain Complexes

Similar to shellable chain complexes we will show that i-skeletons of regular
chain complexes are also regular.

Lemma 3.21. Let (C, Ω) be a pure regular chain complex over a principal ideal
domain R, finite of order d ≥ 1. The (d− 1)-skeleton skd−1(C, Ω) is regular, too. If
(C, Ω) is even totally regular, then skd−1(C, Ω) is also totally regular.

Proof. For d = 1, the statement is clear because every finite chain complex of
order 0 over a principal ideal domain is totally regular as mentioned above.
So let d ≥ 2. Since (C, Ω) is a pure chain complex, the set of its maximal basis
elements is Γ = Ωd = {ed

1, . . . , ed
kd
}, ordered in a regular order.

The (d− 1)-skeleton skd−1(C, Ω) is a pure finite subcomplex of order (d− 1)
with basis Ω \Ωd. Let Γ̂ := Ωd−1 =

⋃kd
i=1 bd(ed

i ) be the set of its maximal basis
elements. We have to show that a regular order exists for Γ̂.

By Lemma 3.7, the subcomplex skd−1(C, Ω) is shellable. Furthermore, all
bases Ων of skd−1(C, Ω) are ordered in the same way as they occur in (C, Ω).
Hence, skd−1(C, Ω) satisfies the second regularity condition of Definition 3.14,
since it inherits this property from (C, Ω). So we only have to check whether
the maximal basis elements of skd−1(C, Ω) fulfil the first regularity condition.

67



3. Shellable and Regular Chain Complexes

At first, we consider the subcomplex of skd−1(C, Ω) which is generated by
Ω̂ed

1
:= Ωed

1
\ {ed

1}. Hence,
(
Ω̂ed

1

)
d−1 = bd(ed

1), and because (C, Ω) is regular,
there exists a shelling of bd(ed

1) such that the second regularity condition
of Definition 3.14 is fulfilled. So the elements in

(
Ω̂ed

1

)
d−1 satisfy the first

regularity condition, i.e. the chosen shelling of bd(ed
1) is a regular order. If

kd = 1, we are done by now.
If kd > 1, let 1 ≤ ` < kd. We assume that the basis elements in

⋃`
i=1
(
Ωed

i

)
d−1,

which may be ordered in a shelling, satisfy the first regularity condition, i.e.
the subcomplex generated by

⋃`
i=1
(
Ωed

i
\ {ed

i }
)

is regular. So we have to show
that this is also valid for the basis elements of

(⋃`
i=1(Ωed

i
)d−1

)
∪
(
Ωed

`+1

)
d−1.

If ed
`+1 is precritical, then

(⋃`
i=1(Ωed

i
)d−1

)
∪
(
Ωed

`+1

)
d−1 =

⋃`
i=1
(
Ωed

i

)
d−1, and

there is nothing left to do. Therefore, we assume that ed
`+1 is not precritical.

Let (
Ωed

`+1

)
d−1 = { f1, . . . , fs, h1, . . . , ht}

such that
(⋃`

i=1(Ωed
i
)d−1

)
∩
(
Ωed

`+1

)
d−1 = { f1, . . . , fs}. Then t ≥ 1 and, because

of shellability, s ≥ 1. By assumption, the first regularity condition is fulfilled
by the elements of

⋃`
i=1
(
Ωed

i

)
d−1, so we have only to consider h1, . . . , ht. So

let ⋃̀
i=1

(
Ωed

i

)
d−1 = {e1, . . . , er, f1, . . . , fs}.

This ordering is not necessarily a shelling but this is not of interest here. Let
there be some 1 ≤ k ≤ t such that

bd(hk) ⊆
(

r⋃
i=1

bd(ei)

)
∪
(

s⋃
i=1

bd( fi)

)
∪
(

k−1⋃
i=1

bd(hi)︸ ︷︷ ︸
=∅ if k=1

)
.

As the chain complex (C, Ω) is shellable, we know that(⋃̀
i=1

Ωed
i

)
∩Ωed

`+1
=

s⋃
i=1

Ω fi .

Therefore, bd(hk) ∩
(⋃r

i=1 bd(ei)
)
⊆
(⋃s

i=1 bd( fi)
)
, hence

bd(hk) ⊆
(

s⋃
i=1

bd( fi)

)
∪
(

k−1⋃
i=1

bd(hi)

)
.
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Because the second regularity condition holds for the elements in
(
Ωed

`+1

)
d−1,

there exist elements a1, . . . , as, b1, . . . , bk in R with bk 6= 0 such that

bk∂d−1(hk) =
s

∑
i=1

ai∂d−1( fi) +
k−1

∑
i=1

bi∂d−1(hi)

=
r

∑
i=1

0 · ∂d−1(ei) +
s

∑
i=1

ai∂d−1( fi) +
k−1

∑
i=1

bi∂d−1(hi).

Hence, the first regularity condition is fulfilled, so skd−1(C, Ω) is a regular
chain complex.

Additionally, every elementary subcomplex (Ceν
`
, Ωeν

`
) of skd−1(C, Ω) is acy-

clic if this holds for (C, Ω). So, if (C, Ω) is totally regular, then skd−1(C, Ω) is
totally regular, too.

Theorem 3.22. Let (C, Ω) be a regular chain complex, finite of order d ≥ 1. Then
its (d − 1)-skeleton skd−1(C, Ω) is also regular. If (C, Ω) is even totally regular,
skd−1(C, Ω) is also totally regular.

Proof. Lemma 3.21 deals with this statement for pure regular chain complexes
so there is only the nonpure case to do.

It is clear that the (d− 1)-skeleton skd−1(C, Ω) of (C, Ω) satisfies the second
regularity condition of Definition 3.14 so we only have to prove the first one.

Let Γ ⊆ Ω be the subset of all maximal basis elements such that the el-
ements of Γ are ordered in a regular order. Let Ωd = {ed

1, . . . , ed
kd
} ⊆ Γ

and Γ ∩ Ωd−1 = {gd−1
1 , . . . , gd−1

m }. As a regular order is always monotoni-
cally descending, in the chosen regular order of Γ the elements of Ωd come
first, followed by all elements of Γ ∩ Ωd−1. The basis of the chain module(
skd−1(C, Ω)

)
d−1 is

Ωd−1 =

(
kd⋃

i=1

bd(ed
i )

)
∪ {gd−1

1 , . . . , gd−1
m }.

The subcomplex
(
Ĉ, Ω̂

)
of (C, Ω) with basis

⋃kd
i=1 Ωed

i
is pure and regular. The

basis of its chain module Ĉd−1 is Ω̂d−1 =
⋃kd

i=1 bd(ed
i ).

By Lemma 3.21, the elements in Ω̂d−1 satisfy the first regularity condition of
Definition 3.14. The same holds for {gd−1

1 , . . . , gd−1
m } because (C, Ω) is regular.

Hence, the (d− 1)-skeleton skd−1(C, Ω) is regular.
If (C, Ω) is totally regular, then any elementary subcomplex (Ceν

i
, Ωeν

i
) of

skd−1(C, Ω) ⊆ (C, Ω) is acyclic, so skd−1(C, Ω) is totally regular then.
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The next two corollaries follow directly from Theorem 3.22.

Corollary 3.23. Let (C, Ω) be a regular chain complex, finite of order d. For every
0 ≤ i ≤ d, its i-skeleton ski(C, Ω) is regular.

Corollary 3.24. Let (C, Ω) be a totally regular chain complex, finite of order d. For
every 0 ≤ i ≤ d, its i-skeleton ski(C, Ω) is totally regular.

3.2.3. About Reduced Homology

For totally regular chain complexes defined over some principal ideal domain,
we will see that reduced and usual homology are different because the aug-
mention map ε is not forced to be zero. This follows from the next lemma.

Lemma 3.25. Let (C, Ω) be a totally regular chain complex of order d over a principal
ideal domain R. Then # bd(x) ≥ 2 for all x ∈ C1 \ ker(∂1).

Proof. Because (C, Ω) is totally regular, each basis Ων of a chain module Cν

is well-ordered, and each elementary subcomplex (Ceν
i
, Ωeν

i
) is acyclic. So let

Ω1 := {e1
1, . . . , e1

k1
} and Ω0 := {e0

1, . . . , e0
k0
} be well-ordered. In particular, these

orderings are shellings, and every elementary subcomplex (Ce1
i
, Ωe1

i
) is acyclic

for 1 ≤ i ≤ k1. Hence, by Lemma 2.7, # bd(e1
i ) = 2 for all e1

i ∈ Ω1.
We assume that there exists an element x = ∑k1

i=1 aie1
i ∈ C1 with # bd(x) = 1.

We define i0 := max{1 ≤ i ≤ k1 | ai 6= 0} ≥ 2, so we get:

x =
i0−1

∑
i=1

aie1
i + ai0 e1

i0 .

Because the 1-skeleton of (C, Ω) is shellable, bd(e1
i0) ∩

(⋃i0−1
i=1 bd(e1

i )
)
6= ∅. So

we distinguish two cases since # bd(e1
i0) = 2.

• bd(e1
i0) ⊆

(⋃i0−1
i=1 bd(e1

i )
)
.

Because the 1-skeleton of (C, Ω) is also totally regular due to Corol-
lary 3.24, there are elements λi ∈ R for 1 ≤ i ≤ i0, λi0 6= 0, such that

λi0 ∂1(e1
i0) =

i0−1

∑
i=1

λi∂1(e1
i ).
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Consider now

y :=
i0−1

∑
i=1

(
aiλi0 + ai0 λi

)
e1

i ∈ C1.

We get

∂1(y) =
i0−1

∑
i=1

(
aiλi0 + ai0 λi

)
∂1(e1

i )

=
i0−1

∑
i=1

aiλi0 ∂1(e1
i ) + ai0 λi0 ∂1(e1

i0) = ∂1(λi0 x)

and therefore # bd(y) = 1 since ∂1(λi0 x) = λi0 ∂1(x).

• #(bd(e1
i0) ∩

(⋃i0−1
i=1 bd(e1

i )
))

= 1.

Then bd(x) = bd(e1
i0) \ bd

(
∑i0−1

i=1 aie1
i
)
. So we get # bd

(
∑i0−1

i=1 aie1
i
)
= 1.

In both cases, we get an element of C1 which is a linear combination of
e1

1, . . . , e1
i0−1 having only one element in its boundary. Iterating this way leads

to a contradiction because # bd(e1
i ) = 2 for all e1

i ∈ Ω1.

Hence, according to Theorem 1.51, there exists an augmentation map ε 6= 0
for any totally regular chain complex (C, Ω). Because its reduced homology
module H̃0(C) is independent of the choice of an augmentation map ε 6= 0
due to Lemma 1.48, we get H0(C) ∼= H̃0(C)⊕ R. But we cannot say anything
about its reduced homology module H̃−1(C) as this depends strongly on the
choice of ε.

3.3. Homology of Totally Regular Chain Complexes

By defining totally regular chain complexes, we tried to imitate the intrinsic
properties of shellable simplicial chain complexes whose homology is well-
known (cf. Section 1.5). But the properties of totally regular chain complexes
do not suffice to describe their homology in general. In fact, one more condi-
tion concerning the augmentation map ε is needed. We will start with pure
chain complexes and compute their homology for a special case at first.
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Theorem 3.26. Let (C, Ω) be a pure totally regular chain complex of order d ≥ 1
over a principal ideal domain R. Let there be only noncritical basis elements in Ωd,
and let there be an augmentation map ε such that ε(e0

i ) is a unit in R for every
e0

i ∈ Ω0. Then the chain complex (C, Ω) is acyclic.

Remark 3.27. The chain complex (C, Ω) above is pure and totally regular
without precritical basis elements. Let Ωd = {ed

1, . . . , ed
kd
} be ordered in a

regular order. Due to the first regularity condition (cf. Definition 3.14), there
exists an element ed−1

j`
∈ bd(ed

`) for any ed
` ∈ Ωd with 2 ≤ ` ≤ kd such that

ed−1
j`
6∈

`−1⋃
i=1

bd(ed
i ).

In the theorem, we postulated the existence of an augmentation map ε

which maps every basis element e0
i ∈ Ω0 to a unit in R. This is necessary to

prove a general statement although there exist totally regular chain complexes
which are acyclic but do not have such an augmentation map. Totally regular
chain complexes without such a map ε need not to be acyclic, though. We
consider three examples.

Example 3.28. We regard a pure finite chain complex (C, Ω) of order 1 over
Z with bases Ω1 = {e1

1, e1
2} and Ω0 = {e0

1, e0
2, e0

3} of the chain modules C1 and
C0, respectively. A boundary map ∂1 can be defined in different ways:

1. Let ∂1(e1
1) = 2e0

1 + e0
2 and ∂1(e1

2) = e0
2 + 3e0

3. Then (C, Ω) is a totally
regular chain complex and acyclic since H0(C) is generated by the ho-
mology class

[
e0

1 − e0
3
]
. But there does not exist an augmentation map ε

with ε(e0
i ) = ±1 for all i ∈ {1, 2, 3}.

2. Let ∂1(e1
1) = 2e0

1 + e0
2 and ∂1(e1

2) = e0
2 + 2e0

3. This chain complex is also
totally regular but not acyclic since H0(C) ∼= Z⊕ Z2. As above, there is
no augmentation map ε with ε(e0

i ) = ±1 for all i ∈ {1, 2, 3}.

3. Let ∂1(e1
1) = e0

1 + e0
2 and ∂1(e1

2) = e0
2 + e0

3. Then we get a totally regular
and acyclic chain complex and can define an augmentation map ε via
ε(e0

1) = 1, ε(e0
2) = −1 and ε(e0

3) = 1.
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Proof of Theorem 3.26. We use induction on the order d.
We begin with d = 1. Let Ω1 := {e1

1, . . . , e1
k1
} be a basis of C1 in a regular

order with k1 ≥ 1 and Ω0 := {e0
1, . . . , e0

k0
} be a well-ordered basis of C0.

For 1 ≤ k ≤ k1, let (Qk, Φk) be the subcomplex of (C, Ω) whose basis
is Φk :=

⋃k
i=1 Ωe1

i
. Because of the regular ordering of Ω1, each subcom-

plex (Qk, Φk) is totally regular itself. In particular, (Qk1 , Φk1) = (C, Ω) and
(Q1, Φ1) = (Ce1

1
, Ωe1

1
), which is acyclic by assumption. We will show by in-

duction that all subcomplexes (Qk, Φk) are acyclic. For this, we need further
subcomplexes of (C, Ω).

For 2 ≤ ` ≤ k1, let (P`, Ψ`) be the subcomplex of (C, Ω) whose basis is
Ψ` :=

(⋃`−1
i=1 Ωe1

i

)
∩Ωe1

`
. Since (C, Ω) is shellable, #((⋃`−1

i=1 Ωe1
i
)∩Ωe1

`

)
0 ≥ 1 for

all 2 ≤ ` ≤ k1. So (P`, Ψ`) is finite of order 0 and therefore totally regular.
Furthermore, all basis elements e1

i ∈ Ω1 are noncritical by assumption.
Hence,

#(`−1⋃
i=1

Ωe1
i

)
∩Ωe1

`


0

< #(Ωe1
`

)
0 for all 2 ≤ ` ≤ k1.

Since every subcomplex (Ce1
i
, Ωe1

i
) is acyclic by assumption, each chain mod-

ule (Ce1
i
)0 is generated by exactly two elements according to Lemma 2.7, i.e.

#(Ωe1
i
)0 = 2. Therefore, #((⋃`−1

i=1 Ωe1
i
) ∩Ωe1

`

)
0 = 1 for all 2 ≤ ` ≤ k1, i.e. each

subcomplex (P`, Ψ`) is acyclic.
For the induction step, we assume that, for some 1 < ` ≤ k1, the subcom-

plex (Q`−1, Φ`−1) is acyclic. By our definitions above, we know that

(Q`)ν =

〈(
`−1⋃
i=1

Ωe1
i

)
ν

∪
(
Ωe1

`

)
ν

〉

=

〈(
`−1⋃
i=1

Ωe1
i

)
ν

〉
+
〈(

Ωe1
`

)
ν

〉
= (Q`−1)ν +

(
Ce1

`

)
ν

and (P`)ν = (Q`−1)ν ∩ (Ce1
`
)ν for all ν ∈ Z. Hence, we get the following short

exact sequence

0 −→ (P`)ν
ϕν−→ (Q`−1)ν ⊕ (Ce1

`
)ν

ψν−→ (Q`)ν −→ 0 (3.1)

with ϕν(x) = (x,−x) and ψν(x, y) = x + y for all ν ∈ Z (cf. Hatcher, 2008,
p. 149).
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By assumption, there exists an augmentation map ε : C0 → R such that
ε(e0

i ) is a unit in R for all e0
i ∈ Ω0, i.e. each restriction ε

∣∣
〈e0

i 〉
is surjective. Each

subcomplex (P`, Ψ`), (Q`−1, Φ`−1), (Ce1
`
, Ωe1

`
) and (Q`, Φ`) can be augmented

by the restriction of ε (cf. Hatcher, 2008, p. 150).
Since all ϕν and ψν are chain maps, we obtain a long exact sequence of

reduced homology modules (cf. Hatcher, 2008, p. 116):

. . . −→ H̃m(P`)
ϕ∗n−→ H̃m(Q`−1)⊕ H̃m(Ced

`
)

ψ∗n−→ H̃m(Q`)
δn−→ H̃m−1(P`)

ϕ∗n−1−→
ϕ∗n−1−→ . . .

δ1−→ H̃0(P`)
ϕ∗0−→ H̃0(Q`−1)⊕ H̃0(Ced

`
)

ψ∗0−→ H̃0(Q`)
δ0−→

δ0−→ H̃−1(P`)
ϕ∗−1−→ H̃−1(Q`−1)⊕ H̃−1(Ced

`
)

ψ∗−1−→ H̃−1(Q`)
δ−1−→ 0. (3.2)

For any subcomplex (D, ΩD) ⊆ (C, Ω), the homology module H̃−1(D) = 0
because each restriction ε

∣∣
D is surjective. So the reduced homology modules

of (P`, Ψ`), (Q`−1, Φ`−1) and (Ced
`
, Ωed

`
) are all zero since each of these sub-

complexes is acyclic. We conclude that (Q`, Φ`) is acyclic, too. Hence, by
induction, (C, Ω) = (Qk1 , Φk1) is an acyclic chain complex, i.e. Hν(C) = 0 for
ν ≥ 1 and H0(C) ∼= R.

Now let d ≥ 2. Let Ωd := {ed
1, . . . , ed

kd
} be ordered in a regular order with

kd ≥ 1. As above, let (Qk, Φk) be the subcomplex of (C, Ω) for 1 ≤ k ≤ kd
whose basis is Φk :=

⋃k
i=1 Ωed

i
. Since Ωd is regularly ordered, each subcom-

plex (Qk, Φk) is totally regular, too. In particular, (Q1, Φ1) = (Ced
1
, Ωed

1
) and

(Qkd , Φkd) = (C, Ω). By induction we will see that all (Qk, Φk) are acyclic,
using that (Q1, Φ1) is acyclic by assumption. Again, we need further subcom-
plexes for the induction step.

For 2 ≤ ` ≤ kd, let (P`, Ψ`) be the subcomplex of (C, Ω) whose basis is
Ψ` :=

(⋃`−1
i=1 Ωed

i

)
∩Ωed

`
. About this chain complex we know:

1. (P`, Ψ`) is a pure finite chain complex of order (d− 1) and shellable since
(C, Ω) is shellable.

2. Every elementary subcomplex (Ceν
i
, Ωeν

i
) of (P`, Ψ`) is shellable and acyclic.

3. There holds Ωeν
i
⊆
(⋃`−1

i=1 Ωed
i

)
∩ Ωed

`
for every eν

i ∈
(⋃`−1

i=1 Ωed
i

)
∩ Ωed

`
.

Hence, the second regularity condition of Definition 3.14 holds for (P`, Ψ`).

4. (P`, Ψ`) is a subcomplex of (Ced
`
, Ωed

`
). Since ed

` fulfils the second regularity
condition and

(
(
⋃`−1

i=1 Ωed
i
) ∩Ωed

`

)
d−1 ⊆ (Ωed

`
)d−1 holds, the subcomplex

(P`, Ψ`) satisfies the first regularity condition.
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Hence, (P`, Ψ`) is a pure totally regular chain complex of order (d − 1),
and ε

∣∣
P`
(e0

i ) is a unit in R for every basis element e0
i ∈

(
(
⋃`−1

i=1 Ωed
i
) ∩Ωed

`

)
0.

If (P`, Ψ`) has no precritical elements in
(
(
⋃`−1

i=1 Ωed
i
) ∩Ωed

`

)
d−1, we can apply

our induction hypothesis and conclude that (P`, Ψ`) is acyclic. So we have to
show that (P`, Ψ`) has no precritical elements in

(
(
⋃`−1

i=1 Ωed
i
) ∩Ωed

`

)
d−1.

For 2 ≤ ` ≤ kd, let
(
(
⋃`−1

i=1 Ωed
i
) ∩ Ωed

`

)
d−1 = {g1, . . . , gm`

}, ordered in a
regular order. If m` = 1, there is nothing to do, so let m` ≥ 2. We assume that
there is some 2 ≤ j ≤ m` such that gj is precritical, i.e. there exist elements
ai ∈ R for 1 ≤ i ≤ j with aj 6= 0 such that

aj∂d−1(gj) =
j−1

∑
i=1

ai∂d−1(gi).

Hence, ajgj −
j−1
∑

i=1
aigi ∈ ker(∂d−1).

The chain complex (C, Ω) has no precritical elements in Ωd by assumption,
therefore (`−1⋃

i=1

Ωed
i

)
∩Ωed

`


d−1

$
(
Ωed

`

)
d−1.

Otherwise, we would get

(
Ωed

`

)
d−1 = bd(ed

`) ⊆
(

`−1⋃
i=1

Ωed
i

)
d−1

=
`−1⋃
i=1

(
Ωed

i

)
d−1 =

`−1⋃
i=1

bd(ed
i ),

and then, by the first regularity condition of Definition 3.14, ed
` would be

precritical which is a contradiction to our assumption.

Therefore, we obtain ∂d(ed
`) =

m`

∑
i=1

bigi + r with
m`

∑
i=1

bigi ∈ (P`)d−1 and some

r ∈
〈
(Ω̂ed

`
)d−1

〉
with

(
Ω̂ed

`

)
d−1 :=

(
Ωed

`

)
d−1 \

(⋃`−1
i=1 Ωed

i

)
. In particular, we have

r 6= 0 since
(
Ωed

`

)
d−1 = bd(ed

`) 6⊆
⋃`−1

i=1 Ωed
i
.

Furthermore, we know ∂d−1 ◦ ∂d(ed
`) = 0, i.e. ∂d(ed

`) ∈ ker(∂d−1). Because
r 6= 0, there are two linearly independent elements in ker(∂d−1), namely ∂d(ed

`)

and ajgj−∑
j−1
i=1 aigi. Those two elements are even contained in

(
Ced

`

)
d−1, hence

ker ∂d−1
∣∣
Ced

`

is generated by at least two elements.
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We know that
(
Ced

`

)
d = 〈ed

`〉, and thus im ∂d
∣∣
Ced

`

is generated by a single
element.

Hence, we conclude that Hd−1(Ced
`
) 6= 0, which is a contradiction to our as-

sumption that (Ced
`
, Ωed

`
) is acyclic. Therefore,

(
(
⋃`−1

i=1 Ωed
i
) ∩Ωed

`

)
d−1 contains

no precritical basis elements.
By an analogous argument as above for d = 1, using short exact sequences

of chain complexes as in Equation (3.1) on page 73 and a long exact sequence
in reduced homology as in Equation (3.2), we obtain via induction that the
chain complex (C, Ω) is acyclic.

Theorem 3.29. Let (C, Ω) be a pure totally regular chain complex of order d ≥ 1
over a principal ideal domain R. Let the basis Ωd = {ed

1, . . . , ed
kd
} of Cd have n < kd

precritical elements. Let there be an augmentation map ε : C0 → R such that ε(e0
i )

is a unit in R for every e0
i ∈ Ω0. Then the homology modules of (C, Ω) are

Hd(C) ∼= Rn,

Hi(C) = 0 for i 6= 0, d,

H0(C) ∼= R.

Proof. We can assume that all noncritical elements in Ωd come first in the
regular order. Otherwise we can change the order such that the precritical
(and critical) elements of Ωd come last, this has no influence on the shellability
and regularity of (C, Ω). Let m := kd − n, then we have

Ωd =
{

ed
1, . . . , ed

m︸ ︷︷ ︸
noncritical

, ed
m+1, . . . , ed

kd︸ ︷︷ ︸
precritical

}
.

With respect to Theorem 1.61 we get Hd(C) ∼= Rn.
Consider now the subcomplex (Ĉ, Ω̂) ⊆ (C, Ω) with basis Ω̂ :=

⋃m
i=1 Ωed

i

which is pure and finite of order d. Its chain modules are Ĉd = 〈ed
1, . . . , ed

m〉
and Ĉν = Cν for 0 ≤ ν ≤ (d − 1). Since (C, Ω) is a totally regular chain
complex, so is (Ĉ, Ω̂). Contrary to (C, Ω), the chain complex (Ĉ, Ω̂) has no
precritical elements, so it is acyclic due to Theorem 3.26, i.e. H0(Ĉ) ∼= R and
Hi(Ĉ) = 0 for i 6= 0.

Because Ĉd−1 = Cd−1 and Hd−1(Ĉ) = 0, we get

im ∂d
∣∣
Ĉd
⊆ im ∂d ⊆ ker ∂d−1 = ker ∂d−1

∣∣
Ĉd−1

= im ∂d
∣∣
Ĉd

.
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Therefore, im ∂d
∣∣
Ĉd

= im ∂d. Since Ĉν = Cν for 0 ≤ ν ≤ (d− 1), we conclude:

Hi(C) = Hi(Ĉ) = 0 for 1 ≤ i ≤ d− 1,

H0(C) = H0(Ĉ) ∼= R.

Theorem 3.30. Let (C, Ω) be a totally regular chain complex of order d ≥ 1 over a
principal ideal domain R. Let Γ be the subset of Ω which contains all maximal basis
elements. For any 0 ≤ ν ≤ d, let Ων := {eν

1, . . . , eν
kν
} be a well-ordered basis of the

chain module Cν. For 0 ≤ ν ≤ d, let there be nν < kν precritical elements in Γ∩Ων.
Let ε : C0 → R be an augmentation map such that ε(e0

i ) is a unit in R for every
e0

i ∈ Ω0. Then the homology modules of (C, Ω) are

Hi(C) ∼= Rni for 1 ≤ i ≤ d,

H0(C) ∼= Rn0+1,

Hi(C) = 0 if i < 0 or i > d.

Remark 3.31. Any chain complex (C, Ω) over a principal ideal domain which
is obtained from a simplicial complex is totally regular by Remark 3.18. From
Section 1.4.1 we know that each simplicial complex has an augmentation map
ε such that ε(e0

i ) is a unit in R for every e0
i ∈ Ω0. Hence, this theorem recovers

the statement of Theorem 1.52.

Proof of Theorem 3.30. Let Γ be ordered in a regular order. Because each basis
Ων is well-ordered, the elements of Γ come last. Let

Ων := {eν
1, . . . , eν

mν︸ ︷︷ ︸
6∈Γ

, eν
mν+1, . . . , eν

kν︸ ︷︷ ︸
∈Γ

}.

So we even have nν ≤ (kν −mν). Furthermore, let all precritical elements in
Γ ∩Ων come last in the ordering of each Ων.

We consider the subcomplex (Cd, Ωd) ⊆ (C, Ω) with basis Ωd :=
⋃kd

i=1 Ωed
i
,

which is pure, finite of order d and totally regular. According to Theorem 3.29,
the homology modules of (Cd, Ωd) are

Hd(Cd) ∼= Rnd ,

Hi(Cd) = 0 for i 6= 0, d,

H0(Cd) ∼= R.

Since (Cd)d = Cd, we get Hd(C) ∼= Rnd .
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For 1 ≤ µ ≤ (d − 1), we consider the subcomplex (Cµ, Ωµ) ⊆ skµ(C, Ω)

with basis Ωµ :=
⋃kµ

i=1 Ωeµ
i
, which is pure and finite of order µ. We know

that each µ-skeleton of (C, Ω) is shellable and totally regular according to
the Lemmata 3.7 and 3.21. Let Ωskµ

⊆ Ω be the basis of skµ(C, Ω) and
Γskµ

:= {e ∈ Ωskµ
| e 6∈ bd( f ) for all f ∈ Ωskµ

} be the set of its maximal
basis elements, ordered in a regular order. Since a regular order is always
monotonically descending, the basis elements eµ

1 , . . . , eµ
kµ

come first in the reg-
ular order of Γskµ

. Therefore, each subcomplex (Cµ, Ωµ) is also shellable and
totally regular.

Let there be `µ precritical basis elements in {eµ
1 , . . . , eµ

mµ
} ⊆ Ωskµ

. By Theo-
rem 3.29 we get

Hµ(Cµ) ∼= Rnµ+`µ ,

Hi(Cµ) = 0 for i 6= 0, µ,

H0(Cµ) ∼= R.

Hence, we also obtain Hµ(Cµ+1) = 0. Since (Cµ+1)µ+1 = Cµ+1, we get

im ∂µ+1 = im ∂µ+1
∣∣
(Cµ+1)µ+1

= ker ∂µ

∣∣
〈eµ

1 ,...,eµ
mµ 〉

.

Since the subcomplex (Ĉµ, Ω̂µ) ⊆ (Cµ, Ωµ) with basis Ω̂µ :=
⋃mµ

i=1 Ωeµ
i

is pure,
finite of order µ and totally regular, we obtain by Theorem 3.29:

ker ∂µ

∣∣
〈eµ

1 ,...,eµ
mµ 〉
∼= Hµ(Ĉµ) ∼= R`µ .

By assumption holds Γ ∩ Ωµ = {eµ
mµ+1, . . . , eµ

kµ
}, therefore eµ

i 6∈ im ∂µ+1 for
(mµ + 1) ≤ i ≤ kµ. We conclude:

Hµ(C) = ker ∂µ�im ∂µ+1
∼= Rnµ for 1 ≤ µ ≤ (d− 1).

For µ = 0, we consider the subcomplex (C1, Ω1) ⊆ sk1(C, Ω) with basis
Ω1 :=

⋃k1
i=1 Ωe1

i
which is pure, finite of order 1 and totally regular. Hence,

H0(C1) = 〈e0
1, . . . , e0

m0
〉/im ∂1

∼= R due to Theorem 3.29. Since e0
i 6∈ im ∂1 for

(m0 + 1) ≤ i ≤ k0, we get

H0(C) = C0�im ∂1
∼= Rn0+1.

For i > d or i < 0, it is clear that Hi(C) = 0 because Ci = 0.
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Corollary 3.32. Let (C, Ω) be a totally regular chain complex of order d ≥ 1 over a
field K with char K = 0. Let Γ be the subset of Ω which contains all maximal basis
elements. For any 0 ≤ ν ≤ d, let Ων := {eν

1, . . . , eν
kν
} be a well-ordered basis of the

chain module Cν. For 0 ≤ ν ≤ d, let there be nν < kν precritical elements in Γ∩Ων.
Then the homology modules of (C, Ω) are

Hi(C) ∼= Kni for 1 ≤ i ≤ d,

H0(C) ∼= Kn0+1,

Hi(C) = 0 if i < 0 or i > d.

Proof. According to Lemma 3.25, # bd(x) ≥ 2 for all x ∈ C1 \ ker(∂1). Hence,
there exists a augmentation map ε : C0 → K such that ε(e0

i ) 6= 0 for all e0
i ∈ Ω0

due to Theorem 1.49. Since ε(e0
i ) ∈ K is a unit, the corollary is a consequence

of Theorem 3.30.

3.4. Mapping Cones over Shellable Chain Complexes

If we construct a geometrical cone over a shellable simplicial complex, the new
simplicial complex is also shellable because the dimension of every maximal
simplex increases by one. What happens if we construct a mapping cone of
the identity chain map over a shellable chain complex?

Theorem 3.33. Let (C, Ω) be a finite chain complex of order d over a principal ideal
domain R which is pure and shellable. Let the set Ωd = {ed

1, ..., ed
kd
} of all its maximal

basis elements be ordered in a shelling. Let there be an augmentation map ε : C0 → R
such that ε(e0

i ) 6= 0 for all e0
i ∈ Ω0 = {e0

1, ..., e0
k0
}. Let

(
Ĉ(idC), Φ

)
:

{0} ⊕ Cd
δd+1−→ Cd ⊕ Cd−1

δd−→ . . .
δ2−→ C1 ⊕ C0

δ1−→ C0 ⊕ R
δ0−→ 0

be the mapping cone of the identity chain map idC : (C, Ω)→ (C, Ω) whose bound-
ary maps are

δν =

(
∂ν idν−1

0 −∂ν−1

)
for ν ≥ 2, δ1 =

(
∂1 id0

0 −ε

)
, δ0 = 0. (3.3)

Then the mapping cone
(
Ĉ(idC), Φ

)
is shellable and a cone.
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Proof. Since the augmentation map ε is nonzero on all basis elements of Ω0,
the mapping cone

(
Ĉ(idC), Φ

)
is a cone by Theorem 2.17.

For d = 0, the only nonzero chain module in the chain complex (C, Ω) is
C0 with basis Ω0 := {e0

1, . . . , e0
k0
} 6= ∅. The mapping cone

(
Ĉ(idC), Φ

)
of idC

over (C, Ω) is

{0} ⊕ C0
δ1−→ C0 ⊕ R

δ0−→ 0

with the boundary maps as in Equation (3.3). Its chain modules Ĉ(idC)1 and
Ĉ(idC)0 have the bases

Φ1 =

{(
0
e0

1

)
, . . . ,

(
0

e0
k0

)}
, Φ0 =

{(
e0

1
0

)
, . . . ,

(
e0

k0

0

)
,
(

0
1

)}
.

Since δ1

(
0
e0

i

)
=
(

e0
i
0

)
− ri

(
0
1

)
with some ri ∈ R \ {0} for all 1 ≤ i ≤ k0, the

chain complex
(
Ĉ(idC), Φ

)
is pure.

It is also shellable since for all 2 ≤ i ≤ k0 holds:

Φ(0,e0
i )
∩
(

i−1⋃
k=1

Φ(0,e0
k)

)
=

{(
0
1

)}
.

For d ≥ 1, we use induction on the order d, beginning with d = 1. We
consider the chain complex (C, Ω): C1 → C0 → 0 whose chain modules have
the bases Ω0 = {e0

1, . . . , e0
k0
} and Ω1 = {e1

1, . . . , e1
k1
}, which is ordered in a

shelling. The mapping cone
(
Ĉ(idC), Φ

)
over (C, Ω) is the chain complex

{0} ⊕ C1
δ2−→ C1 ⊕ C0

δ1−→ C0 ⊕ R
δ0−→ 0

of order 2 with the usual boundary maps δ` as in Equation (3.3). The bases of
its chain modules Ĉ(idC)ν are

Φ2 =

{(
0
e1

1

)
, . . . ,

(
0

e1
k1

)}
,

Φ1 =

{(
e1

1
0

)
, . . . ,

(
e1

k1

0

)
,
(

0
e0

1

)
, . . . ,

(
0

e0
k0

)}
,

Φ0 =

{(
e0

1
0

)
, . . . ,

(
e0

k0

0

)
,
(

0
1

)}
.
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The basis elements of Φ are mapped by the boundary maps δν as follows:

δ2

(
0
e1

i

)
=

(
e1

i
0

)
−
(

0
∂1e1

i

)
,

δ1

(
e1

i
0

)
=

(
∂1e1

i
0

)
,

δ1

(
0
e0

i

)
=

(
e0

i
0

)
− λi

(
0
1

)
with λi := ε

(
e0

i
)
6= 0.

Since (C, Ω) is a pure chain complex and
(

0
1

)
is contained in the bound-

ary of any basis element
(

0
e0

i

)
, the mapping cone

(
Ĉ(idC), Φ

)
is also a pure

chain complex. Hence, we have to consider the bases Φ(0,e1
i )

of the elemen-

tary subcomplexes
(
Ĉ(idC)(0,e1

i )
, Φ(0,e1

i )

)
of order 2 for all 1 ≤ i ≤ k1 to check

shellability of the mapping cone
(
Ĉ(idC), Φ

)
. The bases of the chain modules

of any elementary subcomplex
(
Ĉ(idC)(0,e1

i )
, Φ(0,e1

i )

)
are

(
Φ(0,e1

i )

)
2
=

{(
0
e1

i

)}
,

(
Φ(0,e1

i )

)
1
=

{(
e1

i
0

)}
∪
{(

0
e0

k

) ∣∣∣∣ e0
k ∈ bd(e1

i )

}
,

(
Φ(0,e1

i )

)
0
=

{(
e0

k
0

) ∣∣∣∣ e0
k ∈ bd(e1

i )

}
∪
{(

0
1

)}
.

For 2 ≤ i ≤ k1, we get

Φ(0,e1
i )
∩
(

i−1⋃
k=1

Φ(0,e1
k)

)
=

{(
0
e0
`

) ∣∣∣∣∣ e0
` ∈ bd(e1

i ) ∩
(

i−1⋃
k=1

bd(e1
k)

)}

∪
{(

e0
`

0

) ∣∣∣∣∣ e0
` ∈ bd(e1

i ) ∩
(

i−1⋃
k=1

bd(e1
k)

)}
∪
{(

0
1

)}
.

This set generates a pure chain complex of order 1 since

bd
(

0
e0
`

)
=

{(
e0
`

0

)
,
(

0
1

)}
.

for every 1 ≤ ` ≤ k0. Therefore, the shelling condition 1 of Definition 3.1 is
fulfilled. Moreover, we see that

(
0
1

)
is the only element which the boundaries
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of any two different basis elements
(

0
e0
`

)
and

(
0
e0

k

)
have in common. Hence,

for 1 ≤ i ≤ k1, every ordering of the set{(
0
e0

k

) ∣∣∣∣ e0
k ∈ bd(e1

i )

}
⊆
(

Φ(0,e1
i )

)
1

is a shelling. So taking
(

e1
i
0

)
as the last element in an ordering of

(
Φ(0,e1

i )

)
1

yields a shelling because the boundary of
(

e1
i
0

)
contains all basis elements

of
(

Φ(0,e1
i )

)
0

except
(

0
1

)
. Therefore, every subcomplex

(
Ĉ(idC)(0,e1

i )
, Φ(0,e1

i )

)
is

shellable, and for i = 1 the shelling condition 3 of Definition 3.1 is fulfilled.

For 2 ≤ i ≤ k1, we can choose a shelling of
{(

0
e0

k

)∣∣∣ e0
k ∈ bd(e1

i )
}

in which the
elements of Φ(0,e1

i )
∩
(

i−1⋃
j=1

Φ(0,e1
j )

)
1

⊆
{(

0
e0

k

) ∣∣∣∣ e0
k ∈ bd(e1

i )

}

come first. Then the shelling condition 2 of Definition 3.1 is fulfilled, too, and
therefore the mapping cone

(
Ĉ(idC), Φ

)
is shellable.

We proceed by induction and assume that the theorem’s statement is true
for all pure chain complexes of order a with 1 ≤ a ≤ d for some d ≥ 1. Let
(C, Ω) be a pure shellable chain complex

Cd+1
∂d+1−→ Cd

∂d−→ . . .
∂3−→ C2

∂2−→ C1
∂1−→ C0

ε−→ R −→ 0

of order (d + 1) such that ε(e0
`) 6= 0 for all e0

` ∈ Ω0. According to Remark 3.13,
we assume that all bases Ων of the chain modules Cν are well-ordered.

We consider the mapping cone
(
Ĉ(idC), Φ

)
{0} ⊕ Cd+1

δd+2−→ Cd+1 ⊕ Cd
δd+1−→ . . .

δ2−→ C1 ⊕ C0
δ1−→ C0 ⊕ R

δ0−→ 0

with the usual boundary maps δ`. According to Lemma 2.15, the mapping
cone

(
Ĉ(idC), Φ

)
is a pure chain complex of order (d + 2). We will need some

subcomplexes of this mapping cone to prove its shellability.
We know that the d-skeleton skd(C, Ω) is pure, finite of order d and shell-

able. Hence, the mapping cone Ĉ(idskd(C,Ω))

{0} ⊕ Cd
δd+1−→ Cd ⊕ Cd−1

δd−→ . . .
δ2−→ C1 ⊕ C0

δ1−→ C0 ⊕ R
δ0−→ 0
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over the d-skeleton skd(C, Ω) is also pure, finite of order (d + 1) and shellable
by induction. Furthermore, the subcomplex

Cd+1 ⊕ {0}
δd+1−→ Cd ⊕ {0}

δd−→ . . .
δ2−→ C1 ⊕ {0}

δ1−→ C0 ⊕ {0}
δ0−→ 0 (3.4)

of
(
Ĉ(idC), Φ

)
is isomorphic to (C, Ω) and therefore shellable.

First we prove that the (d + 1)-skeleton skd+1
(
Ĉ(idC), Φ

)
Cd+1 ⊕ Cd

δd+1−→ Cd ⊕ Cd−1
δd−→ . . .

δ2−→ C1 ⊕ C0
δ1−→ C0 ⊕ R

δ0−→ 0

of
(
Ĉ(idC), Φ

)
is shellable. Because the (d + 1)-skeleton skd+1

(
Ĉ(idC), Φ

)
is a

pure finite chain complex due to Remark 1.39, we have to consider the basis
Φd+1 of its chain module

(
Ĉ(idC)

)
d+1 = Cd+1 ⊕ Cd which is

Φd+1 =

{(
0
ed

1

)
, . . . ,

(
0

ed
kd

)}
∪
{(

ed+1
1
0

)
, . . . ,

(
ed+1

kd+1
0

)}
.

Since the mapping cone Ĉ(idskd(C)) is shellable, we already know that the
basis {(

0
ed

1

)
, . . . ,

(
0

ed
kd

)}
of its chain submodule {0} ⊕Cd has a shelling. By definition of the boundary
maps, the elements of Φd+1 are mapped by δd+1 as follows:

δd+1

(
0
ed

j

)
=

(
ed

j
0

)
−
(

0
∂ded

j

)
,

δd+1

(
ed+1
`

0

)
=

(
∂d+1ed+1

`

0

)
=

kd

∑
i=1

ad+1,`
i

(
ed

i
0

)
with some ad+1,`

i ∈ R.

Hence, for all 1 ≤ ` ≤ kd+1 holds:

bd
(

ed+1
`

0

)
⊆

kd⋃
j=1

bd

(
0
ed

j

)
.

So for ` = 1 we get(
kd⋃

j=1

Φ(0,ed
j )

)
∩Φ(ed+1

1 ,0) = Φ(ed+1
1 ,0) \

{(
ed+1

1
0

)}
.
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This set is a basis of the d-skeleton skd
(
Ĉ(idC)(ed+1

1 ,0), Φ(ed+1
1 ,0)

)
of the elemen-

tary subcomplex
(
Ĉ(idC)(ed+1

1 ,0), Φ(ed+1
1 ,0)

)
and therefore generates a pure sub-

complex which is finite of order d. Because
(
Ĉ(idC)(ed+1

1 ,0), Φ(ed+1
1 ,0)

)
is also an

elementary subcomplex of the shellable chain complex in Equation (3.4) on
page 83, we conclude that the set

(
Φ(ed+1

1 ,0)

)
d =

( kd⋃
j=1

Φ(0,ed
j )

)
∩Φ(ed+1

1 ,0)


d

has a shelling.
We proceed with 2 ≤ ` ≤ kd+1 and get( kd⋃

j=1

Φ(0,ed
j )

)
∪
(

`−1⋃
i=1

Φ(ed+1
i ,0)

) ∩Φ(ed+1
` ,0)

=

( kd⋃
j=1

Φ(0,ed
j )

)
∩Φ(ed+1

` ,0)


︸ ︷︷ ︸

=Φ
(ed+1
`

,0)
\
{(

ed+1
`
0

)}
∪

(`−1⋃
i=1

Φ(ed+1
i ,0)

)
∩Φ(ed+1

` ,0)


︸ ︷︷ ︸

⊆Φ
(ed+1
`

,0)
\
{(

ed+1
`
0

)}
= Φ(ed+1

` ,0) \
{(

ed+1
`
0

)}
.

As above, this set is a basis for the d-skeleton skd
(
Ĉ(idC)(ed+1

` ,0), Φ(ed+1
` ,0)

)
of

the elementary subcomplex
(
Ĉ(idC)(ed+1

` ,0), Φ(ed+1
` ,0)

)
, hence it generates a pure

finite subcomplex of order d. Since
(
Ĉ(idC)(ed+1

` ,0), Φ(ed+1
` ,0)

)
, which is isomor-

phic to (Ced+1
`

, Ωed+1
`

), is contained in the shellable chain complex of Equa-
tion (3.4) on page 83, we conclude that the set

(
Φ(ed+1

` ,0)

)
d =

( kd⋃
j=1

Φ(0,ed
j )

)
∪
(

`−1⋃
i=1

Φ(ed+1
i ,0)

) ∩Φ(ed+1
` ,0)


d

has a shelling in which the elements of
(⋃`−1

i=1 Φ(ed+1
i ,0)

)
∩ Φ(ed+1

` ,0) come first.

Hence, we obtain that the (d + 1)-skeleton skd
(
Ĉ(idC), Φ

)
of the mapping

cone
(
Ĉ(idC), Φ

)
is shellable.
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Now we have to prove that the basis

Φd+2 =

{(
0

ed+1
1

)
, . . . ,

(
0

ed+1
kd+1

)}
has a shelling. The ordering of these elements is the same as in the shelling
of Ωd+1 =

{
ed+1

1 , . . . , ed+1
kd+1

}
. If kd+1 = 1, we are done because we have already

proven that the (d + 1)-skeleton of
(
Ĉ(idC), Φ

)
is shellable.

So let kd+1 ≥ 2. We observe that, for 1 ≤ k ≤ kd+1, the basis of each
elementary subcomplex

(
Ĉ(idC)(0,ed+1

k ), Φ(0,ed+1
k )

)
is

Φ(0,ed+1
k ) =

{(
0
eν
`

) ∣∣∣∣ eν
` ∈ Ωed+1

k

}
∪
{(

eν
`

0

) ∣∣∣∣ eν
` ∈ Ωed+1

k

}
∪
{(

0
1

)}
.

So, for 2 ≤ j ≤ kd+1, we get(j−1⋃
i=1

Φ(0,ed+1
i )

)
∩Φ(0,ed+1

j ) =

{(
0
eν
`

) ∣∣∣∣∣ eν
` ∈

(j−1⋃
i=1

Ωed+1
i

)
∩Ωed+1

j

}

∪
{(

eν
`

0

) ∣∣∣∣∣ eν
` ∈

(j−1⋃
i=1

Ωed+1
i

)
∩Ωed+1

j

}
∪
{(

0
1

)}
.

By definition of the boundary maps we know that
(

0
1

)
∈ bd

(
0
e0

j

)
for every

1 ≤ j ≤ k0 and
(

eν
`
0

)
∈ bd

(
0
eν
`

)
for each eν

` ∈ Ω. Therefore, this set generates

a pure finite chain complex of order (d + 1) since the set
(⋃j−1

i=1 Ωed+1
i

)
∩Ωed+1

j

generates a pure finite chain complex of order d. Hence, the shelling condi-
tion 1 of Definition 3.1 is fulfilled.

We have to prove now that, for each 1 ≤ k ≤ kd+1, the basis
(
Φ(0,ed+1

k )

)
d+1

has a shelling in which the elements of
((⋃k−1

i=1 Φ(0,ed+1
i )

)
∩Φ(0,ed+1

k )

)
d+1 come

first if k ≥ 2.
By definition, each set Φ(0,ed+1

k ) is a basis of the elementary subcomplex(
Ĉ(idC)(0,ed+1

k ), Φ(0,ed+1
k )

)
. According to Lemma 2.21, we get(

Ĉ(idC)(0,ed+1
k ), Φ(0,ed+1

k )

)
=
(
Ĉ(idCed+1

k
), Θ(0,ed+1

k )

)
.

By assumption, each elementary subcomplex (Ced+1
k

, Ωed+1
k

) of (C, Ω) is shell-
able, pure and finite of order (d+ 1). We have already proven that the (d+ 1)-
skeleton skd+1

(
Ĉ(idCed+1

k
), Θ(0,ed+1

k )

)
of the mapping cone

(
Ĉ(idCed+1

k
), Θ(0,ed+1

k )

)
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is shellable. Since
(
Φ(0,ed+1

k )

)
d+2 =

{(
0

ed+1
k

)}
, the whole elementary subcom-

plex
(
Ĉ(idC)(0,ed+1

k ), Φ(0,ed+1
k )

)
is shellable, and its chain module basis

(
Φ(0,ed+1

k )

)
d+1

=

{(
0
ed
`

) ∣∣∣∣ ed
` ∈ bd(ed+1

k )

}
∪
{(

ed+1
k
0

)}

has a shelling in which the element
(

ed+1
k
0

)
comes last and the elements

(
0
ed
`

)
are ordered in the same way as the elements ed

` in
(
Ωed+1

k

)
d = bd(ed+1

k ).
By assumption, each basis Ων is well-ordered, so in the shelling of bd(ed+1

k )

the elements of
(⋃k−1

i=1 bd(ed+1
i )

)
∩ bd(ed+1

k ) come first. The same holds for the
set
(
Φ(0,ed+1

k )

)
d+1, because for 2 ≤ k ≤ kd+1 we get(k−1⋃

i=1

Φ(0,ed+1
i )

)
∩Φ(0,ed+1

k )


d+1

=

{(
0
ed
`

) ∣∣∣∣∣ ed
` ∈

(
k−1⋃
i=1

bd(ed+1
i )

)
∩bd(ed+1

k )

}
.

Hence, all shelling conditions are fulfilled. Therefore, each mapping cone(
Ĉ(idC), Φ

)
over a pure shellable chain complex (C, Ω) is shellable.

Theorem 3.34. Let (C, Ω) be a shellable finite chain complex of order d over a
principal ideal domain R and Γ ⊆ Ω be the set of its maximal basis elements, ordered
in a monotonically descending shelling. Let ε : C0 → R be an augmentation map
such that ε(e0

i ) 6= 0 for all e0
i ∈ Ω0 = {e0

1, ..., e0
k0
}. Let

(
Ĉ(idC), Φ

)
be the mapping

cone of the identity chain map idC : (C, Ω)→ (C, Ω):

{0} ⊕ Cd
δd+1−→ Cd ⊕ Cd−1

δd−→ . . .
δ2−→ C1 ⊕ C0

δ1−→ C0 ⊕ R
δ0−→ 0.

Then the mapping cone
(
Ĉ(idC), Φ

)
is shellable and a cone.

Remark 3.35. The set of the maximal basis elements of the mapping cone(
Ĉ(idC), Φ

)
is

Γ(idC) =

{(
0
eν

i

) ∣∣∣∣ eν
i ∈ Γ

}
since any basis element

(
eν

i
0

)
for 0 ≤ ν ≤ d and 1 ≤ i ≤ kν is in the boundary

of
(

0
eν

i

)
, and the basis element

(
0
1

)
is contained in the boundary of every

element
(

0
e0

i

)
∈ Φ1. In particular, Γ(idC) ∩Φ0 = ∅.
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Proof of Theorem 3.34. If the chain complex (C, Ω) is pure, we are done due to
Theorem 3.33. For finite chain complexes of order d = 0 there is nothing left
to do because every finite chain complex of order 0 is pure. Therefore, let
(C, Ω) be nonpure and finite of order d ≥ 1.

The mapping cone
(
Ĉ(idC), Φ

)
is a cone by Theorem 2.17 since ε(e0

i ) 6= 0
for all e0

i ∈ Ω0.
Since the shelling of Γ is monotonically descending, the basis elements of

Ωd = {ed
1, . . . , ed

kd
} ⊆ Γ come first in this shelling. Hence, the subcomplex

CΓ,d with basis
⋃kd

i=1 Ωed
i

is shellable and pure of order d. So the mapping
cone Ĉ(idCΓ,d) is finite of order (d + 1) and shellable due to Theorem 3.33. By
Lemma 3.7, its d-skeleton skd

(
Ĉ(idCΓ,d)

)
is shellable, too.

Let Γ∩Ωd−1 = {gd−1
1 , . . . , gd−1

md−1
}, which may be ordered as in the monoton-

ically descending shelling of Γ. First we show that, for any 1 ≤ ` ≤ md−1, the
set

Υ` :=

( kd⋃
i=1

Φ(0,ed
i )

)
∪
(

`−1⋃
j=1

Φ(0,gd−1
j )︸ ︷︷ ︸

=∅ if `=1

) ∩Φ(0,gd−1
` )

generates a pure chain complex of order (d− 1). Since

Φ(0,eν
i )
=

{(
0
eµ

r

) ∣∣∣∣ eµ
r ∈ Ωeν

i

}
∪
{(

eµ
r

0

) ∣∣∣∣ eµ
r ∈ Ωeν

i

}
∪
{(

0
1

)}
for every eν

i ∈ Ω, we get

Υ` =


(

0
eµ

r

) ∣∣∣∣∣∣ eµ
r ∈

( kd⋃
i=1

Ωed
i

)
∪
(

`−1⋃
j=1

Ωgd−1
j

) ∩Ωgd−1
`


∪


(

eµ
r

0

) ∣∣∣∣∣∣ eµ
r ∈

( kd⋃
i=1

Ωed
i

)
∪
(

`−1⋃
j=1

Ωgd−1
j

) ∩Ωgd−1
`

 ∪
{(

0
1

)}
.

This set indeed generates a pure chain complex of order (d− 1) because each(
eµ

r
0

)
is in the boundary of

(
0
eµ

r

)
and the set( kd⋃

i=1

Ωed
i

)
∪
(

`−1⋃
j=1

Ωgd−1
j

) ∩Ωgd−1
`

generates a pure chain complex of order (d− 2) by assumption.
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It remains to show that each basis set
(
Φ(0,gd−1

` )

)
d−1 has a shelling in which

the elements of (Υ`)d−1 come first. We recall

(
Φ(0,gd−1

` )

)
d−1 =

{(
0

ed−2
i

) ∣∣∣∣∣ ed−2
i ∈ bd(gd−1

` )

}
∪
{(

gd−1
`

0

)}
,

(Υ`)d−1 =


(

0
ed−2

i

) ∣∣∣∣∣∣ ed−2
i ∈

( kd⋃
i=1

Ωed
i

)
∪
(

`−1⋃
j=1

Ωgd−1
j

) ∩Ωgd−1
`


d−2

.

From the proof of Theorem 3.33 we know that a shelling of
(
Φ(0,gd−1

` )

)
d−1

exists in which the element
(

gd−1
`
0

)
comes last and the other elements are

ordered in the same way as the elements in
(
Ωgd−1

`

)
d−2 = bd(gd−1

` ).
Because

(
Ωgd−1

`

)
d−2 has a shelling in which the elements of

( kd⋃
i=1

Ωed
i

)
∪
(

`−1⋃
j=1

Ωgd−1
j

) ∩Ωgd−1
`


d−2

come first, the elements of (Υ`)d−1 come first in the analogous shelling of(
Φ(0,gd−1

` )

)
d−1. So we get shellability of the mapping cone over the subcomplex

CΓ,d−1 with basis
(⋃kd

i=1 Ωed
i

)
∪
(⋃md−1

i=1 Ωgd−1
i

)
.

Proceeding in this way we can add the basis elements of Γ(idC) ∩ Φd−1,
Γ(idC)∩Φd−2, . . . , Γ(idC)∩Φ1. In the end we get a monotonically descending
shelling of the mapping cone

(
Ĉ(idC), Φ

)
.

Theorem 3.36. Let (C, Ω) be a regular finite chain complex of order d over a prin-
cipal ideal domain R and Γ ⊆ Ω be the set of its maximal basis elements, ordered in
a monotonically descending shelling. Let there be an augmentation map ε : C0 → R
such that ε(e0

i ) 6= 0 for all e0
i ∈ Ω0 = {e0

1, ..., e0
k0
}. Let

(
Ĉ(idC), Φ

)
be the mapping

cone of the identity chain map idC:

{0} ⊕ Cd
δd+1−→ Cd ⊕ Cd−1

δd−→ . . .
δ2−→ C1 ⊕ C0

δ1−→ C0 ⊕ R
δ0−→ 0.

Then the mapping cone
(
Ĉ(idC), Φ

)
is regular and a cone.
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Proof. Due to Theorem 2.17, the mapping cone
(
Ĉ(idC), Φ

)
is a cone since the

augmentation map ε is nonzero on Ω0.
Moreover, by Theorem 3.34, the mapping cone

(
Ĉ(idC), Φ

)
is shellable. In

the proof of that theorem we constructed a monotonically descending shelling
of
(
Ĉ(idC), Φ

)
, and due to Remark 3.13 there exists a well-ordered basis for

the mapping cone. So we only have to check both conditions for regularity
(cf. Definition 3.14).

According to Remark 3.35, the set of the maximal basis elements of the
mapping cone

(
Ĉ(idC), Φ

)
is

Γ(idC) =

{(
0
eν

i

) ∣∣∣∣ eν
i ∈ Γ

}
.

By definition of the mapping cone’s boundary maps, we get for any maximal

basis element
(

0
eν

i

)
∈ Γ(idC) that

δν+1

(
0
eν

i

)
=

(
eν

i
0

)
−
(

0
∂νeν

i

)
.

Hence, for any maximal basis element we have

bd
(

0
eν

i

)
6⊆

i−1⋃
k=1

bd
(

0
eν

k

)
,

so the first condition for regularity is fulfilled.
Therefore, the second condition for regularity remains to be checked. We

begin with some basis element
(

0
eν−1

k

)
∈ Φν for 1 ≤ ν ≤ (d + 1). Its boundary

is (
Φ(0,eν−1

k )

)
ν−1

=

{(
0

eν−2
i

) ∣∣∣∣ eν−2
i ∈ bd(eν−1

k )

}
∪
{(

eν−1
k
0

)}
.

We know that

bd
(

0
eν−2

i

)
6⊆
⋃
j 6=i

bd

(
0

eν−2
j

)

for any basis element eν−2
i ∈ bd(eν−1

k ) since
(

eν−2
i
0

)
∈ bd

(
0

eν−2
j

)
if and only if

i = j. But

bd
(

eν−1
k
0

)
⊆

⋃
eν−2

i ∈bd(eν−1
k )

bd
(

0
eν−2

i

)
.
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By definition of the boundary map δν, we get

δν

(
0

eν−1
k

)
=

(
eν−1

k
0

)
+ ∑

eν−2
i ∈bd(eν−1

k )

aν−1,k
i

(
0

eν−2
i

)

with nonzero coefficients aν−1,k
i ∈ R. Since δν−1 ◦ δν = 0, we obtain

δν−1

(
eν−1

k
0

)
= ∑

eν−2
i ∈bd(eν−1

k )

−aν−1,k
i δν−1

(
0

eν−2
i

)
.

Therefore, the second condition for regularity is fulfilled for any basis element(
0

eν−1
k

)
∈ Φ.

We proceed with some basis element
(

eν
`
0

)
∈ Φν for 1 ≤ ν ≤ d. Its bound-

ary is (
Φ(eν

` ,0)

)
ν−1

=

{(
eν−1

i
0

) ∣∣∣∣ eν−1
i ∈ bd(eν

`)

}
.

We know that the elementary subcomplex
(
Ĉ(idC)(eν

` ,0), Φ(eν
` ,0)
)

of the map-

ping cone
(
Ĉ(idC), Φ

)
is isomorphic to the elementary subcomplex (Ceν

`
, Ωeν

`
)

of (C, Ω). Since (C, Ω) is a regular chain complex by assumption, the sec-
ond condition for regularity is fulfilled by the basis elements of

(
Ceν

`

)
ν−1 and

hence by the basis elements in
(

Φ(eν
` ,0)

)
ν−1

.

Therefore, the mapping cone
(
Ĉ(idC), Φ

)
fulfils the second regularity con-

dition, so it is itself regular.

Corollary 3.37. Let the same conditions be fulfilled as in Theorem 3.36. If the chain
complex (C, Ω) is even totally regular, the mapping cone

(
Ĉ(idC), Φ

)
is totally reg-

ular and a cone.

Proof. According to Theorem 3.36, the mapping cone
(
Ĉ(idC), Φ

)
is regular

and a cone.
By assumption, every elementary subcomplex (Ceν

i
, Ωeν

i
) of (C, Ω) is acyclic.

So for the elementary subcomplexes of the mapping cone
(
Ĉ(idC), Φ

)
, we get

the following:

• Any subcomplex
(
Ĉ(idC)(eν

` ,0), Φ(eν
` ,0)
)

is isomorphic to (Ceν
i
, Ωeν

i
), so it is

acyclic.
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• By Lemma 2.23, any subcomplex
(
Ĉ(idC)(0,eν

` )
, Φ(0,eν

` )

)
is acyclic.

• The elementary subcomplex
(
Ĉ(idC)(0,1), Φ(0,1)

)
is acyclic since its basis

is Φ(0,1) =
(
Φ(0,1)

)
0 =

{(
0
1

)}
.

Hence, every elementary subcomplex of the mapping cone
(
Ĉ(idC), Φ

)
is acy-

clic. Therefore,
(
Ĉ(idC), Φ

)
is totally regular.
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4. Conclusion

We summarise our results which generalise the notion of a cone and of shella-
bility to finite chain complexes. Our starting point have been geometric sim-
plicial complexes for which shellability and cones are well-known. Shellable
simplicial complexes have a certain homology (cf. Section 1.5), and a cone
over a shellable simplicial complex is also shellable.

We have generalised the notion of a cone as well as shellability for finite
chain complexes over a principal ideal domain. In both generalisations the
simplicial case is included in the following sense: A chain complex which is
obtained from a simplicial cone (or a shellable simplicial complex) is also a
cone (or a shellable chain complex) with respect to our definitions.

In particular, our definition of a cone does not need a distinguished vertex
as an apex. Nevertheless, a cone by our definition is an acyclic chain complex.
We have furthermore investigated the connection between cones and mapping
cones Ĉ(idC) of the identity chain map idC : C → C since any chain complex
obtained from a simplicial cone can be described as such a mapping cone and
vice versa, i.e. for each chain complex C, which is obtained from a simplicial
complex, the mapping cone Ĉ(idC) is a cone.

In general, this concordance does not hold. We presented am example for
a chain complex cone which cannot be regarded as a mapping cone of the
identity chain map (cf. Section 2.3.3). Furthermore, a mapping cone Ĉ(idC)

of the identity chain map is only a cone if the chain complex C fulfils certain
conditions, see Theorem 2.17.

For the generalisation of the notion of shellability, we adapted the famil-
iar definition made for regular cell complexes (cf. Definition A.14). A chain
complex which is obtained from a shellable simplicial complex or a shellable
regular cell complex is itself shellable, so our definitions for chain complexes
generalises not only the simplicial case but also shellability of regular cell
complexes. But in contrast to shellable simplicial complexes, the homology of
shellable chain complexes is not known in general. This leads us to introduce
regular and totally regular chain complexes by formulating additional condi-
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tions for shellable chain complexes. With an extra condition on an augmen-
tation map, the homology of totally regular chain complexes is determined,
our result is noted in Theorem 3.30. In particular, we implicitly name certain
properties of shellable simplicial complexes since any chain complex obtained
from a shellable simplicial complex is totally regular (cf. Remark 3.18) and its
standard augmentation map fulfils the needed extra condition.

In the end, shellability and mapping cones are connected, and we consider
the mapping cone Ĉ(idC) over a shellable, regular or totally regular chain
complex C. It turns out that the mapping cone Ĉ(idC) is not only a cone but
also shellable, regular or totally regular, respectively! These results can be
found in Theorem 3.34, Theorem 3.36 and Corollary 3.37. So our definitions
of a chain complex cone and of shellable, regular and totally regular chain
complexes fit together.

For all our main results, the augmentation map ε seems to have an impor-
tant role in the background since we always need the image ε(e0

i ) of each basis
element e0

i ∈ Ω0 to be nonzero or even a unit! Then, due to Theorem 1.51, the
boundary bd(x) of each element x in the chain module C1 is either empty or
consists of at least two elements.
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Appendix A. CW-Complexes

Our definition of shellability of chain complexes given in Chapter 3 is mo-
tivated by shellability of regular cell complexes. Therefore, we give a short
overview of CW-complexes which are more general than cell complexes and
have been introduced by Whitehead (1949).

A.1. Terms and Notions

For the basics, we follow Hatcher (2008), Kozlov (2008) and Björner et al.
(1999). First, we recall the notion of a unit disk Dm :=

{
x ∈ Rm

∣∣ |x| ≤ 1
}

for m ∈ N. Its interior is denoted by int Dm :=
{

x ∈ Rm
∣∣ |x| < 1

}
, a unit

disk’s boundary is ∂Dm :=
{

x ∈ Rm
∣∣ |x| = 1

}
. In particular, for m = 0, we get

∂D0 = ∅ and D0 = {0} = int D0.

Definition A.1. Let m ∈ N. An (open) m-cell σm is a topological space which
is homeomorphic to int Dm. For an open m-cell σm, the number m is called its
dimension.

Definition A.2. Let X be a Hausdorff space which is a disjoint union of open
m-cells σm

α with m ∈ N. The space X is called a CW-complex if the following
conditions are satisfied:

1. For any α, there exists a continuous map Φα : Dm
α → X such that

a) the restriction Φα

∣∣
int Dm

α
: int Dm

α → X is a homeomorphism onto an
open cell σm

α ,

b) for m ≥ 1, Φα(∂Dm
α ) is contained in the union of a finite number of

open cells of dimension less than m.

2. A subset A ⊆ X is closed in X if and only if A ∩ σm
α is closed in σm

α for
each α, where σm

α denotes the closure of σm
α in X.

The maps Φα are called characteristic maps.
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Appendix A. CW-Complexes

Remark A.3. For any m-cell σm
α in a CW-complex X, its closure σm

α is in gen-
eral not homeomorphic to the disk Dm

α .

Definition A.4. A subcomplex of a CW-complex X is a subspace Y ⊆ X which
is a union of open cells of X such that the closure of each cell in Y is contained
in Y.

Definition A.5. For n ∈ N, the n-skeleton Xn of a CW-complex X is the sub-
complex consisting of all cells σm

α of X with m ≤ n. For all k ∈ Z, k < 0, we
set Xk := ∅.

Any CW-complex can be constructed by building up its n-skeletons succes-
sively for all n ∈ N. Precisely, a CW-complex is a topological space X which
is constructed in the following way (cf. Hatcher, 2008, p. 5 and p. 519):

1. Start with a discrete set X0 whose points are the 0-cells of X.

2. Build up the n-skeleton Xn from Xn−1 inductively by attaching n-cells
σn

α via continuous maps ϕα : ∂Dn
α → Xn−1. Then the n-skeleton Xn is

the quotient space of the disjoint union Xn−1 ∪̇
(⋃̇

α Dn
α

)
of Xn−1 with a

collection of n-disks Dn
α under the identifications x ∼ ϕα(x) for x ∈ ∂Dn

α .
Let each n-skeleton be equipped with the quotient topology. Each n-cell
σn

α is the homeomorphic image of int Dn
α under the quotient map.

3. The space X =
⋃

n Xn is given the weak topology: A set A ⊂ X is open
(closed) in X if and only if A ∩ Xn is open (closed) in Xn for all n ∈ N.

Remark A.6. Let ιn : Xn ↪→ X denote the embedding of the n-skeleton into X.
Then we get Φα

∣∣
∂Dm

α
= ιm−1 ◦ ϕα for the restriction of the characteristic map

Φα of the m-cell σm
α to the disk’s boundary ∂Dm

α .

Definition A.7. If the restriction Φα

∣∣
∂Dm

α
: ∂Dm

α → X of each characteristic map
to the disk’s boundary is a homeomorphism onto Φα(∂Dm

α ), a CW-complex is
called regular.

Remark A.8. For any regular CW-complex, each characteristic map Φα is a
homeomorphism.

Remark A.9. For regular CW-complexes, condition 1b) of Definition A.2 can
be written as “For m ≥ 1, Φα(∂Dm

α ) is the union of a finite number of cells of
dimension less than m.”, according to Björner et al. (1999, p. 202).
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(a) not regular (b) regular

Figure A.1.: The circle S1 as cell complex

Definition A.10. Let X be a regular CW-complex with open cells σm
α . The

boundary bd σm
α of a cell σm

α is the set of all open cells σn
β which are contained

in Φα(∂Dm
α ), these cells are called faces of σm

α . An open cell σm
α is called maximal

if it is not contained in the boundary of any other cell.

Definition A.11. A cell complex (or finite CW-complex) is a CW-complex which
consists of a finite number of open cells σm

α .

Definition A.12. The dimension of a cell complex is the maximum of the di-
mensions of its cells.

Definition A.13. A regular cell complex is called pure if all its maximal cells
have the same dimension.

In Figure A.1, two cell structures on the circle S1 are shown. The cell com-
plex in Figure A.1(a) consists of a single vertex, where both ends of a single
edge are glued on. Since both boundary points of the edge are identified,
this cell complex is not regular. In contrast, the cell complex in Figure A.1(b),
which contains two vertices and two edges, is regular since both boundary
points of each edge are not identified.

A.2. Shellability of Regular Cell Complexes

We follow Björner and Wachs (1997, Definition 13.1). For each cell σ in a
regular CW-complex let δσ denote the subcomplex consisting of all proper
faces of σ.

Definition A.14. Let X be a regular cell complex of dimension d. A linear
ordering σ1, σ2, . . . , σt of its maximal cells is called a shelling (or a shelling
order) if either d = 0, or if d ≥ 1 and the following conditions are satisfied:
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1. δσk ∩
(⋃k−1

i=1 δσi
)

is a pure subcomplex of dimension (dim σk − 1), for all
2 ≤ k ≤ t,

2. δσk has a shelling in which the (dim σk − 1)-cells of δσk ∩
(⋃k−1

i=1 δσi
)

come first, for all 2 ≤ k ≤ t,

3. δσ1 has a shelling.

A regular cell complex having a shelling is said to be shellable.

Similar to shellable simplicial complexes, which are homotopy equivalent
to a wedge of spheres (cf. Section 1.5), the following holds for shellable regular
cell complexes (cf. Björner and Wachs, 1997, Corollary 13.3):

Theorem A.15. A shellable regular cell complex has the homotopy type of a wedge
of spheres.

A.3. Oriented CW-Complexes

For any CW-complex X, we consider the relative singular homology modules
Hk(Xn, Xn−1) of its n-skeletons. According to Hatcher (2008, Lemma 2.34),
Hk(Xn, Xn−1) = 0 for k 6= n, and Hn(Xn, Xn−1) is a free Z-module whose
basis elements en

α are in one-to-one correspondence with the n-cells σn
α of X.

In particular, we get for n ≥ 1 (cf. Hatcher, 2008, Proposition 2.22 and
Corollary 2.25):

Hn(Xn, Xn−1) ∼= H̃n

(
Xn
�Xn−1

)
∼=
⊕

α

H̃n

(
σn

α�(
σn

α \ σn
α

)︸ ︷︷ ︸
n-sphere

)
.

Since H̃n
(
σn

α /
(
σn

α \ σn
α

)) ∼= Z, a generator can be chosen in two ways which
are negatives of each other. A generator of this homology module is called an
orientation of the cell σn

α for n ≥ 1 (cf. Massey, 1991, p. 239).
For n = 0, we get by Hatcher (2008, Proposition 2.6):

H0(X0, X−1) ∼= H0(X0) ∼=
⊕

α

H0
(
σ0

α

)
.

Since each 0-cell σ0
α is a single point, the question of choosing an orientation

does not arise. We consider the augmentation map ε :
⊕

α H0
(
σ0

α

)
→ Z and
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choose a generator e0
α for each H0

(
σ0

α

) ∼= Z such that ε(e0
α) = 1 (cf. Massey,

1991, p. 240).
Following Whitehead (1978, p. 82), we call a CW-complex oriented if each

of its n-cells σn
α for n > 0 has an orientation.

A.4. Cellular Chain Complexes

Any oriented CW-complex X gives rise to a cellular chain complex over Z (cf.
Hatcher, 2008, Chapter 2)

. . .
dn+2−→ Hn+1(Xn+1, Xn)

dn+1−→ Hn(Xn, Xn−1)
dn−→ Hn−1(Xn−1, Xn−2)

dn−1−→ . . .

whose chain modules are the relative homology modules Hn(Xn, Xn−1) de-
scribed above. Each of them is a free Z-module having as many basis ele-
ments en

α as there are n-cells σn
α in X. In particular, Hn(Xn, Xn−1) = 0 for all

n < 0. Hence, the boundary map

d0 : H0(X0, X−1)→ H−1(X−1, X−2) = 0

is the zero map. For d = 1, the boundary map

d1 : H1(X1, X0)→ H0(X0, X−1) ∼= H0(X0)

is given by d1(e1
α) = ±(e0

β1
− e0

β0
) if the corresponding 0-cells σ0

β1
and σ0

β0
are

faces of σ1
α (cf. Hatcher, 2008, p. 140). The sign depends on the orientation

of the CW-complex. In particular, if both boundary cells σ0
β1

and σ0
β0

are the
same, we get d1(e1

α) = 0.
For n > 1, the boundary map

dn : Hn(Xn, Xn−1)→ Hn−1(Xn−1, Xn−2)

is given by dn(en
α) = ∑en−1

β
deg(χn

αβ)e
n−1
β , where deg(χn

αβ) ∈ Z is the degree (cf.

Hatcher, 2008, p. 134) of the map

χn
αβ : Sn−1 ∼= ∂Dn

α

ϕα−→ Xn−1 −→ Xn−1
�(Xn−1 \ σn−1

β

) ∼= Sn−1

in which ϕα denotes the attaching map of the n-cell σn
α described in Sec-

tion A.1. In literature, deg(χn
αβ) is often called incidence number of the cells
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σn
α and σn−1

β , cf. Geoghegan (2008, p. 54) or Lundell and Weingram (1969,
p. 162), for example.

For any regular CW-complex X holds due to Geoghegan (2008, p. 138) or
Massey (1991, p. 244):

deg(χn
αβ) =

{
±1 if σn−1

β ∈ bd σn
α ,

0 otherwise.

Hence, we obtain the following equivalence for the cells in an oriented regular
chain complex and the basis elements in its cellular chain complex for all
n ≥ 1:

σn−1
β ∈ bd σn

α ⇐⇒ en−1
β ∈ bd en

α .

Therefore, if an oriented regular cell complex is shellable, the corresponding
cellular chain complex is also shellable as specified in Definition 3.1.

Remark A.16. Any regular cell complex can be oriented by specifying inci-
dence numbers for it (cf. Massey, 1991, Theorem 7.2). Hence, our definition
of shellability for chain complexes generalises this notion defined for regular
cell complexes.

By Geoghegan (2008, p. 64), the homology of a regular cell complex is
independent of the choice of its orientation.
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acyclic chain complex, 27, 51
augmentation map, 13

for simplicial complexes, 14
augmented chain complex, 13

basis
of a free chain complex, 7
of a free module, 6
well-ordered, 61

basis element
critical, 20
maximal, 9
noncritical, 20
order of a, 11
precritical, 20

boundary, 12
of a cell, 97
of a chain, 8
of a unit disk, 95

boundary map, 7
for simplicial complexes, 11

cell, 95
dimension of a, 95
maximal, 97
open, 95
orientation of a, 98

cell complex, 97
dimension of a, 97

regular
pure, 97
shellable, 98

cellular chain complex, 99
chain, 7
chain complex, 7

acyclic, 27, 51
augmented, 13
cellular, 99
cone, 28, 51
finite of order d, 8
finitely free, 7
free, 7
image, 10
kernel, 10
nonnegative, 7
obtained from an ordered sim-

plicial complex, 11
order of a, 8
pure, 9
regular, 62
shellable, 53
shifted, 40
totally regular, 63
zero, 10, 40

chain isomorphism, 8
chain map, 8
chain module, 7
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characteristic map, 95
complex

cell, 97
chain, 7
CW-, 95
finite CW-, 97
simplicial, 3

cone, 28, 51
chain complex, 28, 51
simplicial, 28

connected simplicial complex, 3
critical basis element, 20
CW-complex, 95

finite, 97
oriented, 99
regular, 96

cycle, 12

degree of freedom, 6
dimension

of a cell, 95
of a cell complex, 97
of a simplex, 1
of a simplicial complex, 3

disk, see unit disk

elementary subcomplex, 10
empty simplex, 1

face
of a cell, 97
of a simplex, 1

facet, 1
failure in a shelling, 55
finite chain complex, 8
finite CW-complex, 97
finite of order d, 8
finitely free chain complex, 7

free chain complex, 7
free module, 6

generating number, 6
geometric simplex, 1
geometric simplicial complex, 3
glueing simplices, 4

homologous, 12
homology, 11

reduced, 12
homology class, 12
homology group, 12
homology module, 12

reduced, 13

image complex, 10
incidence number, 99
interior of a unit disk, 95
intersection of subcomplexes, 9
isomorphic chain complexes, 8

kernel complex, 10

mapping cone, 34, 35
trivial, 40

maximal
basis element, 9
cell, 97
open cell, 97
simplex, 3

monotonically descending shelling,
55

noncritical basis element, 20
nonnegative chain complex, 7

open cell, 95
maximal, 97
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order
of a basis element, 11
of a finite chain complex, 8

ordered simplex, 2
ordered simplicial complex, 5
orientation of a cell, 98
oriented CW-complex, 99

precritical basis element, 20
pure

cell complex, 97
chain complex, 9
simplicial complex, 3

reduced homology, 12
reduced homology module, 13
regular chain complex, 62
regular CW-complex, 96
regular order, 62

shellable
chain complex, 53
regular cell complex, 98
simplicial complex, 5

shelling
failure in a, 55
monotonically descending, 55
of a chain complex, 53
of a regular cell complex, 97
of a simplicial complex, 4

shelling order, see shelling
simplex, 1

dimension of a, 1
empty, 1
maximal, 3
ordered, 2
spanning, 5
standard, 2

simplicial complex, 3
connected, 3
dimension of a, 3
ordered, 5
pure, 3
shellable, 5

simplicial cone, 28
skeleton

of a chain complex, 10
of a CW-complex, 96

spanning simplex, 5
standard simplex, 2
subcomplex

elementary, 10
intersection, 9
of a chain complex, 9
of a CW-complex, 96
of a simplicial complex, 3
sum, 9

subsimplex, 1
sum of subcomplexes, 9
support of a chain, 8

totally regular chain complex, 63
trivial mapping cone, 40

unit disk, 95
boundary of a, 95
interior of a, 95

vertex, 1

well-ordered basis, 61

zero chain complex, see zero com-
plex

zero complex, 10, 40
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