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## Abstract

This work describes the development of the new discrete ordinate scattering algorithm, which is a part of the Atmospheric Radiative Transfer Simulator (ARTS). Furthermore, applications of the algorithm, which was implemented to study for example the influence of cirrus clouds on microwave limb sounding, are presented.

The model development requires as a theoretical basis the electromagnetic scattering theory. The basic quantities are defined and different methods to compute single scattering properties of small particles are discussed. The phenomenological derivation of the vector radiative transfer equation, which is the basic equation of the model, is outlined. In order to represent clouds as scattering media in radiative transfer models, information about their micro-physical state is required as an input for calculating the scattering properties. The micro-physical state of a cloud is defined by the phase of the cloud particles, the particle size and shape distributions, the particle orientation, the ice mass or the liquid water content, and the temperature.

The model uses the Discrete Ordinate ITerative (DOIT) method to solve the vector radiative transfer equation. The implementation of a discrete ordinate method is challenging due to the spherical geometry of the model atmosphere, which is required for the simulation of limb radiances. The involved numerical issues, grid optimization and interpolation methods, are discussed.

The new scattering algorithm was compared to three other models, which were developed during the same time period as the DOIT algorithm. Overall, the agreement between the models was very good, giving confidence in new models.

Scattering simulations are presented for limb- and down-looking geometries, for one-dimensional and three-dimensional spherical atmo-
spheres. They were performed for the frequency bands of the Millimeter Wave Acquisitions for Stratosphere/Troposphere Exchange Research (MASTER) instrument, and for selected frequencies of the Earth Observing System Microwave Limb Sounder (EOS MLS). The simulations show the impact of cloud particle size, shape and orientation on the brightness temperatures and on the polarization of microwave radiation in the atmosphere. The cloud effect is much larger for limb radiances than for nadir radiances. Particle size is a very important parameter in all of the simulations. The polarization signal is small for simulations with randomly oriented particles whereas for horizontally aligned particles with random azimuthal orientation the polarization signal is significant. Moreover, the effect of particle shape is only relevant for oriented cloud particles. The simulations show that it is essential to use a three-dimensional scattering model for inhomogeneous cloud layers.
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## Preface

To improve existing climate models it is very important to extend the knowledge about cirrus cloud parameters, as such clouds cover more than $20 \%$ of the globe (Wang et al., 1996) and play an important role in the Earth's radiation budget (Arking, 1991). Depending on cloud altitude and micro-physical properties, clouds can either cause warming or cooling at the Earth's surface. So far clouds are not well treated in Global Climate Models (GCM) because of uncertainties concerning the properties of cirrus clouds and because of the complex interaction between radiation, micro-physics and dynamics in these clouds. Moreover it is essential to consider clouds for the evaluation of limb measurements of trace gases in the upper troposphere. Clouds, especially cirrus, with particle sizes exceeding microwave wavelengths, can severely disturb trace gas measurements. On the other hand it is possible to obtain cloud information from microwave limb radiances affected by cirrus clouds. This requires a radiative transfer model that can simulate the scattering effect of cirrus clouds.

In particular the effective radius $R_{\text {eff }}$ of cloud particles is important for the radiative properties of clouds. For a given frequency, $R_{\text {eff }}$ largely determines the relation between ice mass content (IMC) and cloud optical thickness (Evans et al., 1998). Parameterizations of $R_{\text {eff }}$ have been retrieved from combined lidar and radar reflectivity (Donovan, 2003) or from observations made in situ using aircraft mounted instruments (e.g., Kinne et al., 1997; McFarquhar and Heymsfield, 1997). The Submillimeter-Wave Cloud Ice Radiometer (SWCIR) to fly on an aircraft has been developed to retrieve upper tropospheric IMC and $R_{\text {eff }}$ (Evans et al., 2002).

Satellite remote sensing techniques in the thermal infrared can only be applied for thin cirrus clouds consisting of small ice particles as
saturation is reached for moderate optical depths (Stubenrauch et al., 1999). Only ice particle properties of the uppermost cloud layers can be measured. Disadvantages of visible and near-infrared solar reflection methods include that they cannot measure low optical depth clouds over brighter land surfaces.

There are several studies about the sensitivity of cirrus clouds on microwave nadir radiances (e.g., Evans et al., 1998; SkofronikJackson et al., 2002). They show that the brightness temperature depression depends strongly on particle size and IMC. Passive nadirviewing techniques cannot sufficiently resolve the vertical distribution of IMC. Millimeter-wave limb sounding is a well established technique for the observation of atmospheric trace gases in the stratosphere and upper troposphere. This technique can provide higher resolutions than nadir techniques for the same frequencies. Instruments using this technique are the Earth Observing System Microwave Limb Sounder (EOS MLS) (Waters et al., 1999), the Millimeter Atmospheric Sounder (MAS) (Hartmann et al., 1996) and the Millimeter Wave Acquisitions for Stratosphere/Troposphere Exchange Research (MASTER) instrument (Buehler, 1999). Recently, instruments have moved towards higher frequencies into the submillimeter-wave region, examples of this type of instrument are Odin-SMR (Murtagh et al., 2002) and the Superconduction Submillimeter-Wave Limb Emission Sounder (SMILES) (Buehler et al., 2005b).

A number of well established radiative transfer models exist for the clear sky case, notably the public domain Atmospheric Radiative Transfer Simulator (ARTS) (Buehler et al., 2005a), which was taken as the platform for the new scattering model described in this thesis. The model development is a challenging task for various reasons: Firstly, cloud coverage is vertically and horizontally inhomogeneous which implies that a three-dimensional (3D) model is unavoidable for the simulation of realistic cases. Especially for limb measurements, the 3D spherical geometry is required as the observed region in the atmosphere has a horizontally large extent. However, for largely extended thin cirrus clouds, it makes sense to use a one-dimensional (1D) model, because it can be much more efficient compared to a full 3D model. Secondly, cirrus clouds consist of particles of different sizes
and shapes. Since particle scattering due to non-spherical particles leads to polarization effects (Czekala and Simmer, 1998), the vector radiative transfer equation (VRTE) has to be used in the model to obtain the full Stokes vector, not just the intensity of the radiation.

Liquid water clouds are not so problematic, because liquid water drops mainly act as absorbers, not as scatterers. Cirrus clouds, on the other hand, have a low absorption coefficient (see for example Mishchenko et al., 2002) and a rather large scattering coefficient. Aerosol scattering needs to be considered in the infra-red. Molecular Rayleigh scattering, though important for optical wavelength, can be neglected at microwave and infra-red wavelengths.

A survey of existing freely available radiative transfer models yielded none that were well-suited to the requirements described above. For instance the 3D Monte Carlo models described in Liu et al. (1996) and Roberti et al. (1994) are only applicable for 3D-cartesian atmospheres. The 3D discrete ordinate models SHDOM (Evans, 1998) and VDOM (Haferman et al., 1997) also assume a cartesian geometry. For this reason they are not applicable for limb simulations. Other discrete ordinate models, for example MWMOD (Simmer, 1993) and VDISORT (Schulz and Stamnes, 2000), use one-dimensional (1D) plane-parallel geometries. Another well known method is the Eddington approximation (e.g., Kummerow, 1993), which is also not well-suited to the limb sounding problem, as it is only valid in plane-parallel atmospheres. A simple 1D plane-parallel model using a prototype of the iterative solution method described in this thesis is presented in Sreerekha et al. (2002).

In the new version of ARTS two scattering methods have been implemented: a backward Monte Carlo Method (Davis et al., 2004) and the DOIT (Discrete Ordinate ITerative) (Emde et al., 2004a) method being presented in this work. Both methods work in 3D spherical atmospheres and both can simulate polarization effects due to aspherical particles. The DOIT method works also in 1D spherical atmospheres. The implementation of the DOIT method is very similar to discrete ordinate method (DOM) implementations for instance in SHDOM or VDOM. The originality of the DOIT method is, that the DOM has been adapted to a spherical geometry, which is essential for the simu-
lation of limb radiances. The model can be applied in the microwave and in the infrared wavelength regions.

The present thesis consists of nine chapters. Chapter 1 gives an introduction to the theoretical concepts of the radiative transfer theory for scattering media. Basic quantities are defined and an outline of the phenomenological derivation of the vector radiative transfer equation is given. Chapter 2 introduces concepts and definitions of ARTS, which was used as a platform to implement the DOIT algorithm. Chapter 3 gives a brief overview of cloud micro-physics and it introduces different methods to calculate scattering properties of cloud particles. It is shown that the T-matrix method is the most appropriate to be used for the new scattering model.

The DOIT algorithm is described in detail in Chapter 4, which starts with the theoretical basis of discrete ordinates and afterwards explains the numerical optimizations, which were necessary for efficiency reasons. In Chapter 5 the 1D comparisons with the models FM2D and KOPRA are shown. Here ARTS-DOIT was used as a reference model, since it is the more general and more accurate model. Furthermore a 3D comparison with the ARTS Monte Carlo model is presented. Note that the two scattering models presented here are the first models which are able to simulate polarization in a 3D spherical atmosphere in the microwave region.

Chapter 6 presents 1D simulations for the MASTER instrument, where the effect of cloud parameters like effective radius and ice mass constant is investigated. First simulations using the full capabilities of the new model, i.e., polarization and 3D geometry, are shown in Chapter 7. In Chapter 8 simulations for the EOS MLS instrument are presented. Scattering and polarization of thermal radiation in a thin layer tropical cirrus cloud are investigated.

The final Chapter 9 consists of the overall summary and of conclusions.

## 1 Theoretical background

This chapter introduces the theoretical background which is essential to develop a radiative transfer model including scattering. The theory is based on concepts of electrodynamics, starting from the Maxwell equations. An elementary book for electrodynamics is written by Jackson (1998). For optics and scattering of radiation by small particles the reader may refer for instance to van de Hulst (1957) and Bohren and Huffman (1998). The notation used in this chapter is mostly adapted from the book "Scattering, Absorption, and Emission of Light by Small Particles" by Mishchenko et al. (2002). Several lengthy derivations of formulas, which are not shown in detail here, can also be found in this book. The purpose of this chapter is to provide definitions and give ideas, how these definitions can be derived using principles of electromagnetic theory. For the derivation of the radiative transfer equation an outline of the traditional phenomenological approach is given.

### 1.1 Basic definitions

From the Maxwell equations one can derive the formula for the electromagnetic field vector $\boldsymbol{E}$ of a plane electromagnetic wave propagating in a homogeneous medium without sources:

$$
\begin{equation*}
\boldsymbol{E}(\boldsymbol{r}, t)=\boldsymbol{E}_{0} \exp \left(-\frac{\omega}{c} m_{\mathrm{I}} \hat{\boldsymbol{n}} \cdot \boldsymbol{r}\right) \exp \left(\mathrm{i} \frac{\omega}{c} m_{\mathrm{R}} \hat{\boldsymbol{n}} \cdot \boldsymbol{r}-\mathrm{i} \omega t\right), \tag{1.1}
\end{equation*}
$$

where $\boldsymbol{E}_{0}$ is the amplitude of the electromagnetic wave in vacuum, $c$ is the speed of light in vacuum, $\omega$ is the angular frequency, $\boldsymbol{r}$ is the position vector and $\hat{\boldsymbol{n}}$ is a real unit vector in the direction of propagation. The complex refractive index $m$ is

$$
\begin{equation*}
m=m_{\mathrm{R}}+\mathrm{i} m_{\mathrm{I}}=c \sqrt{\epsilon \mu}, \tag{1.2}
\end{equation*}
$$

where $m_{\mathrm{R}}$ is the non-negative real part and $m_{\mathrm{I}}$ is the non-negative imaginary part. Furthermore $\mu$ is the permeability of the medium and $\epsilon$ the permittivity. For a vacuum, $m=m_{\mathrm{R}}=1$. The imaginary part of the refractive index, if it is non-zero, determines the decay of the amplitude of the wave as it propagates through the medium, which is thus absorbing. The real part determines the phase velocity $v=c / m_{\mathrm{R}}$. The time-averaged Poynting vector $\boldsymbol{P}(\boldsymbol{r})$, which describes the flow of electromagnetic energy, is defined as

$$
\begin{equation*}
\boldsymbol{P}(\boldsymbol{r})=\frac{1}{2} \operatorname{Re}\left(\langle\boldsymbol{E}(\boldsymbol{r})\rangle \times\left\langle\boldsymbol{H}^{*}(\boldsymbol{r})\right\rangle\right), \tag{1.3}
\end{equation*}
$$

where $\boldsymbol{H}$ is the magnetic field vector and the $*$ denotes the complex conjugate. The Poynting vector for a homogeneous wave is given by

$$
\begin{equation*}
\langle\boldsymbol{P}(\boldsymbol{r})\rangle=\frac{1}{2} \operatorname{Re}\left(\sqrt{\frac{\epsilon}{\mu}}\right)\left|\boldsymbol{E}_{0}\right|^{2} \exp \left(-2 \frac{\omega}{c} m_{\mathrm{I}} \hat{\boldsymbol{n}} \cdot \boldsymbol{r}\right) \hat{\boldsymbol{n}} . \tag{1.4}
\end{equation*}
$$

Equation (1.4) shows that the energy flows in the direction of propagation and its absolute value $I(\boldsymbol{r})=|\langle\boldsymbol{P}(\boldsymbol{r})\rangle|$, which is usually called intensity (or irradiance), is exponentially attenuated. Rewriting Equation (1.4) gives

$$
\begin{equation*}
I(\boldsymbol{r})=I_{0} \exp \left(-\alpha^{p} \hat{\boldsymbol{n}} \cdot \boldsymbol{r}\right), \tag{1.5}
\end{equation*}
$$

where $I_{0}$ is the intensity for $\boldsymbol{r}=\mathbf{0}$. The absorption coefficient $\alpha^{p}$ is

$$
\begin{equation*}
\alpha^{p}=2 \frac{\omega}{c} m_{\mathrm{I}}=\frac{4 \pi m_{\mathrm{I}}}{\lambda}=\frac{4 \pi m_{\mathrm{I}} \nu}{c}, \tag{1.6}
\end{equation*}
$$

where $\lambda$ is the free-space wavelength and $\nu$ the frequency. Intensity has the dimension of monochromatic flux [energy/(area $\times$ time)].

### 1.2 Definition of the Stokes parameters

Sensors usually do not measure directly the electric and the magnetic fields associated with a beam of radiation. They measure quantities that are time averages of real-valued linear combinations of products of field vector components and have the dimension of intensity. Examples of such observable quantities are the Stokes parameters. Figure 1.1 shows the coordinate system used to describe the direction of
propagation $\hat{\boldsymbol{n}}$ and the polarization state of a plane electromagnetic wave.


Figure 1.1: Coordinate system to describe the direction of propagation and the polarization state of a plane electromagnetic wave (adapted from Mishchenko).

The unit vector $\hat{\boldsymbol{n}}$ can equivalently be described by a couplet $(\theta, \phi)$, where $\theta \in[0, \pi]$ is the polar (zenith) angle and $\phi \in[0,2 \pi)$ is the azimuth angle. The electric field at the observation point is given by $\boldsymbol{E}=\boldsymbol{E}_{\theta}+\boldsymbol{E}_{\phi}$, where $\boldsymbol{E}_{\theta}$ and $\boldsymbol{E}_{\phi}$ are the $\theta$ - and $\phi$-components of the electric field vector. $\boldsymbol{E}_{\theta}$ lies in the meridional plane, which is the plane through $\hat{\boldsymbol{n}}$ and the $z$-axis, and $\boldsymbol{E}_{\phi}$ is perpendicular to this plane. $\boldsymbol{E}_{\theta}$ and $\boldsymbol{E}_{\phi}$ are often called $\boldsymbol{E}_{\mathrm{v}}$ and $\boldsymbol{E}_{\mathrm{h}}$ in the microwave remote sensing literature.

The Stokes parameters are defined as follows:

$$
\begin{align*}
I & =\frac{1}{2} \sqrt{\frac{\epsilon}{\mu}}\left(E_{\mathrm{v}} E_{\mathrm{v}}^{*}+E_{\mathrm{h}} E_{\mathrm{h}}^{*}\right),  \tag{1.7}\\
Q & =\frac{1}{2} \sqrt{\frac{\epsilon}{\mu}}\left(E_{\mathrm{v}} E_{\mathrm{v}}^{*}-E_{\mathrm{h}} E_{\mathrm{h}}^{*}\right),  \tag{1.8}\\
U & =-\frac{1}{2} \sqrt{\frac{\epsilon}{\mu}}\left(E_{\mathrm{v}} E_{\mathrm{h}}^{*}+E_{\mathrm{h}} E_{\mathrm{v}}^{*}\right),  \tag{1.9}\\
V & =i \frac{1}{2} \sqrt{\frac{\epsilon}{\mu}}\left(E_{\mathrm{h}} E_{\mathrm{v}}^{*}-E_{\mathrm{v}} E_{\mathrm{h}}^{*}\right) . \tag{1.10}
\end{align*}
$$

They are commonly defined as a $4 \times 1$ column vector $\boldsymbol{I}$, which is known as the Stokes vector. Since the Stokes parameters are real-valued and have the dimension of intensity, they can be measured directly with suitable instruments. The Stokes parameters are a complete set of quantities needed to characterize a plane electromagnetic wave. They carry information of the complex amplitudes and the phase difference. The first Stokes parameter $I$ is the intensity and the other components $Q, U$ and $V$ describe the polarization state of the wave. The Stokes parameters of a plane monochromatic wave are related by the quadratic identity

$$
\begin{equation*}
I^{2}=Q^{2}+U^{2}+V^{2} . \tag{1.11}
\end{equation*}
$$

The definition of a monochromatic plane wave implies that the complex amplitude $\boldsymbol{E}_{\mathbf{0}}$ and the phase differences are constant. In the case of natural radiation the amplitudes and phases fluctuate, since the radiation originates from several sources that do not emit radiation coherently, and since the emission from one source usually has very short coherence times. This means that we usually have a superposition of radiation from several incoherent sources, and that the polarization state of the radiation from each source fluctuates as well. Such fluctuations have time scales that are longer than the period $(2 \pi / \omega)$ of the oscillation, but that are still shorter than the integration time of the instrument that measures the radiation. Thus, the instrument measures an incoherent superposition of time averages over the fluctuating polarization. If the fluctuations are not completely random, the radiation is called partially polarized.

Since the different sources and/or emission events are assumed to
be incoherent, the Stokes parameters can simply be added up:

$$
\begin{equation*}
I=\sum_{i} I_{i}, \quad Q=\sum_{i} Q_{i}, \quad U=\sum_{i} U_{i}, \quad V=\sum_{i} V_{i} . \tag{1.12}
\end{equation*}
$$

The equality Equation (1.11) still holds for each contribution $i$, but for the resulting $I, Q, U, V$, we have in general the inequality

$$
\begin{equation*}
I^{2} \geq Q^{2}+U^{2}+V^{2} . \tag{1.13}
\end{equation*}
$$

The degree of polarization $p$ is defined as

$$
\begin{equation*}
p=\frac{\sqrt{Q^{2}+U^{2}+V^{2}}}{I} . \tag{1.14}
\end{equation*}
$$

For completely polarized radiation, $Q^{2}+U^{2}+V^{2}=I^{2}$, thus $p=1$, and for unpolarized radiation, $Q=U=V=0$, thus $p=0$.

In addition to the degree of polarization, $p$, the degree of linear polarization is defined as

$$
\begin{equation*}
p_{\operatorname{lin}}=\frac{\sqrt{Q^{2}+U^{2}}}{I} \tag{1.15}
\end{equation*}
$$

and the the degree of circular polarization is defined as

$$
\begin{equation*}
p_{\mathrm{circ}}=\frac{V}{I} . \tag{1.16}
\end{equation*}
$$

### 1.3 Scattering, absorption and thermal emission by a single particle

A parallel monochromatic beam of electromagnetic radiation propagates in vacuum without any change in its intensity or polarization state. A small particle, which is interposed into the beam, can cause several effects:
Absorption: The particle converts some of the energy contained in the beam into other forms of energy.
Elastic scattering: Part of the incident energy is extracted from the beam and scattered into all spatial directions at the frequency of the incident beam. Scattering can change the polarization state of the radiation.

Extinction: The energy of the incident beam is reduced by an amount equal to the sum of absorption and scattering.
Dichroism: The change of the polarization state of the beam as it passes a particle.
Thermal emission: If the temperature of the particle is non-zero, the particle emits radiation in all directions over a large frequency range.

The beam is an oscillating plane magnetic wave, whereas the particle can be described as an aggregation of a large number of discrete elementary electric charges. The incident wave excites the charges to oscillate with the same frequency and thereby radiate secondary electromagnetic waves. The superposition of these waves gives the total elastically scattered field.

One can also describe the particle as an object with a refractive index different from that of the surrounding medium. The presence of such an object changes the electromagnetic field that would otherwise exist in an unbounded homogeneous space. The difference of the total field in the presence of the object can be thought of as the field scattered by the object. The angular distribution and the polarization of the scattered field depend on the characteristics of the incident field as well as on the properties of the object as its size relative to the wavelength and its shape, composition and orientation.

### 1.3.1 Definition of the amplitude matrix

For the derivation of a relation between the incident and the scattered electric field we consider a finite scattering object in the form of a single body or a fixed aggregate embedded in an infinite homogeneous, isotropic and non-absorbing medium. We assume that the individual bodies forming the scattering object are sufficiently large that they can be characterized by optical constants appropriate to bulk matter, not to optical constants appropriate for single atoms or molecules. Solving the Maxwell equations for the internal volume, which is the interior of the scattering object, and the external volume one can derive a formula, which expresses the total electric field everywhere in space
in terms of the incident field and the field inside the scattering object. Applying the far field approximation gives a relation between incident and scattered field, which is that of a spherical wave. The amplitude matrix $\boldsymbol{S}\left(\hat{\boldsymbol{n}}^{\text {sca }}, \hat{\boldsymbol{n}}^{\text {inc }}\right)$ includes this relation:

$$
\begin{equation*}
\binom{E_{\theta}^{\mathrm{sca}}\left(r \hat{\boldsymbol{n}}^{\mathrm{sca}}\right)}{E_{\phi}^{\mathrm{sca}}\left(r \hat{\boldsymbol{n}}^{\mathrm{sca}}\right)}=\frac{e^{i k r}}{r} \boldsymbol{S}\left(\hat{\boldsymbol{n}}^{\mathrm{sca}}, \hat{\boldsymbol{n}}^{\mathrm{inc}}\right)\binom{E_{0 \theta}^{\mathrm{inc}}}{E_{0 \phi}^{\mathrm{inc}}} \tag{1.17}
\end{equation*}
$$

The amplitude matrix depends on the directions of incident $\hat{\boldsymbol{n}}^{\text {inc }}$ and scattering $\hat{\boldsymbol{n}}^{\text {sca }}$ as well as on size, morphology, composition, and orientation of the scattering object with respect to the coordinate system. The distance between the origin and the observation point is denoted by $r$ and the wave number of the external volume is denoted by $k$.

The amplitude matrix provides a complete description of the scattering pattern in the far field zone. The amplitude matrix explicitly depends on $\phi^{\text {inc }}$ and $\phi^{\text {sca }}$ even when $\theta^{\text {inc }}$ and/or $\theta^{\text {sca }}$ equal 0 or $\pi$.

### 1.3.2 Phase matrix

The phase matrix $\boldsymbol{Z}$ describes the transformation of the Stokes vector of the incident wave into that of the scattered wave for scattering directions away from the incidence direction ( $\left.\hat{\boldsymbol{n}}^{\text {sca }} \neq \hat{\boldsymbol{n}}^{\text {inc }}\right)$,

$$
\begin{equation*}
\boldsymbol{I}^{\mathrm{sca}}\left(r \hat{\boldsymbol{n}}^{\mathrm{sca}}\right)=\frac{1}{r^{2}} \boldsymbol{Z}\left(\hat{\boldsymbol{n}}^{\mathrm{sca}}, \hat{\boldsymbol{n}}^{\mathrm{inc}}\right) \boldsymbol{I}^{\mathrm{inc}} \tag{1.18}
\end{equation*}
$$

The $4 \times 4$ phase matrix can be written in terms of the amplitude matrix elements for single particles (Mishchenko et al., 2002). All elements of the phase matrix have the dimension of area and are real. As the amplitude matrix, the phase matrix depends on $\phi^{\text {inc }}$ and $\phi^{\text {sca }}$ even when $\theta^{\text {inc }}$ and/or $\theta^{\text {sca }}$ equal 0 or $\pi$. In general, all 16 elements of the phase matrix are non-zero, but they can be expressed in terms of only seven independent real numbers. Four elements result from the moduli $\left|S_{i j}\right|(i, j=1,2)$ and three from the phase-differences between $S_{i j}$. If the incident beam is unpolarized, i.e., $\boldsymbol{I}^{\mathrm{inc}}=\left(I^{\mathrm{inc}}, 0,0,0\right)^{T}$, the scattered light generally has at least one non-zero Stokes parameter
other than intensity:

$$
\begin{align*}
I^{\mathrm{sca}} & =Z_{11} I^{\mathrm{inc}}  \tag{1.19}\\
Q^{\mathrm{sca}} & =Z_{21} I^{\mathrm{inc}}  \tag{1.20}\\
U^{\mathrm{sca}} & =Z_{31} I^{\mathrm{inc}}  \tag{1.21}\\
V^{\mathrm{sca}} & =Z_{41} I^{\mathrm{inc}} \tag{1.22}
\end{align*}
$$

This is the phenomena is traditionally called "polarization". The nonzero degree of polarization Equation (1.14) can be written in terms of the phase matrix elements

$$
\begin{equation*}
p=\frac{\sqrt{Z_{21}^{2}+Z_{31}^{2}+Z_{41}^{2}}}{Z_{11}} \tag{1.23}
\end{equation*}
$$

### 1.3.3 Extinction matrix

In the special case of the exact forward direction $\left(\hat{\boldsymbol{n}}^{\text {sca }}=\hat{\boldsymbol{n}}^{\mathrm{inc}}\right)$ the attenuation of the incoming radiation is described by the extinction matrix $\boldsymbol{K}$. In terms of the Stokes vector we get

$$
\begin{equation*}
\boldsymbol{I}\left(r \hat{\boldsymbol{n}}^{\mathrm{inc}}\right) \Delta S=\boldsymbol{I}^{\mathrm{inc}} \Delta S-\boldsymbol{K}\left(\hat{\boldsymbol{n}}^{\mathrm{inc}}\right) \boldsymbol{I}^{\mathrm{inc}}+O\left(r^{-2}\right) \tag{1.24}
\end{equation*}
$$

Here $\Delta S$ is a surface element normal to $\hat{\boldsymbol{n}}^{\text {inc }}$. The extinction matrix can also be expressed explicitly in terms of the amplitude matrix. It has only seven independent elements. Again the elements depend on $\phi^{\text {inc }}$ and $\phi^{\text {sca }}$ even when the incident wave propagates along the $z$-axis.

### 1.3.4 Absorption vector

The particle also emits radiation if its temperature $T$ is above zero Kelvin. According to Kirchhoff's law of radiation the emissivity equals the absorptivity of a medium under thermodynamic equilibrium. The energetic and polarization characteristics of the emitted radiation are described by a four-component Stokes emission column vector $\boldsymbol{a}(\hat{\boldsymbol{r}}, T, \omega)$. The emission vector is defined in such a way that the net rate, at which the emitted energy crosses a surface element $\Delta S$ normal
to $\hat{\boldsymbol{r}}$ at distance $r$ from the particle at frequencies from $\omega$ to $\omega+\Delta \omega$, is

$$
\begin{equation*}
W^{e}=\frac{1}{r^{2}} \boldsymbol{a}(\hat{\boldsymbol{r}}, T, \omega) B(T, \omega) \Delta S \Delta \omega, \tag{1.25}
\end{equation*}
$$

where $W^{e}$ is the power of the emitted radiation and $B$ is the Planck function. In order to calculate $\boldsymbol{a}$ we assume that the particle is placed inside an opaque cavity of dimensions large compared to the particle and any wavelengths under consideration. We have thermodynamic equilibrium if the cavity and the particle are maintained at the constant temperature $T$. The emitted radiation inside the cavity is isotropic, homogeneous, and unpolarized. We can represent this radiation as a collection of quasi-monochromatic, unpolarized, incoherent beams propagating in all directions characterized by the Planck blackbody radiation

$$
\begin{equation*}
B(T, \omega) \Delta S \Delta \Omega=\frac{\hbar \omega^{3}}{2 \pi^{2} c^{2}\left[\exp \left(\frac{\hbar \omega}{k_{B} T}\right)-1\right]} \Delta S \Delta \Omega \tag{1.26}
\end{equation*}
$$

where $\Delta \Omega$ is a small solid angle about any direction, $\hbar$ is the Planck constant divided by $2 \pi$, and $k_{B}$ is the Boltzmann constant. The blackbody Stokes vector is

$$
\boldsymbol{I}_{b}(T, \omega)=\left(\begin{array}{c}
B(T, \omega)  \tag{1.27}\\
0 \\
0 \\
0
\end{array}\right)
$$

For the Stokes emission vector, which we also call particle absorption vector, we can derive

$$
\begin{equation*}
a_{i}^{p}(\hat{\boldsymbol{r}}, T, \omega)=K_{i 1}(\hat{\boldsymbol{r}}, \omega)-\int_{4 \pi} \mathrm{~d} \hat{\boldsymbol{r}}^{\prime} Z_{i 1}\left(\hat{\boldsymbol{r}}, \hat{\boldsymbol{r}}^{\prime}, \omega\right), \quad i=1, \ldots, 4 . \tag{1.28}
\end{equation*}
$$

This relation is a property of the particle only, and it is valid for any particle, in thermodynamic equilibrium or non-equilibrium.

### 1.3.5 Optical cross sections

The optical cross-sections are defined as follows: The product of the scattering cross section $C_{\text {sca }}$ and the incident monochromatic energy flux gives the total monochromatic power removed from the incident wave as a result of scattering into all directions. The product of the absorption cross section $C_{\text {abs }}$ and the incident monochromatic energy flux gives the power which is removed from the incident wave by absorption. The extinction cross section $C_{\text {ext }}$ is the sum of scattering and absorption cross section. One can express the extinction cross sections in terms of extinction matrix elements

$$
\begin{align*}
C_{\mathrm{ext}}=\frac{1}{I^{\mathrm{inc}}}\left(K_{11}\left(\hat{\boldsymbol{n}}^{\mathrm{inc}}\right) I^{\mathrm{inc}}+K_{12}\left(\hat{\boldsymbol{n}}^{\mathrm{inc}}\right) Q^{\mathrm{inc}}+\right.  \tag{1.29}\\
\left.K_{13}\left(\hat{\boldsymbol{n}}^{\mathrm{inc}}\right) U^{\mathrm{inc}}+K_{14}\left(\hat{\boldsymbol{n}}^{\mathrm{inc}}\right) V^{\mathrm{inc}}\right),
\end{align*}
$$

and the scattering cross section in terms of phase matrix elements

$$
\begin{align*}
& C_{\mathrm{sca}}=\frac{1}{I^{\mathrm{inc}}} \int_{4 \pi} \mathrm{~d} \hat{\boldsymbol{r}}\left(Z_{11}\left(\hat{\boldsymbol{r}}, \hat{\boldsymbol{n}}^{\mathrm{inc}}\right) I^{\mathrm{inc}}+Z_{12}\left(\hat{\boldsymbol{r}}, \hat{\boldsymbol{n}}^{\mathrm{inc}}\right) Q^{\mathrm{inc}}+\right.  \tag{1.30}\\
& \left.Z_{13}\left(\hat{\boldsymbol{r}}, \hat{\boldsymbol{n}}^{\text {inc }}\right) U^{\mathrm{inc}}+Z_{14}\left(\hat{\boldsymbol{r}}, \hat{\boldsymbol{n}}^{\text {inc }}\right) V^{\mathrm{inc}}\right) .
\end{align*}
$$

The absorption cross section is the difference between extinction and scattering cross section:

$$
\begin{equation*}
C_{\mathrm{abs}}=C_{\mathrm{ext}}-C_{\mathrm{sca}} . \tag{1.31}
\end{equation*}
$$

The single scattering albedo $\omega_{0}$, which is a commonly used quantity in radiative transfer theory, is defined as the ratio of the scattering and the extinction cross section:

$$
\begin{equation*}
\omega_{0}=\frac{C_{\mathrm{sca}}}{C_{\mathrm{ext}}} \leq 1 \tag{1.32}
\end{equation*}
$$

All cross sections are real-valued positive quantities and have the dimension of area.

The phase function is generally defined as

$$
\begin{array}{r}
p\left(\hat{\boldsymbol{r}}, \hat{\boldsymbol{n}}^{\mathrm{inc}}\right)=\frac{4 \pi}{C_{\mathrm{sca}} I^{\mathrm{inc}}}\left(Z_{11}\left(\hat{\boldsymbol{r}}, \hat{\boldsymbol{n}}^{\mathrm{inc}}\right) I^{\mathrm{inc}}+Z_{12}\left(\hat{\boldsymbol{r}}, \hat{\boldsymbol{n}}^{\mathrm{inc}}\right) Q^{\mathrm{inc}}+\right.  \tag{1.33}\\
\left.Z_{13}\left(\hat{\boldsymbol{r}}, \hat{\boldsymbol{n}}^{\mathrm{inc}}\right) U^{\mathrm{inc}}+Z_{14}\left(\hat{\boldsymbol{r}}, \hat{\boldsymbol{n}}^{\mathrm{inc}}\right) V^{\mathrm{inc}}\right) .
\end{array}
$$

The phase function is dimensionless and normalized:

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{4 \pi} p\left(\hat{\boldsymbol{r}}, \hat{\boldsymbol{n}}^{\mathrm{inc}}\right) \mathrm{d} \hat{\boldsymbol{r}}=1 \tag{1.34}
\end{equation*}
$$

### 1.4 Scattering, absorption and emission by ensembles of independent particles

The formalism described in the previous chapter applies only for radiation scattered by a single body or a fixed cluster consisting of a limited number of components. In reality, one normally finds situations, where radiation is scattered by a very large group of particles forming a constantly varying spatial configuration. Clouds of ice crystals or water droplets are a good example for such a situation. A particle collection can be treated at each given moment as a fixed cluster, but as a measurement takes a finite amount of time, one measures a statistical average over a large number of different cluster realizations.

Solving the Maxwell equations for a whole cluster, like a collection of particles in a cloud, is computationally too expensive. Fortunately, particles forming a random group can often be considered as independent scatterers. This approximation is valid under the following assumptions:

1. Each particle is in the far-field zone of all other particles.
2. Scattering by the individual particles is incoherent.

As a consequence of assumption 2, the Stokes parameters of the partial waves can be added without regard to the phase. If the particle number density is sufficiently small, the single scattering approximation can be applied. The scattered field in this approach is obtained by summing up the fields generated by the individual particles in response to the external field in isolation from all other particles. If the particle positions are random, one can show, that the phase matrix, the extinction matrix and the absorption vector are obtained by summing up the respective characteristics of all constituent particles.

### 1.4.1 Single scattering approximation

We consider a volume element containing $N$ particles. We assume that $N$ is sufficiently small, so that the mean distance between the particles is much larger than the incident wavelength and the average particle size. Furthermore we assume that the contribution of the total scattered signal of radiation scattered more than once is negligibly
small. This is equivalent to the requirement

$$
\begin{equation*}
\frac{N\left\langle C_{\mathrm{sca}}\right\rangle}{l^{2}} \ll 1, \tag{1.35}
\end{equation*}
$$

where $\left\langle C_{\text {sca }}\right\rangle$ is the average scattering cross section per particle and $l$ is the linear dimension of the volume element. The electric field scattered by the volume element can be written as the vector sum of the partial scattered fields scattered by the individual particles:

$$
\begin{equation*}
\boldsymbol{E}^{\mathrm{sca}}(\boldsymbol{r})=\sum_{n=1}^{N} \boldsymbol{E}_{\boldsymbol{n}}{ }^{\text {sca }}(\boldsymbol{r}) \tag{1.36}
\end{equation*}
$$

As we assume single scattering the partial scattered fields are given according to Equation (1.17):

$$
\begin{equation*}
\binom{\left[E_{n}^{\mathrm{sca}}(\boldsymbol{r})\right]_{\theta}}{\left[E_{n}^{\text {sca }}(\boldsymbol{r})\right]_{\phi}}=\frac{e^{i k r}}{r} \boldsymbol{S}\left(\hat{\boldsymbol{r}}, \hat{\boldsymbol{n}}^{\mathrm{inc}}\right)\binom{E_{0 \theta}^{\mathrm{inc}}}{E_{0 \phi}^{\mathrm{inc}}}, \tag{1.37}
\end{equation*}
$$

where $\boldsymbol{S}$ is the total amplitude scattering matrix given by:

$$
\begin{equation*}
\boldsymbol{S}\left(\hat{\boldsymbol{r}}, \hat{\boldsymbol{n}}^{\mathrm{inc}}\right)=\sum_{n=1}^{N} e^{i \Delta_{n}} \boldsymbol{S}_{n}\left(\hat{\boldsymbol{r}}, \hat{\boldsymbol{n}}^{\mathrm{inc}}\right) . \tag{1.38}
\end{equation*}
$$

$\boldsymbol{S}_{n}\left(\hat{\boldsymbol{r}}, \hat{\boldsymbol{n}}^{\text {inc }}\right)$ are the individual amplitude matrices and the phase $\Delta_{n}$ is given by

$$
\begin{equation*}
\Delta_{n}=k \boldsymbol{r}_{\mathrm{On}} \cdot\left(\hat{\boldsymbol{n}}^{\text {inc }}-\hat{\boldsymbol{r}}\right), \tag{1.39}
\end{equation*}
$$

where the vector $\boldsymbol{r}_{\mathrm{On}}$ connects the origin of the volume element $O$ with the $n$th particle origin (see Figure 1.2). Since $\Delta_{n}$ vanishes in forward direction and the individual extinction matrices can be written in terms of the individual amplitude matrix elements, the total extinction matrix is given by

$$
\begin{equation*}
\boldsymbol{K}=\sum_{n=1}^{N} \boldsymbol{K}_{n}=N\langle\boldsymbol{K}\rangle, \tag{1.40}
\end{equation*}
$$

where $\langle\boldsymbol{K}\rangle$ is the average extinction matrix per particle. One can derive the analog equation for the phase matrix

$$
\begin{equation*}
\boldsymbol{Z}=\sum_{n=1}^{N} \boldsymbol{Z}_{n}=N\langle\boldsymbol{Z}\rangle \tag{1.41}
\end{equation*}
$$



Figure 1.2: A volume element of a scattering medium conststing of a particle ensemble. $O$ is the origin of the volume element, $r_{O 1}$ connects the origin with particle 1 and $r_{\mathrm{O} 2}$ with particle 2 . The observation point is assumed to be in the far-field zone of the volume element.
where $\langle\boldsymbol{Z}\rangle$ is the average phase matrix per particle. In almost all practical situations, radiation scattered by a collection of independent particles is incoherent, as a minimal displacement of a particle or a slight change in the scattering geometry changes the phase differences entirely. It is important to note, that the ensemble averaged phase matrix and the ensemble averaged extinction matrix have in general 16 independent elements. The relations between the matrix elements, which can be derived for single particles, do not hold for particle ensembles.

### 1.5 Phenomenological derivation of the radiative transfer equation

When the scattering medium contains a very large number of particles the single scattering approximation is no longer valid. In this case we have to take into account that each particle scatters radiation that has already been scattered by another particle. This means that the radiation leaving the medium has a significant multiple scattered component. The observation point is assumed to be in the far-field zone of each particle, but it is not necessarily in the far-field zone of the scattering medium as a whole. A traditional method in this case is to solve the radiative transfer equation. This approach still assumes, that the particles forming the scattering medium are randomly positioned and widely separated and that the extinction and the phase matrices of each volume element can be obtained by incoherently adding the respective characteristics of the constituent particles. In other words the scattering media is assumed to consist of a large number of discrete, sparsely and randomly distributed particles and is treated as continuous and locally homogeneous. Radiative transfer theory is originally a phenomenological approach based on considering the transport of energy through a medium filled with a large number of particles and ensuring energy conservation. Mishchenko (2002) has demonstrated that it can be derived from electromagnetic theory of multiple wave scattering in discrete random media under certain simplifying assumptions.
In the phenomenological radiative transfer theory, the concept of single scattering by individual particles is replaced by the assumption of scattering by a small homogeneous volume element. It is furthermore assumed that the result of scattering is not the transformation of a plane incident wave into a spherical scattered wave, but the transformation of the specific intensity vector, which includes the Stokes vectors from all waves contributing to the electromagnetic radiation field.

The vector radiative transfer equation (VRTE) is

$$
\begin{align*}
\frac{\mathrm{d} \boldsymbol{I}(\boldsymbol{n}, \nu)}{\mathrm{d} s}= & -\langle\boldsymbol{K}(\boldsymbol{n}, \nu, T)\rangle \boldsymbol{I}(\boldsymbol{n}, \nu)+\langle\boldsymbol{a}(\boldsymbol{n}, \nu, T)\rangle B(\nu, T) \\
& +\int_{4 \pi} \mathrm{~d} \boldsymbol{n}^{\prime}\left\langle\boldsymbol{Z}\left(\boldsymbol{n}, \boldsymbol{n}^{\prime}, \nu, T\right)\right\rangle \boldsymbol{I}\left(\boldsymbol{n}^{\prime}, \nu\right) \tag{1.42}
\end{align*}
$$

where $\boldsymbol{I}$ is the specific intensity vector, $\langle\boldsymbol{K}\rangle$ is the ensemble-averaged extinction matrix, $\langle\boldsymbol{a}\rangle$ is the ensemble-averaged absorption vector, $B$ is the Planck function and $\langle\boldsymbol{Z}\rangle$ is the ensemble-averaged phase matrix. Furthermore $\nu$ is the frequency of the radiation, $T$ is the temperature, $\mathrm{d} s$ is a path-length-element of the propagation path and $\boldsymbol{n}$ the propagation direction. Equation (1.42) is valid for monochromatic or quasi-monochromatic radiative transfer. We can use this equation for simulating microwave radiative transfer through the atmosphere, as the scattering events do not change the frequency of the radiation.

The four-component specific intensity vector $\boldsymbol{I}=(I, Q, U, V)^{T}$ fully describes the radiation and it can directly be associated with the measurements carried out by a radiometer used for remote sensing. For the definition of the components of the specific intensity vector refer to Section 1.2, where the Stokes components are described. Since the specific intensity vector is a superposition of Stokes vectors, the polarization state of the specific intensity vector can be analysed in the same way as the polarization state of the Stokes vector.

The three terms on the right hand side of Equation (1.42) describe physical processes in an atmosphere containing different particle types and different trace gases. The first term represents the extinction of radiation traveling through the scattering medium. It is determined by the ensemble averaged extinction coefficient matrix $\langle\boldsymbol{K}\rangle$. For microwave radiation in cloudy atmospheres, extinction is caused by gaseous absorption, particle absorption and particle scattering. Therefore $\langle\boldsymbol{K}\rangle$ can be written as a sum of two matrices, the particle extinction matrix $\left\langle\boldsymbol{K}^{p}\right\rangle$ and the gaseous extinction matrix $\left\langle\boldsymbol{K}^{g}\right\rangle$ :

$$
\begin{equation*}
\langle\boldsymbol{K}(\boldsymbol{n}, \nu, T)\rangle=\left\langle\boldsymbol{K}^{p}(\boldsymbol{n}, \nu, T)\right\rangle+\left\langle\boldsymbol{K}^{g}(\boldsymbol{n}, \nu, T)\right\rangle . \tag{1.43}
\end{equation*}
$$

The particle extinction matrix is the sum over the individual specific
extinction matrices $\left\langle\boldsymbol{K}_{i}^{p}(\boldsymbol{n}, \nu, T)\right\rangle$ of the $N$ different particles types contained in the scattering medium weighted by their particle number densities $n_{i}^{p}$ :

$$
\begin{equation*}
\left\langle\boldsymbol{K}^{p}(\boldsymbol{n}, \nu, T)\right\rangle=\sum_{i=1}^{N} n_{i}^{p}\left\langle\boldsymbol{K}_{i}^{p}(\boldsymbol{n}, \nu, T)\right\rangle . \tag{1.44}
\end{equation*}
$$

A particle distribution, which can include various particle sizes, shapes and orientations, can be represented by a single particle type, since it is possible to derive an ensemble averaged phase matrix $\left\langle\boldsymbol{Z}_{i}\right\rangle$, an ensemble averaged extinction matrix $\left\langle\boldsymbol{K}_{i}\right\rangle$ and an ensemble averaged absorption vector $\left\langle\boldsymbol{a}_{i}\right\rangle$. The gaseous extinction matrix is directly derived from the scalar gas absorption. As there is no polarization due to gas absorption at cloud altitudes, the off-diagonal elements of the gaseous extinction matrix are zero. At very high altitudes above approximately 40 km there is polarization due to the Zeeman effect, mainly due to oxygen molecules. However, in the toposphere and stratosphere molecular scattering can be neglected in the microwave frequency range. Hence the coefficients on the diagonal correspond to the gas absorption coefficient:

$$
\left\langle\boldsymbol{K}_{l, m}^{g}(\nu, T)\right\rangle= \begin{cases}\left\langle\alpha^{g}(\nu, T)\right\rangle & \text { if } l=m  \tag{1.45}\\ 0 & \text { if } l \neq m\end{cases}
$$

where $T$ is the temperature of the atmosphere and $\left\langle\alpha^{g}\right\rangle$ is the total scalar gas absorption coefficient, which is calculated from the individual absorption coefficients of all $M$ trace gases $\alpha_{i}^{g}(P, \nu, T)$ and their volume mixing ratios $n_{i}^{g}$ as:

$$
\begin{equation*}
\left\langle\alpha^{g}(\nu, T)\right\rangle=\sum_{i=1}^{M} n_{i}^{g} \alpha_{i}^{g}(\nu, T) \tag{1.46}
\end{equation*}
$$

The second term in Equation (1.42) is the thermal source term. It describes thermal emission by gases and particles in the atmosphere. The ensemble averaged absorption vector $\langle\boldsymbol{a}\rangle$ is

$$
\begin{equation*}
\langle\boldsymbol{a}(\boldsymbol{n}, \nu, T)\rangle=\left\langle\boldsymbol{a}^{p}(\boldsymbol{n}, \nu, T)\right\rangle+\left\langle\boldsymbol{a}^{g}(\nu, T)\right\rangle \tag{1.47}
\end{equation*}
$$

where $\left\langle\boldsymbol{a}^{p}\right\rangle$ and $\left\langle\boldsymbol{a}^{g}\right\rangle$ are the particle absorption vector and the gas
absorption vector, respectively. The particle absorption vector is a sum over the individual absorption vectors $\left\langle\boldsymbol{a}_{i}^{p}\right\rangle$, again weighted with $n_{i}^{p}$ :

$$
\begin{equation*}
\left\langle\boldsymbol{a}^{p}(\boldsymbol{n}, \nu, T)\right\rangle=\sum_{i=1}^{N} n_{i}^{p}\left\langle\boldsymbol{a}_{i}^{p}(\boldsymbol{n}, \nu, T)\right\rangle . \tag{1.48}
\end{equation*}
$$

The gas absorption vector is simply

$$
\begin{equation*}
\left\langle\boldsymbol{a}^{g}(\nu, T)\right\rangle=\left(\left\langle\alpha^{p}(\nu, T)\right\rangle, 0,0,0\right)^{T} . \tag{1.49}
\end{equation*}
$$

The last term in Equation (1.42) is the scattering source term. It adds the amount of radiation which is scattered from all directions $\boldsymbol{n}^{\prime}$ into the propagation direction $\boldsymbol{n}$. The ensemble averaged phase matrix $\langle\boldsymbol{Z}\rangle$ is the sum of the individual phase matrices $\left\langle\boldsymbol{Z}_{i}\right\rangle$ weighted with $n_{i}^{p}$ :

$$
\begin{equation*}
\left\langle\boldsymbol{Z}\left(\boldsymbol{n}, \boldsymbol{n}^{\prime}, \nu, T\right)\right\rangle=\sum_{i=1}^{N} n_{i}^{p}\left\langle\boldsymbol{Z}_{i}\left(\boldsymbol{n}, \boldsymbol{n}^{\prime}, \nu, T\right)\right\rangle . \tag{1.50}
\end{equation*}
$$

The scalar radiative transfer equation (SRTE)

$$
\begin{align*}
\frac{\mathrm{d} I}{\mathrm{~d} s}(\boldsymbol{n}, \nu) & =-\left\langle K_{11}(\boldsymbol{n}, \nu, T)\right\rangle I(\boldsymbol{n}, \nu)+\left\langle a_{1}(\boldsymbol{n}, \nu, T)\right\rangle B(\nu, T) \\
& +\int_{4 \pi} \mathrm{~d} \boldsymbol{n}^{\prime}\left\langle Z_{11}\left(\boldsymbol{n}, \boldsymbol{n}^{\prime}, \nu, T\right)\right\rangle I\left(\boldsymbol{n}^{\prime}, \nu\right) \tag{1.51}
\end{align*}
$$

can be used presuming that the radiation field is unpolarized. This approximation is reasonable if the scattering medium consists of spherical or completely randomly oriented particles, where $\left\langle\boldsymbol{K}^{p}\right\rangle$ is diagonal and only the first element of $\left\langle\boldsymbol{a}^{p}\right\rangle$ is non-zero.

## 2 ARTS - the atmospheric radiative transfer system

This chapter introduces basic concepts and definitions of the ARTS model. It provides a brief summary of functions and methods used for the scattering simulations. Many of the functions, for example functions for the calculation of propagation paths, could be shared between the clear sky part of the model and the scattering part.

### 2.1 History

A lot of effort has been put in the development of dedicated forward models for different sensors. All of these models have many parts in common. While appropriate for operational data analysis, such specialized models are not appropriate for scientific studies of new sensor concepts, since they can not easily be adapted to new instruments. This was the reason for the development of more general forward models like the program FORWARD (Eriksson and Buehler, 2001), which was mostly written by J. Langen in the time period 1991-1998 at the University of Bremen, or the Skuld model mainly developed by Eriksson et al. (2002) during 1997-1998. Although these models were rather general and have been used successfully over the years, both suffered from being not easily modifiable and extendable. This has lead to the development of a model which emphasizes modularity, extendibility, and generality.

It was decided that the development work should be shared between the Bremen and Chalmers universities, with Bremen being largely responsible for the overall program architecture and the absorption part, Chalmers being largely responsible for the radiative transfer part
and the calculation of Jacobians. The project was put under a GNU general public license (Stallman, 2002), in order to give the right legal framework for such a true collaboration.

The program, along with extensive documentation, is freely available on the Internet, under http://www.sat.uni-bremen.de/arts/. The stable 1-0-x branch of the program is described in Buehler et al. (2005a). Stable means that there will be only bug fixes, no additions of new features.A great part of the work for this thesis is dedicated to the development of the new branch, 1-1-x, which can handle scattering in the atmosphere. The development team has been joined by C. Davis from the University of Edinburgh, who has used the ARTS model as a platform for the implementation of a Monte Carlo scattering module additionally to the discrete ordinate scattering module, which is presented in this thesis.

### 2.2 Definition of the atmosphere

### 2.2.1 Atmospheric dimensionality

The modeled atmosphere can be selected to have different dimensionalities:

3D This is the most general case, where the atmospheric fields vary in all three spatial coordinates. A spherical coordinate system is used where the dimensions are pressure $(P)$, latitude $(\alpha)$ and longitude $(\beta)$. Choosing this option allows to simulate realistic radiation fields, including strongly horizontally inhomogeneous cloud coverage.
1D A "1D" atmosphere is a spherically symmetric atmosphere, which means that atmospheric fields and the ground extend in all three dimensions, but they do not have a variation in latitude and longitude. Atmospheric fields for instance vary only as a function of altitude. The surface of the earth corresponds to a sphere. The 1D geometry is a crude approximation for scattering simulations, as a spherically symmetric cloud corresponds to a globally complete
cloud coverage. This extreme case can be used to study the effect of scattering by largely extended thin cirrus clouds.
2D A 2D atmosphere extends inside a plane. A polar coordinate system, consisting of a radial and an angular coordinate, is used. The 2D case is most likely used for satellite measurements where the atmosphere is observed inside the orbit plane. Scattering calculations can not be performed in 2D geometry as there is no case involving clouds that give rise to a radiation field that fits into a 2D framework.

### 2.2.2 The cloud box

In order to save computational time, scattering calculations are limited to the part of the atmosphere containing clouds and other scattering objects. The atmospheric region in which scattering shall be considered is denoted as the cloud box. The cloud box is defined to be rectangular in the used coordinate system, with limits exactly at points of the involved grids. This means, for example, that the vertical limits of the cloud box are two pressure surfaces.

When defining the cloud box limits, one must avoid that radiation emerging from the cloud box reenters the cloud box at another point, because the scattering calculation takes as boundary condition the incoming clear sky field. If there is a large amount of ground reflection and if the optical depth under the cloud box is small, there should not be a gap between the ground and the cloud box. In this case the ground is included as a scattering object. However, for many cases it can be accepted to have a gap between the ground and the cloud box, with the gain that the cloud box can be made smaller. Such a case is when the ground is treated to act as blackbody, the ground is then not reflecting any radiation. Reflections from the ground can also be neglected if the zenith optical thickness of the atmosphere between the ground and cloud box is sufficiently high.

Figure 2.1 shows schematically 1D and 3D model atmospheres including a cloud box.


Figure 2.1: Top panel: Schematic of a 1D atmosphere. The atmosphere is here spherically symmetric. This means that the radius of the geoid, the ground and all atmospheric profiles are constant around the globe. The grey area indicates the cloud box. Bottom panel: Cross section of a 3D atmosphere. Atmospheric fields are defined on all grid points. The cloud box has a finite horizontal extent and the surface is not spherically symmetric.

### 2.3 Radiative transfer calculations

The radiative transfer (RT) calculations are divided into two separate parts, a clear sky part and the scattering calculations inside the cloud box. These parts have been implemented as two main modules with a well defined interface. The task of the scattering part is to determine the outgoing intensity field of the cloud box. The scattering calculations can be performed in any way as long as the outgoing field is provided. The outgoing field is then used as the radiative background for observation directions giving a propagation path that intersects with the cloud box.

The aim, when designing the clear sky and scattering modules, was that as many components as possible should be common. This is advantageous for many reasons, e.g., it decreases the amount of code
to maintain, it facilitates detection of bugs, and enhances the consistency between the modules. An example of a common component is the calculation of propagation paths, where the same function for propagation path calculations is used in both modules.

The clear sky radiative transfer calculation is performed for a full measurement sequence. This means that the function calculates spectra for all positions of the sensor, and all pencil beam directions needed for the weighting with the antenna pattern. The inclusion of sensor characteristics etc. are not discussed here, details are given in Eriksson et al. (2004).

The clear sky part is vectorized in frequency (all monochromatic frequencies are handled in parallel), being in contrast to the scattering part. The number of Stokes components to consider can be set to any value from 1 to 4 (this is also valid for the scattering part). Polarized calculations (number of Stokes components $>1$ ) can be performed independently from the cloud box being activated or not.

The RT calculations for a single pencil beam direction can be separated into three sub-tasks:

- Calculation of the propagation path.
- Determining the radiative background.
- Solving the radiative transfer equation.


### 2.3.1 Propagation paths

Any combination of sensor position and line-of-sight that makes sense with respect to the model atmosphere is allowed. The main restriction is that propagation paths are only allowed to enter or exit the model atmosphere at the top. This means that the propagation path can not exit the model atmosphere at a latitude end face for a 2 D and 3 D case.

Propagation paths are calculated backwards from the sensor to the practical starting point. If the sensor is placed outside the model atmosphere, geometrical calculations are used to find the exit point at the top of the atmosphere. Inside the model atmosphere, the path is calculated in steps, from one crossing of a grid cell boundary to the next


Figure 2.2: Propagation path examples for a 1D atmosphere. The dotted lines are the atmospheric grid, the dashed-dotted line is the geoid, the thick solid line is the ground and the cylindrical segment drawn with a thin solid line is the cloud box.
crossing. The functions to calculate such propagation path steps can be used both in the clear sky and scattering parts. Propagation paths are followed backwards until the top of the atmosphere, the ground or the cloud box (if activated) is reached. The propagation paths are described by a number of points along the path. Points are always included for crossings with the grids, tangent points (if such exist) and the position of the sensor, if placed inside the atmosphere. Depending on the function selected for the path step calculations, other points can be included, for instance to fulfill a criterion on the maximum length along the path between the points. Examples of propagation paths are given in Figure 2.2.

### 2.3.2 Radiative background

The radiative intensities at the starting point of the propagation path are denoted as the radiative background. Four possible radiative backgrounds exist:

1. Cosmic background when the propagation path starts at the top of the atmosphere.
2. The up-welling radiation from the ground when the propagation
path intersects with the ground. Emission and scattering properties of the ground need to be defined to determine the radiative background.
3. If the propagation path hits the surface of the cloud box, the radiative background is obtained by interpolating the radiation field leaving the cloud box. This interpolation considers the propagation direction of the path at the crossing point.
4. The internal intensity field of the cloud box is the radiative background for cases when the sensor is placed inside the cloud box.

### 2.3.3 Clear sky radiative transfer

The intensity matrix (holding all frequencies and Stokes components) is set to equal the radiative background. The calculations are then performed by solving the radiative transfer problem from one point of the propagation path to next, until the end point is reached.

The clear sky vector radiative transfer equation follows from the general VRTE Equation (1.42) by omitting the scattering integral and particle contributions to the extinction matrix and the absorption vector:

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{I}}{\mathrm{~d} s}(\boldsymbol{n}, \nu, T)=-\left\langle\boldsymbol{K}^{g}(\boldsymbol{n}, \nu, T)\right\rangle \boldsymbol{I}(\boldsymbol{n}, \nu, T)+\left\langle\boldsymbol{a}^{g}(\boldsymbol{n}, \nu, T)\right\rangle B(\nu, T) . \tag{2.1}
\end{equation*}
$$

This equation can be solved analytically for constant coefficients. The extinction matrix $\left\langle\boldsymbol{K}^{g}(\boldsymbol{n}, \nu, T)\right\rangle$ and the absorption vector $\left\langle\boldsymbol{a}^{g}(\boldsymbol{n}, \nu, T)\right\rangle$ are averaged for one propagation path step. The averaging procedure will be described more detailed in Section 4.1. The solution is found using a matrix exponential approach (see Appendix B.1):

$$
\begin{equation*}
\boldsymbol{I}^{i}=e^{-\overline{\left\langle\boldsymbol{K}^{g}\right\rangle_{s}}} \cdot \boldsymbol{I}^{i-1}+\left(\mathbb{I}-e^{\left.-\overline{\left\langle\boldsymbol{K}^{g}\right\rangle_{s}}\right)} \overline{\left\langle\boldsymbol{K}^{g}\right\rangle}{ }^{-1}\left(\overline{\left\langle\boldsymbol{a}^{g}\right\rangle} \bar{B}\right),\right. \tag{2.2}
\end{equation*}
$$

where $\overline{\left\langle\boldsymbol{K}^{g}\right\rangle}$ and $\overline{\left\langle\boldsymbol{a}^{g}\right\rangle}$ are the averaged quantities and $i$ denotes a point in the propagation path.

### 2.4 Scattering

As mentioned above the task of the scattering module is to determine the outgoing radiation field on the boundary of the cloud box. This requires numerical methods to solve the VRTE (1.42) inside the cloud box as there is no analytical solution to the VRTE without any approximations. Two different approaches are implemented in ARTS: A backward Monte Carlo scheme which is briefly described in Section 5.3 and the discrete ordinate iterative approach, which has been developed by the author of this thesis and will be described in detail in Chapter 4. Several studies in which the DOIT method has been applied will be presented in the chapters 6 to 8 .

### 2.5 Gas absorption

Calculating gas absorption in a line-by-line way is expensive, as sometimes contributions from thousands or ten thousands of spectral lines have to be taken into account. This needs to be done over and over again for each point in the atmosphere. The gas absorption coefficient does not depend directly on the position, but on the atmospheric state variables: pressure, temperature and trace gas concentrations. The basic idea in ARTS is to pre-calculate absorption for discrete combinations of these variables, store the values in a lookup table, and then interpolate them for the actual atmospheric state. The gas absorption coefficients are taken from spectral line catalog, for example from the HITRAN catalogs (Rothman et al., 1998).

### 2.6 Definition of clouds and atmospheric fields

In the Earth's atmosphere we find liquid water clouds consisting of approximately spherical water droplets and cirrus clouds consisting of ice particles of diverse shapes and sizes. We also find different kinds of aerosols. In order to take into account this variety, the model allows to
define several particle types. A particle type is either a specified particle or a specified particle distribution, for example a particle ensemble following a gamma size distribution. The particles can be completely randomly oriented, azimuthally randomly oriented or arbitrarily oriented. For each particle type being a part of the modeled cloud field, a data file containing the single scattering properties $\left(\left\langle\boldsymbol{K}_{i}\right\rangle,\left\langle\boldsymbol{a}_{i}\right\rangle\right.$, and $\left.\left\langle\boldsymbol{Z}_{i}\right\rangle\right)$, and the appropriate particle number density field is required. The particle number density fields are stored in data files, which include the field stored in a three-dimensional tensor and also the appropriate atmospheric grids (pressure, latitude and longitude grid). For each grid point in the cloud box the single scattering properties are averaged using the particle number density fields. In the scattering database the single scattering properties are not always stored in the same coordinate system. For instance for randomly oriented particles it makes sense to store the single scattering properties in the so-called scattering frame in order to reduce memory requirements (refer to Section 3.4 for more details).

The atmospheric fields, which are temperature, altitude, and volume mixing ratio fields, are stored in the same format as the particle number density fields.

### 2.7 Unit conventions

Internally the ARTS model uses SI $^{1}$ units for all quantities. However, SI units can sometimes be inconvenient, for example to represent the radiation field in the atmosphere. Therefore it is possible in ARTS to convert radiances from the SI unit [ $\mathrm{W} \mathrm{s} \mathrm{m}{ }^{-2} \mathrm{sr}^{-1}$ ] into a brightness temperature $[\mathrm{K}]$ unit. There are two brightness temperature (BT) definitions which can be applied:

## 1. Planck BT:

The simplest case of remote sensing of temperature occurs when atmospheric extinction can be neglected. Then a satellite would just 'see' the thermal emission of the Earth's surface. One obtains the

[^0]temperature of the surface from the measured radiance by inverting the Planck function Equation (1.26):
\[

$$
\begin{equation*}
T_{\text {Planck }}\left(I_{b}\right)=\frac{h \nu}{k_{B} \ln \left(\frac{2 h \nu^{3}}{c^{2} I_{b}}+1\right)} . \tag{2.3}
\end{equation*}
$$

\]

More generally we can define a brightness temperature in terms of the radiance $I_{b}$ using Equation (2.3), even in presence of extinction.

## 2. Rayleigh Jeans BT:

The definition of Planck BT can not be used for all Stokes components, because it is only defined for positive values of $I_{b}$. Since the Stokes components $Q, U$ and $V$ can be negative, we would like to have a conversion, which can also be applied for negative values. Another problem is the non-linearity of the Planck BT definition. The Stokes component $Q$ is the difference between the vertically and the horizontally polarized parts of the radiation. Using the Planck BT definition, the value of $Q$ would depend on whether we first transform $I_{v}$ and $I_{h}$ and take the difference of the obtained Planck BT, or we transform $Q$ directly to Planck BT. The Rayleigh Jeans definition of BT is linear. The proportionality factor is derived from the Rayleigh Jeans approximation: At small frequencies $\left(h \nu \ll k_{b} T\right)$ the Planck function is approximately

$$
\begin{equation*}
I_{b}(T, \omega)=\frac{2 k_{B} \nu^{2}}{c^{2}} T . \tag{2.4}
\end{equation*}
$$

Inverting Equation (2.4) yields the definition of Rayleigh Jeans BT:

$$
\begin{equation*}
T_{R J}\left(I_{b}\right)=\frac{c^{2}}{2 k_{B} \nu^{2}} I_{b} . \tag{2.5}
\end{equation*}
$$

Since Rayleigh Jeans BT's can be used for all Stokes components, this BT definition is the only one used in this work. Note: Rayleigh Jeans BT are not equal to Planck BT, they are two different units to represent radiances.

## 3 Description of clouds as scattering media

This chapter deals with the representation of clouds as scattering media in radiative transfer models. An overview of cloud microphysics provides realistic ranges of particle sizes, shapes and ice mass contents of cirrus clouds. Different methods to calculate scattering properties for small particles are introduced. It is shown that the Rayleigh and Mie approximations are not sufficient for modeling radiative transfer through cirrus clouds. The cloud particles are not sufficiently small to be treated as Rayleigh scatterers. They are usually aspherical and often horizontally aligned, which makes it impossible to use the Mie theory, which is valid only for spherical particles. Although it can only handle rotationally symmetric particles, the T-matrix method was chosen to be used in ARTS, since it yields a rather good approximation for most realistic particles and it is widely used and tested. This chapter also introduces particle size distributions which are used for simulations in later chapters.

### 3.1 Microphysics of clouds

The earth's atmosphere consists of various particles: aerosols, water droplets, ice crystals, raindrops, snowflakes, graupel and hailstones. Cloud particles are the most important scatterers in the microwave region.

Clouds, which are composed of water droplets or ice crystals, are conventionally classified in terms of their position and appearance in the atmosphere. At mid-latitudes, clouds with base heights of about 6 km are defined as high clouds or cirrus clouds. The group of low
clouds below about 2 km include stratus and cumulus. Middle clouds, between the high and the low clouds, include altocumulus and altostratus. The dispersion of particle sizes and their phase (liquid or ice) determines the microphysical state of a cloud. According to Liou (2002) low clouds and some middle clouds are generally composed of spherical water droplets with sizes ranging from $1 \mu \mathrm{~m}$ to $20 \mu \mathrm{~m}$. The typical size for a water droplet is $5 \mu \mathrm{~m}$. Middle clouds with temperatures warmer than about $-20^{\circ} \mathrm{C}$ can contain super-cooled water droplets that coexist with ice particles. The small water droplets are spherical due to the surface tension. Larger raindrops deviate from the spherical shape while they are falling down. Cirrus clouds and some of the top and middle clouds contain ice crystals. The ice crystal shapes are irregular and depend on temperature, relative humidity and on the dynamics in the clouds, i.e., whether they undergo collision and coalescence processes. For humidities close to water saturation, the particles have prismatic skeleton shapes that occur in hollow and cluster crystals. These particles are referred to as bullet rosettes and they occur for example in cirrocumulus clouds. In cirrostratus clouds, where the relative humidity is close to ice saturation, ice crystals are predominantly individual and have shapes like columns, prisms, and plates. Between water and ice saturation, the ice crystals grow in the form of prisms.

Figure 3.1 shows a spectrum of ice crystal sizes and shapes as a function of height, relative humidity, and temperature in a typical midlatitude cirrus. Since ice crystal shape and size vary greatly with time and space, it is difficult to find representative values for remote sensing applications. Figure 3.2 shows five measured size distributions. The data is taken from Heymsfield and Platt (1984) and the figure is adapted from Liou (2002). The mean effective ice crystal size ranges from $10 \mu \mathrm{~m}$ to $124 \mu \mathrm{~m}$.

In cirrus clouds ice particles are generally not randomly oriented. Laboratory experiments have shown, that cylinders (aspect ratio ${ }^{1}<$ 1) tend to fall with their long axes horizontally oriented. Based on observations, columnar and plate crystals (aspect ratio $>1$ ) tend to
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Figure 3.1: Ice crystal shape and size as a function of height and relative humidity captured by a replicator ballon sounding system in Marshall, Colorado on November 10, 1994. The relative humidity was measured by a cryogenic hygrometer (dashed line) and Vaisala RS80 instruments (solid line and dots). Figure adapted from Liou (2002).
fall with their major axes horizontally oriented. The orientation of ice particles in cirrus clouds has been observed by lidar measurements based on the depolarization technique in the backscattering direction (Liou, 2002). The measurements have shown, that specific orientations occur when the particles have relatively large sizes and well defined shapes, like cylinders or plates. If the ice crystals are irregular, such as aggregates, there is no preferred orientation. Moreover, smaller ice particles in cirrus clouds tend to be not randomly oriented in threedimensional space if there is a substantial turbulence in the cloud. It has also been observed that ice particle orientation and alignment are strongly modulated by the electric field in clouds.


Figure 3.2: Ice crystal size distributions for midlatitude cirrus clouds covering a range of mean effective ice crystal sizes from $10 \mu \mathrm{~m}$ (Contrail), $24 \mu \mathrm{~m}$ (Cold), $42 \mu \mathrm{~m}$ (Cirrostratus), $75 \mu \mathrm{~m}$ (Thick), to $124 \mu \mathrm{~m}$ (Uncinus). The data was taken from Heymsfield and Platt (1984) and from Liou et al. (1998). Figure adapted from Liou (2002).

### 3.2 Coordinate systems: The laboratory frame and the scattering frame

For radiative transfer calculations we need a coordinate system to describe the direction of propagation. For this purpose we use the laboratory frame, which has been introduced in Chapter 1, Figure 1.1. The z -axis corresponds to the local zenith direction and the x -axis points towards the north-pole. The propagation direction is described by the local zenith angle $\theta$ and the local azimuth angle $\phi$. This coordinate


Figure 3.3: Illustration of the scattering frame. The z-axis coincides with the incident direction $\hat{\boldsymbol{n}}^{\text {inc }}$. The scattering angle $\Theta$ is the angle between $\hat{\boldsymbol{n}}^{\text {inc }}$ and $\hat{\boldsymbol{n}}^{\text {sca }}$.
system is the most appropriate frame to describe the propagation direction and the polarization state of the radiation. However, in order to describe scattering of radiation by a particle or a particle ensemble, it makes sense to define another coordinate system taking into consideration the symmetries of the particle or the scattering medium, as one gets much simpler expressions for the single scattering properties. For macroscopically isotropic and mirror-symmetric scattering media it is convenient to use the scattering frame, in which the incidence direction is parallel to the z -axis and the x -axis coincides with the scattering plane, that is, the plane through the unit vectors $\hat{\mathbf{n}}^{\mathrm{inc}}$ and $\hat{\mathbf{n}}^{\text {sca }}$. The scattering frame is illustrated in Figure 3.3. For symmetry reasons the single scattering properties defined with respect to the scattering frame can only depend on the scattering angle $\Theta$,

$$
\begin{equation*}
\Theta=\arccos \left(\hat{\boldsymbol{n}}^{\mathrm{inc}} \cdot \hat{\boldsymbol{n}}^{\mathrm{sca}}\right) \tag{3.1}
\end{equation*}
$$

between the incident and the scattering direction.

### 3.3 Methods to calculate scattering by small particles

This section introduces basic concepts, which are relevant for atmospheric scattering. It will be shown that neither the Rayleigh scattering approximation nor the Lorentz-Mie theory for scattering of radiation by small particles is generally appropriate to describe scattering of microwave radiation by cirrus cloud particles. The T-matrix method, one of the more elaborate methods, leads to a better understanding, especially of polarization due to cloud scattering.

An important quantity in scattering theory for small particles is the size parameter

$$
\begin{equation*}
x=\frac{2 \pi r}{\lambda}=\frac{2 \pi r \nu}{c} \tag{3.2}
\end{equation*}
$$

where $r$ is the particle radius, $\lambda$ is the wavelength and $\nu$ is the frequency of the incident radiation. The size of non-spherical particles is here defined by their equal volume sphere radius. The volume of a cylindrical particle for instance, which has an equal volume sphere radius of $75 \mu \mathrm{~m}$, is identical to the volume of a sphere with a radius of $75 \mu \mathrm{~m}$. Rayleigh scattering, the most simple theory, is valid for $x \ll 1$, i.e., if the particle size is much smaller than the wavelength of the incident radiation. If the wavelength is comparable to the particle size ( $x \approx 1$ ), one can apply the Lorentz-Mie theory for spherical particles or the T-matrix method for spherical and non-spherical particles. For size parameters much greater than one, the geometrical optics approximation can be applied. Figure 3.4 shows size parameters as a function of frequency for different particle sizes of cloud ice particles. Only for very small cloud particles $(10 \mu \mathrm{~m})$ or frequencies below $100 \mathrm{GHz} x$ is small enough such that Rayleigh scattering applies. The geometrical optics approximation can not be applied for any of these particles.

### 3.3.1 Rayleigh scattering

Rayleigh scattering is mostly applied for molecular scattering in the visible wavelength region or for the scattering of very low-frequency


Figure 3.4: Size parameter $x$ as a function of frequency for different particle sizes typical for cloud particles.
microwave radiation by hydrometeors. As air molecules are of several orders smaller than microwave wavelengths, molecular scattering can be neglected in the microwave wavelength region. Nevertheless, some aerosol or cloud particles can be sufficiently small to be treated as Rayleigh scatterers. The classical electro-dynamical solution yields the relation between incident and scattered intensity, which are denoted by $I_{0}$ and $I$ respectively,

$$
\begin{equation*}
I=\frac{I_{0}}{r_{p}^{2}} \alpha^{2}\left(\frac{2 \pi}{\lambda}\right)^{4} \frac{1+\cos ^{2} \Theta}{2} \tag{3.3}
\end{equation*}
$$

where $\alpha$ is the polarizability of the small particle, $r_{p}$ is the distance from the particle and $\Theta$ is the scattering angle. This is the formula derived by Rayleigh (1871). The formula shows that the intensity of sunlight scattered by a molecule is proportional to the incident intensity and inversely proportional to the square of the distance between the molecule and the observation point. It is also inversely proportional to $\lambda^{4}$ which explains the blue color of the sky. Since blue light is scattered more than red light, the sky, when viewed away from the sun disk appears blue. The Rayleigh phase function $p(\Theta)$ is given by

$$
\begin{equation*}
p(\Theta)=\frac{3}{4}\left(1+\cos ^{2} \Theta\right) \tag{3.4}
\end{equation*}
$$

The phase function is symmetric about the minimum at a scattering angle of $90^{\circ}$. An equal amount of radiation is scattered into the for-
ward direction $\left(\Theta=0^{\circ}\right)$ and into the backward direction $\left(\Theta=180^{\circ}\right)$. The degree of linear polarization $p_{\text {lin }}$ (Equation (1.15)) can also be derived for particles which are very small compared to the wavelength:

$$
\begin{equation*}
p_{\operatorname{lin}}=\frac{\sin ^{2} \Theta}{\cos ^{2} \Theta+1} \tag{3.5}
\end{equation*}
$$

In the forward and backward directions the scattered radiation remains completely unpolarized, whereas at a scattering angle of $90^{\circ}$, the scattered radiation becomes completely polarized. In other directions the radiation is partially polarized.

### 3.3.2 Lorentz-Mie theory for scattering by spherical particles

Starting from the Maxwell equations, one can derive analytically the single scattering properties of spherical particles in the far field approximation. For a detailed derivation refer, for example, to Liou et al. (1998) or Bohren and Huffman (1998). The MATLAB code developed by Mätzler (2002) was used to calculate phase functions for different particle sizes existing in clouds, corresponding to the effective radii of the size distributions shown in Figure 3.2. The particles were assumed to consist of ice. The refractive index of ice is calculated according to Mätzler (1998). The phase functions are computed for 89 GHz and 318 GHz and presented in Figure 3.5. For 89 GHz all phase functions are very close to the Rayleigh phase function, which is the expected result, as the size parameter for this frequency is always smaller than approximately 0.01 . However, for 318 GHz the phase functions are very different from the Rayleigh phase function. Only for a particle radius of $10 \mu \mathrm{~m}$ it is still possible to use the Rayleigh approximation. The larger particles scatter more radiation into the forward and less into the backward direction. The minimum of the Rayleigh phase function is at a scattering angle of $90^{\circ}$. It shifts towards larger scattering angles as the size parameter increases.

Figure 3.6 shows the extinction efficiency $Q_{\text {ext }}$, the scattering efficiency $Q_{\text {sca }}$ and the absorption efficiency $Q_{\text {abs }}$ of spherical ice particles


Figure 3.5: Grey lines: Rayleigh phase function. Black lines: Mie phase functions for different particle sizes. The left plot is for 89 GHz and the right plot for 318 GHz .
in the whole microwave-wavelength region. The efficiencies correspond to the area normalized optical cross sections $C_{\text {ext }}, C_{\text {sca }}$ and $C_{\text {abs }}$, which have been defined in Section 1.3.5, thus

$$
\begin{equation*}
Q_{\mathrm{ext}}=\frac{C_{\mathrm{ext}}}{\pi r^{2}}, \quad Q_{\mathrm{sca}}=\frac{C_{\mathrm{sca}}}{\pi r^{2}}, \quad Q_{\mathrm{abs}}=\frac{C_{\mathrm{abs}}}{\pi r^{2}} \tag{3.6}
\end{equation*}
$$

where $r$ is the radius of the particle. For frequencies below 1000 GHz , the absorption efficiency is at least one order of magnitude smaller than the scattering efficiency. Therefore the extinction efficiency and the scattering efficiency are almost identical in this frequency range. The major maxima and minima of the scattering efficiency are called the interference structure and the irregular structure is called the ripple structure. The origin of the term interference structure lies in the interpretation of extinction as the interference between the incident and the forward-scattered light. The scattering efficiency $Q_{\text {sca }}$ increases rapidly until the size parameter reaches approximately two for non-absorbing ice-particles. This means that for larger particles the maximum shifts towards lower frequencies. In later chapters, simulations for satellite limb measurements at 318 GHz will be shown. Figure 3.6 shows, that the scattering signal at this frequency should depend very much on the particle size. Another result of the LorentzMie theory is that for a non-absorbing medium, for which the imaginary part of the refractive index equals zero, the scattering efficiency
approaches an asymptotic value of two for large size parameters. This implies that the particle removes exactly twice the amount of energy that it can intercept. It includes the diffracted component, which passes by the particle, and additionally the radiation scattered by reflection and refraction inside the particle.

Figure 3.7 shows the extinction efficiency $Q_{\mathrm{ext}}$, the scattering efficiency $Q_{\text {sca }}$ and the absorption efficiency $Q_{\text {abs }}$ of spherical water droplets of typical sizes. In contrast to ice particles, liquid water droplets mainly absorb microwave radiation. Below 1000 GHz scattering is negligibly small.

For polarized radiative transfer calculations, phase function, extinction coefficient, scattering coefficient and absorption coefficient are not sufficient. The VRTE Equation (1.42) shows that we need the phase matrix $\langle\boldsymbol{Z}\rangle$, the extinction matrix $\langle\boldsymbol{K}\rangle$ and the absorption coefficient vector $\langle\boldsymbol{a}\rangle$. The phase matrix represented in the scattering frame is commonly called scattering matrix $\boldsymbol{F}$. It follows from the Mie theory that the scattering matrix has only four independent matrix elements; it reduces to the simple form:

$$
\boldsymbol{F}(\Theta)=\left(\begin{array}{cccc}
F_{11}(\Theta) & F_{12}(\Theta) & 0 & 0  \tag{3.7}\\
F_{12}(\Theta) & F_{11}(\Theta) & 0 & 0 \\
0 & 0 & F_{33}(\Theta) & F_{34}(\Theta) \\
0 & 0 & -F_{34}(\Theta) & F_{33}(\Theta)
\end{array}\right) .
$$

For spherical particles $\boldsymbol{F}$ depends only on the scattering angle $\Theta$, which is obvious for symmetry reasons.

### 3.3.3 T-matrix method

The deficit of the Lorentz-Mie theory is, that it provides scattering properties only for spherical particles. As shown in Section 3.1, ice particles are usually not spherical. The T-matrix method, which was initially introduced by Waterman (1965), can be applied for the computation of electromagnetic scattering by single, homogeneous, arbitrarily shaped particles. This original method is also known as the extended boundary condition method (EBCM). At present, the Tmatrix approach is one of the most powerful and widely used tool for


Figure 3.6: Extinction efficiency $Q_{\text {ext }}$, scattering efficiency $Q_{\text {sca }}$ and absorption efficiency $Q_{\mathrm{abs}}$ in the microwave-wavelength region for spherical ice particles with radii of $42 \mu \mathrm{~m}, 75 \mu \mathrm{~m}, 124 \mu \mathrm{~m}$ and $248 \mu \mathrm{~m}$.


Figure 3.7: Extinction efficiency $Q_{\text {ext }}$, scattering efficiency $Q_{\text {sca }}$ and absorption efficiency $Q_{\text {abs }}$ in the microwave-wavelength region for spherical liquid water droplets with radii of $1 \mu \mathrm{~m}, 5 \mu \mathrm{~m}, 10 \mu \mathrm{~m}$ and $20 \mu \mathrm{~m}$.
the computation of scattering by aspherical single and compounded particles. A detailed theoretical explanation can be found in the book by Mishchenko et al. (2002), who has developed several public domain programs which are available at http://www.giss.nasa.gov/ $\sim_{\text {crmim. }}$. The T-matrix method needs the refractive index of ice as an input. Here the data from Warren (1984) was used to obtain the refractive index for the required frequencies and temperatures.

## T-matrix program for randomly oriented, homogeneous and rotationally symmetric particles

The program for randomly oriented rotationally symmetric particles can be used for mono-disperse particles or for several analytical size distributions, e.g., the gamma distribution.

The total scattering matrix for the particle distribution is

$$
\boldsymbol{F}(\Theta)=\left(\begin{array}{cccc}
F_{11}(\Theta) & F_{12}(\Theta) & 0 & 0  \tag{3.8}\\
F_{12}(\Theta) & F_{22}(\Theta) & 0 & 0 \\
0 & 0 & F_{33}(\Theta) & F_{34}(\Theta) \\
0 & 0 & -F_{34}(\Theta) & F_{44}(\Theta)
\end{array}\right)=N\langle\boldsymbol{F}(\Theta)\rangle
$$

where $N$ is the number of particles in a unit volume and $\langle\boldsymbol{F}(\Theta)\rangle$ is the ensemble-averaged scattering matrix per particle. In contrast to the scattering matrix for spherical particles, the matrix elements $F_{11}$ and $F_{22}$ as well as $F_{33}$ and $F_{44}$ are different, therefore we have now six instead of four independent elements. Like for spherical particles, the scattering matrix depends only on the scattering angle $\Theta$.

The T-matrix program allows the computation of the scattering properties for non-spherical, rotationally symmetric particles. The shape of an aspherical particle is defined by its aspect ratio, which is the diameter of the particle divided by its length. Thus, a particle with an aspect ratio larger than one is a oblate particle and a particle with an aspect ratio smaller than one is a prolate particle.

Single scattering properties for mono-disperse spheroidal particles with an equal volume sphere radius of $75 \mu \mathrm{~m}$ are calculated. The results of the calculations for 318 GHz are shown in Figure 3.8. All the
six phase matrix elements are presented. They are normalized by multiplication with $\frac{4 \pi}{\left\langle C_{\text {sca }}\right\rangle}$, where $\left\langle C_{\text {sca }}\right\rangle$ is the ensemble averaged scattering cross-section. The grey lines correspond to the Mie calculation and the black lines correspond to the T-matrix calculations. The solid lines correspond to the normalized scattering matrix for spherical particles, which are identical to randomly oriented spheroids with an aspect ratio of 1.0. The dashed lines correspond to prolate spheroids with aspect ratios of 0.3 (thick) and 0.5 (thin). The dotted lines are the results for oblate spheroids with aspect ratios of 5.0 (thick) and 2.0 (thin). The Mie result corresponds to the T-matrix result for spherical particles, which means that the two methods are consistent. The matrix element F11 which corresponds to the phase function, shows that randomly oriented aspherical particles scatter slightly more radiation into the forward and slightly less radiation into the backward direction compared to spherical particles. The difference increases with increasing deformation. The matrix element $F 21=F 12$ mainly determines the polarization state of the scattered radiation, since, for an unpolarized incident beam, the second Stokes component $Q$ of the scattered beam corresponds to the product of $F 21$ and the incoming intensity $I^{0}$. The plot shows, that maximal polarization occurs at a scattering angle of about $90 \check{r}$ and that Q is negative. The matrix element $F 22$, which equals $F 11$ for spherical particles, is for aspherical particles smaller than $F 11$, especially in the backward direction. The absolute value of the element $F 34=F 43$ is very small. $F 33$ and $F 44$ deviate only slightly from the result for spherical particles. Overall, the calculations for randomly oriented aspherical particles show, that at 318 GHz for a particle size of $75 \mu \mathrm{~m}$ the phase matrix is very similar to that for spherical particles. Therefore the dependence of simulated radiances on the particle shape at this frequency is expected to be much less than the dependence on the particle size.

## T-matrix program for a particle in arbitrary orientation

All previous results were obtained for randomly oriented particles. In reality the ice crystals in cirrus clouds tend to be horizontally aligned. Another T-matrix program by Mishchenko (2000) is appli-


Figure 3.8: Grey line: Phase matrix elements calculated using LorentzMie theory. Black lines: Orientation averaged phase matrix elements for spheroidal particles with different aspect ratios calculated using the Tmatrix program for randomly oriented particles. The dashed lines correspond to prolate particles with aspect ratios of 0.3 (thick) and 0.5 (thin). The dotted lines correspond to oblate particles with aspect ratios of 2.0 (thin) and 5.0 (thick). The solid line corresponds to spherical particles. The equal volume sphere radius is $75 \mu \mathrm{~m}$ and the frequency is 318 GHz .
cable for aspherical rotationally symmetric particles in arbitrary orientation. This program has been used to calculate the phase matrix for cylindrical particles with different aspect ratios, which are horizontally oriented. The equal volume sphere radius is again $75 \mu \mathrm{~m}$ and the frequency of the calculation is 318 GHz . To be able to compare the results with Mie calculations, we have calculated the phase matrix for $\theta^{\text {inc }}=0, \phi^{\text {inc }}=0$, and $\phi^{\text {sca }}=0$, so that it corresponds to the scattering matrix $\boldsymbol{F}$,

$$
\begin{equation*}
\boldsymbol{F}\left(\theta^{\mathrm{sca}}\right)=\boldsymbol{Z}\left(\theta^{\mathrm{sca}}, \phi^{\text {sca }}=0, \theta^{\mathrm{inc}}=0, \phi^{\mathrm{inc}}=0\right) . \tag{3.9}
\end{equation*}
$$

The $z$-axes of the laboratory frame, in which the phase matrix is calculated, is chosen to be parallel to the incident direction $\left(\theta^{\mathrm{inc}}=\right.$ $0, \phi^{\text {inc }}=0$ ). Thus $\theta^{\text {sca }}$ corresponds to the scattering angle $\Theta$. The particle frame is defined in such a way that the $z^{\prime}$-axes is parallel to the symmetry axes of the particle. Figure 3.9 shows that for a horizontally oriented plate the laboratory frame corresponds to the particle frame. For the horizontally oriented cylinder the $z^{\prime}$-axes of the particle frame is rotated about the $x$-axes by $90^{\circ}$ w.r.t. the $z$-axes. The orientation of the particles can be specified by appropriate Euler angles of rotation. The results of the calculations are presented in Figure 3.10. A cylinder with an aspect ratio of 1.0 gives almost identical results to the Mie calculation, when the symmetry axes corresponds to the $z$-axes. The results for the plates (dotted lines), which are oriented horizontally, are still similar. But the results for oriented cylinders (dashed lines) are very different. This is reasonable considering the symmetry. Like a sphere the plate has a circular geometrical cross-section when it is seen from the top. The cylinder, which is oriented horizontally, has a rectangular geometrical cross-section when seen from the top. The linear polarization is the difference between the vertical and the horizontal component of the intensity. As the horizontal and the vertical component of the electric field vector are perpendicular to the direction of propagation, the plate must have the same influence on both components for forward and backward scattering, because it is symmetric about the propagation direction of the radiation. Therefore F21, which is related to linear polarization, must be zero for $\Theta=0^{\circ}$ and for $\Theta=180^{\circ}$. As the cylindrical particle is not symmetric about


Figure 3.9: The left figure shows a horizontally oriented plate and the right figure shows a horizontally oriented cylinder.
the propagation direction, the scattered radiation is polarized, even for forward and backward scattering directions. For oriented particles the phase matrix does not depend only on the scattering angle but on the incident and scattered directions with respect to the particle orientation. For different directions, the phase matrix for the plates also deviates strongly from the Mie phase matrix.

This very short analysis of these special phase matrices shows that particle shape has a significant impact on the intensity and the polarization signal of microwave radiation in the atmosphere if the cirrus cloud particles are oriented.

### 3.3.4 Further methods

Other methods to calculate single scattering properties are the Discrete Dipole Approximation (DDA), the geometrical optics approximation, different extended T-matrix methods and several other methods, which are not discussed here.

Cloud particles are not so large that their optical properties in the microwave region could be calculated in the geometrical optics approximation. Therefore we have not considered this method.

The public domain DDA program DDSCAT developed by Draine and Flateau (2003) is available at http://www.astro.princeton.edu/ ~draine/DDSCAT.html. This program is widely used and tested for






Figure 3.10: Grey line: Phase matrix elements calculated using Mie-theory. Black lines: Phase matrix elements for horizontally oriented plates/cylinders with different aspect ratios calculated using the T-matrix program for arbitrary oriented particles. The dashed lines correspond to cylinders with aspect ratios of 0.3 (thick) and 0.5 (thin). The dotted lines correspond to plates with aspect ratios of 2.0 (thin) and 5.0 (thick). The solid line corresponds to a cylinder with an aspect ratio of 1.0 . The equal volume sphere radius is $75 \mu \mathrm{~m}$ and the frequency is 318 GHz .
different types of particles. DDA can deal with any shapes of particles. The most noticeable shortcoming of DDA is its tremendous demand in computing time and memory. Compared to DDA, the T-matrix method is much faster and has much less demand in computer memory. However the Mishchenko code is designed only for particles with rotational symmetry and therefore it can be used only for a limited number of particle types. So far we have not used DDA for ARTS simulations, but it would be interesting to study the effect of particle
shape for particles which are not rotationally symmetric and/or have extreme aspect ratios. This is planned in future studies.

The T-matrix results for spherical particles were compared to results obtained using the extended T-matrix code for aggregates, which was developed by Havemann and Baran (2001). The result is shown in Figure 3.11. The black lines show scattering, absorption and extinction efficiencies for spherical particles. The circles and cubes show the results for aggregates with aspect ratios of 1.0 and 4.0 respectively. For frequencies below 400 GHz there are only very small differences between the results of the two different aggregate particle types and the results for spherical particles. Only for frequencies about 500 GHz the difference becomes more significant, especially for the aggregate with an aspect ratio of 4.0. A drawback of the extended T-matrix program is that it provides only the cross sections, not the full extinction and phase matrices, which are required for polarized radiative transfer simulations. For this reason and because of the fact that the cross sections do not deviate much from the cross sections for spherical particles, it was decided not to use the extended T-matrix code as an input for ARTS.

### 3.4 Single scattering properties in the ARTS model

As shown in Section 3.1, clouds consist of a variety of particle sizes and shapes. Furthermore, the cloud particles can be oriented, in most cases they are horizontally aligned. It is not possible to model the clouds exactly as they are in nature, therefore we need some approximations. In ARTS different kinds of scattering media are implemented. One kind consists of randomly oriented particles, which allows very efficient computation of single scattering properties. Although this kind of scattering medium is only a special case, it provides a rather good numerical description of the scattering properties of clouds and is by far the most often used theoretical model in particle scattering theory. As the polarization signal of clouds depends significantly on the cloud


Figure 3.11: Comparison between different T-matrix codes. The black lines correspond to extinction (solid line), scattering (dashed line) and absorption (dotted line) efficiency obtained for spherical particles using the T-matrix code for randomly oriented particles. The crosses correspond to results obtained for aggregates with an aspect ratio of 1.0 and the circles are the results for aggregates with an aspect ratio of 4.0.
particle orientation, there is also a kind of scattering media consisting of horizontally aligned particles.

The single scattering properties are pre-calculated using the Tmatrix method and stored in data-files. The structure of these datafiles is shown in Table 3.1. The first field of the structure includes a value (enum), which characterizes the kind of scattering medium, i.e., whether the particles are arbitrarily oriented, randomly oriented or horizontally aligned. This information is needed, since different scattering media types are treated differently inside the program. The next field is a string which includes a short description of the scattering medium contained in the data-file. This should include information about how the single scattering properties were generated. After that, numerical grids for variables, on which the single scattering properties depend on, are stored. These are the frequency grid, the temperature
grid, the zenith angle grid and the azimuth angle grid. Note that the same numerical grids are used for incident and scattered directions. The last three fields contain the data. First the phase matrix data is stored as a seven-dimensional array, as the phase matrix depends on the frequency $(\nu)$, the temperature $(T)$, the scattered direction $(\theta, \phi)$, the incident direction $\left(\theta^{\prime}, \phi^{\prime}\right)$ and it has in general sixteen matrix elements. The extinction matrix data and the absorption coefficient vector data are five-dimensional arrays. They have two dimensions less than the array holding the phase matrix data, since they are defined only for the forward direction.

Table 3.1: Structure of single scattering data files

| Symbol | Type | Dimensions | Description |
| :--- | :--- | :--- | :--- |
|  | enum |  | specification of particle type |
|  | String |  | short description of particle type |
| $\nu$ | Vector | $(\nu)$ | frequency grid |
| $T$ | Vector | $(T)$ | temperature grid |
| $\theta$ | Vector | $(\theta)$ | zenith angle grid |
| $\phi$ | Vector | $(\phi)$ | azimuth angle grid |
| $\langle\boldsymbol{Z}\rangle$ | 7D Array | $\left(\nu, T, \theta, \phi, \theta^{\prime}, \phi^{\prime}, i\right)$ | phase matrix |
| $\langle\boldsymbol{K}\rangle$ | 5D Array | $(\nu, T, \theta, \phi, i)$ | extinction matrix |
| $\langle\boldsymbol{a}\rangle$ | 5D Array | $(\nu, T, \theta, \phi, i)$ | absorption vector |

The following three kinds of scattering media are implemented in ARTS so far. The number in brackets is the corresponding enumvalue.
General case (p10): If the scattering medium does not have any symmetries, all sixteen elements of the phase matrix have to be stored. The individual phase matrices are calculated using Mishchenko's T-matrix code for single particles in fixed orientation, which is described in Section 3.3.3. The extinction matrix has in general seven independent elements and the absorption vector has four different elements.
Randomly oriented particles (p20): For this case the scattering medium is macroscopically isotropic and mirror-symmetric and we calculate the single scattering properties in the particle frame (Fig-
ure 3.3) using the T- matrix code for randomly oriented particles, which is described in Section 3.3.3. This reduces the size of the datafiles enormously, as the single scattering properties depend only on the scattering angle, not on four angles needed to describe incident and scattered directions. Furthermore the number of independent elements of the phase matrix, the extinction matrix and the absorption coefficient vector is reduced. Only six elements of the phase matrix are independent and the extinction matrix is diagonal, therefore only one element needs to be stored in the data files. Only the first element of the absorption vector is non-zero. Moreover, extinction and absorption are independent of the propagation direction. The only drawback is that the single scattering data has to be transformed from the particle frame representation to the laboratory frame representation. These transformations are described in detail in Appendix B.2.

## Horizontally aligned plates and columns (p30): For particles

 that are azimuthally randomly oriented, one angular dimension of the phase matrix data array is redundant, as the phase matrix is independent of the incident azimuth angle. Furthermore, regarding the symmetry of this case, it can be shown that for the scattered directions only half of the angular grids are required. As for the general case, the fixed orientation T-matrix code for single scattering particles is used. The averaging over azimuthal orientations is done using the exact $T$-matrix averaging method of Mishchenko et al. (2000) for the extinction matrix, and by numerical integration for the phase matrix. The data is stored in the laboratory frame omitting the redundant data. Therefore this data does not need to be transformed. In order to use it for the radiative transfer equation, we only need appropriate reading and interpolation routines for this data format.It is very convenient to use the PYTHON module PyARTS, which has been developed especially for ARTS and which is freely available at http://www.sat.uni-bremen.de/cgi-bin/cvsweb.cgi/PyARTS/. This module can be used to generate single scattering properties for horizontally aligned as well as for randomly oriented particles in the ARTS data-file-format. PyARTS has been developed by C. Davis, who has
implemented the Monte Carlo scattering algorithm in ARTS (see Section 5.3).

### 3.5 Representation of the particle size distribution

The particle size has an important impact on the scattering and absorption properties of cloud particles as shown in Figure 3.6. Clouds contain a whole range of different particle sizes, which can be described by a size distribution giving the number of particles per unit volume per unit radius interval as a function of radius. It is most convenient to parameterize the size distribution by analytical functions, because in this case optical properties can be calculated much faster than for arbitrary size distributions. The T-matrix code for randomly oriented particles includes several types of analytical size distributions, e.g., the gamma distribution or the log-normal distribution. This section presents the size distribution parameterizations, which were used for the ARTS simulations included in this thesis.

### 3.5.1 Mono-disperse particle distribution

The most simple assumption is, that all particles in the cloud have the same size. In order to study scattering effects like polarization or the influence of particle shape, it makes sense to use this most simple assumption, because one can exclude effects coming from the particle size distribution itself. This simple assumption was made in the simulations presented in Chapter 7.

Along with the single scattering properties we need the particle number density field, which specifies the number of particles per cubic meter at each grid point, for ARTS scattering simulations. For a given IMC and mono-disperse particles the particle number density $n^{p}$ is simply

$$
\begin{equation*}
n^{p}(\mathrm{IMC}, r)=\frac{\mathrm{IMC}}{m}=\frac{\mathrm{IMC}}{V \rho}=\frac{3}{4 \pi} \frac{\mathrm{IMC}}{\rho r^{3}}, \tag{3.10}
\end{equation*}
$$

where $m$ is the mass of a particle, $r$ is its equal volume sphere radius, $\rho$ is its density, and $V$ is its volume.

### 3.5.2 Gamma size distribution

A commonly used distribution for radiative transfer modeling in cirrus clouds is the gamma distribution

$$
\begin{equation*}
n(r)=a r^{\alpha} \exp (-b r) . \tag{3.11}
\end{equation*}
$$

The dimensionless parameter $\alpha$ describes the width of the distribution. The other two parameters can be linked to the effective radius $R_{\text {eff }}$ and the ice mass content IMC as follows:

$$
\begin{align*}
b & =\frac{\alpha+3}{R_{\mathrm{eff}}},  \tag{3.12}\\
a & =\frac{\mathrm{IMC}}{4 / 3 \pi \rho b^{-(\alpha+4)} \Gamma[\alpha+4]}, \tag{3.13}
\end{align*}
$$

where $\rho$ is the density of the scattering medium and $\Gamma$ is the gamma function. For cirrus clouds $\rho$ corresponds to the bulk density of ice, which is $917 \mathrm{~kg} / \mathrm{m}^{3}$.

Generally, the effective radius $R_{\text {eff }}$ is defined as the average radius weighted by the particle cross-section

$$
\begin{equation*}
R_{\mathrm{eff}}=\frac{1}{\langle A\rangle} \int_{r_{\min }}^{r_{\max }} A(r) r n(r) \mathrm{d} r \tag{3.14}
\end{equation*}
$$

where $A$ is the area of the geometric projection of a particle. The minimal and maximal particle sizes in the distribution are given by $r_{\text {min }}$ and $r_{\text {max }}$ respectively. In the case of spherical particles $A=\pi r^{2}$. The average area of the geometric projection per particle $\langle A\rangle$ is given by

$$
\begin{equation*}
\langle A\rangle=\frac{\int_{r_{\min }}^{r_{\max }} A(r) n(r) \mathrm{d} r}{\int_{r_{\min }}^{r_{\max }} n(r) \mathrm{d} r} . \tag{3.15}
\end{equation*}
$$

The question is how well a gamma distribution can represent the true particle size distribution in radiative transfer calculations. This
question is investigated by Evans et al. (1998). The authors come to the conclusion that a gamma distribution represents the distribution of realistic clouds quite well, provided that the parameters $R_{\text {eff }}$, IMC and $\alpha$ are chosen correctly. They show that setting $\alpha=1$ and calculating only $R_{\text {eff }}$ gave an agreement within $15 \%$ in $90 \%$ of the considered measurements obtained during the First ISCCP Regional Experiment (FIRE). Therefore, for all calculations including gamma size distributions for ice particles, $\alpha=1$ was assumed. The results of these calculations are presented in Chapters 5 and 6.

The particle number density for size distributions is obtained by integration of the distribution function over all sizes:

$$
\begin{align*}
n^{p}\left(\mathrm{IMC}, R_{\mathrm{eff}}\right) & =\int_{0}^{\infty} n(r) \mathrm{d} r  \tag{3.16}\\
& =\int_{0}^{\infty} a r^{\alpha} \exp (-b r) \mathrm{d} r=a \frac{\Gamma(\alpha+1)}{b^{\alpha+1}} \tag{3.17}
\end{align*}
$$

After setting $\alpha=1$, inserting Equation (3.13) and some simple algebra we obtain

$$
\begin{equation*}
n^{p}\left(\mathrm{IMC}, R_{\mathrm{eff}}\right)=\frac{2}{\pi} \frac{\mathrm{IMC}}{\rho R_{\mathrm{eff}}^{3}} \tag{3.18}
\end{equation*}
$$

Comparing Equations (3.10) and (3.18), we see that the particle number density for mono-disperse particles with a particle size of $R$ is smaller than the particle number density for gamma distributed particles with $R_{\text {eff }}=R$. The reason is that in the gamma distribution most particles are smaller than $R_{\text {eff }}$.

### 3.5.3 Ice particle size parameterization by McFarquhar and Heymsfield

A more realistic parameterization of tropical cirrus ice crystal size distributions was derived by McFarquhar and Heymsfield (1997), who derived the size distribution as a function of temperature and IMC. The parameterization was made based on observations during the Central Equatorial Pacific Experiment (CEPEX). Smaller ice crystals with an equal volume sphere radius of less than $50 \mu \mathrm{~m}$ are parametrized as a
sum of first-order gamma functions:

$$
\begin{equation*}
n(r)=\frac{12 \cdot \mathrm{IMC}_{<50} \alpha_{<50}^{5} r}{\pi \rho \Gamma(5)} \exp \left(-2 \alpha_{<50} r\right), \tag{3.19}
\end{equation*}
$$

where $\alpha_{<50}$ is a parameter of the distribution, and $\mathrm{IMC}_{<50}$ is the mass of all crystals smaller than $50 \mu \mathrm{~m}$ in the observed size distribution. Large ice crystals are represented better by a log-normal function

$$
\begin{align*}
n(r) & =\frac{3 \cdot \mathrm{IMC}_{>50}}{\pi^{3 / 2} \rho \sqrt{2} \exp \left(3 \mu_{>50}+(9 / 2) \sigma_{>50}^{2}\right) r \sigma_{>50} r_{0}^{3}} \\
& \cdot \exp \left[-\frac{1}{2}\left(\frac{\log \frac{2 r}{r_{0}}-\mu_{>50}}{\sigma_{>50}}\right)^{2}\right] \tag{3.20}
\end{align*}
$$

where $\mathrm{IMC}_{>50}$ is the mass of all ice crystals greater than $50 \mu \mathrm{~m}$ in the observed size distribution, $r_{0}=1 \mu \mathrm{~m}$ is a parameter used to ensure that the equation does not depend on the choice of unit for $\mathrm{r}, \sigma_{>50}$ is the geometric standard deviation of the distribution, and $\mu_{>50}$ is the location of the mode of the log-normal distribution. The fitted parameters of the distribution can be looked up in the article by McFarquhar and Heymsfield (1997). The particle number density field is obtained by numerical integration over a discrete set of size bins. This parameterization of particle size has been implemented in the PyARTS package, which was introduced in Section 3.4. Using PyARTS one can calculate the size distributions, the corresponding single scattering properties and the particle number density fields for given IMC and temperature. Calculations using this parameterization of cloud particle sizes are presented in Chapter 8.

## 4 The DOIT scattering model

The Discrete Ordinate ITerative (DOIT) method is one of the scattering algorithms in ARTS. Besides the DOIT method a backward Monte Carlo scheme has been implemented (see Section 5.3). The DOIT method is unique because a discrete ordinate iterative method is used to solve the scattering problem in a 3D spherical atmosphere. A literature review about scattering models for the microwave region, which is presented in Appendix A, shows that former implementations of discrete ordinate schemes are only applicable for (1D-)planeparallel or 3D-cartesian atmospheres. All of these algorithms can not be used for the simulation of limb radiances. A description of the DOIT method, similar to what is presented in this chapter, has been published in Emde et al. (2004a).

### 4.1 The discrete ordinate iterative method

### 4.1.1 Radiation field

The Stokes vector depends on the position in the cloud box and on the propagation direction specified by the zenith angle $(\theta)$ and the azimuth angle $(\phi)$. All these dimensions are discretized inside the model; five numerical grids are required to represent the radiation field $\mathcal{I}$ :

$$
\begin{align*}
& \vec{p}=\left\{p_{1}, p_{2}, \ldots, p_{N_{p}}\right\}, \\
& \vec{\alpha}=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N_{\alpha}}\right\}, \\
& \vec{\beta}=\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{N_{\beta}}\right\},  \tag{4.1}\\
& \vec{\theta}=\left\{\theta_{1}, \theta_{2}, \ldots, \theta_{N_{\theta}}\right\}, \\
& \vec{\phi}=\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{N_{\phi}}\right\} .
\end{align*}
$$

Here $\vec{p}$ is the pressure grid, $\vec{\alpha}$ is the latitude grid and $\vec{\beta}$ is the longitude grid. The radiation field is a set of Stokes vectors $\left(N_{p} \times N_{\alpha} \times N_{\beta} \times\right.$ $N_{\theta} \times N_{\phi}$ elements) for all combinations of positions and directions:

$$
\begin{align*}
& \mathcal{I}=\left\{\boldsymbol{I}_{1}\left(p_{1}, \alpha_{1}, \beta_{1}, \theta_{1}, \phi_{1}\right), \boldsymbol{I}_{2}\left(p_{2}, \alpha_{1}, \beta_{1}, \theta_{1}, \phi_{1}\right), \ldots\right. \\
& \left.\quad \boldsymbol{I}_{N_{p} \times N_{\alpha} \times N_{\beta} \times N_{\theta} \times N_{\phi}}\left(p_{N_{p}}, \alpha_{N_{\alpha}}, \beta_{N_{\beta}}, \theta_{N_{\theta}}, \phi_{N_{\phi}}\right)\right\} \tag{4.2}
\end{align*}
$$

In the following we will use the notation

$$
\begin{array}{ll} 
& i=1 \ldots N_{p} \\
\mathcal{I}=\left\{\boldsymbol{I}_{i j k l m}\right\} & j=1 \ldots N_{\alpha} \\
& k=1 \ldots N_{\beta}  \tag{4.3}\\
& l=1 \ldots N_{\theta} \\
& m=1 \ldots N_{\phi}
\end{array}
$$

### 4.1.2 Vector radiative transfer equation solution

Figure 4.1 shows a schematic of the iterative method, which is applied to solve the vector radiative transfer equation (1.42).

The first guess field

$$
\begin{equation*}
\mathcal{I}^{(0)}=\left\{\boldsymbol{I}_{i j k l m}^{(0)}\right\} \tag{4.4}
\end{equation*}
$$

is partly determined by the boundary condition given by the radiation coming from the clear sky part of the atmosphere traveling into the cloud box. Inside the cloud box an arbitrary field can be chosen as a first guess. In order to minimize the number of iterations it should be as close as possible to the solution field.

The next step is to solve the scattering integrals

$$
\begin{equation*}
\left\langle\boldsymbol{S}_{i j k l m}^{(0)}\right\rangle=\int_{4 \pi} \mathrm{~d} \boldsymbol{n}^{\prime}\left\langle\boldsymbol{Z}_{i j k l m}\right\rangle \boldsymbol{I}_{i j k l m}^{(0)} \tag{4.5}
\end{equation*}
$$

using the first guess field, which is now stored in a variable reserved for the old radiation field. For the integration we use equidistant angular grids in order to save computation time (cf. Section 4.3). The radiation field, which is generally defined on finer angular grids $(\vec{\phi}, \vec{\theta})$,


Figure 4.1: Schematic of the iterative method to solve the VRTE in the cloud box.
is interpolated on the equidistant angular grids. The integration is performed over all incident directions $\boldsymbol{n}^{\prime}$ for each propagation direction $\boldsymbol{n}$. The evaluation of the scattering integral is done for all grid points inside the cloud box. The obtained integrals are interpolated on $\vec{\phi}$ and $\vec{\theta}$. The result is the first guess scattering integral field $\mathcal{S}^{0}$ :

$$
\begin{equation*}
\mathcal{S}^{(0)}=\left\{\left\langle\boldsymbol{S}_{i j k l m}^{(0)}\right\rangle\right\} \tag{4.6}
\end{equation*}
$$

Figure 4.2 shows a propagation path step from a grid point $\boldsymbol{P}=$ $\left(p_{i}, \alpha_{j}, \beta_{k}\right)$ into direction $\boldsymbol{n}=\left(\theta_{l}, \phi_{m}\right)$. The radiation arriving at $\boldsymbol{P}$ from the direction $\boldsymbol{n}^{\prime}$ is obtained by solving the linear differential equation:

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{I}^{(1)}}{\mathrm{d} s}=-\overline{\langle\boldsymbol{K}\rangle} \boldsymbol{I}^{(1)}+\overline{\langle\boldsymbol{a}\rangle} \bar{B}+\overline{\left\langle\boldsymbol{S}^{(0)}\right\rangle} \tag{4.7}
\end{equation*}
$$

where $\overline{\langle\boldsymbol{K}\rangle}, \overline{\langle\boldsymbol{a}\rangle}, \bar{B}$ and $\overline{\left\langle\boldsymbol{S}^{(0)}\right\rangle}$ are averaged quantities. This equation can be solved analytically for constant coefficients. Multi-linear interpolation gives the quantities $\boldsymbol{K}^{\prime}, \boldsymbol{a}^{\prime}, \boldsymbol{S}^{\prime}$ and $T^{\prime}$ at the intersection point $\boldsymbol{P}^{\prime}$. To calculate the radiative transfer from $\boldsymbol{P}^{\prime}$ towards $\boldsymbol{P}$ all


Figure 4.2: Path from a grid point $\left(\left(p_{i}, \alpha_{j}, \beta_{k}\right)-(\times)\right)$ to the intersection point $\left(\left(p_{i}^{\prime}, \alpha_{j}^{\prime}, \beta_{k}^{\prime}\right)-(\circ)\right)$ with the next grid cell boundary. Viewing direction is specified by $\left(\theta_{l}, \phi_{m}\right)$ at $(\times)$ or $\left(\theta_{l}^{\prime}, \phi_{m}^{\prime}\right)$ at $(\circ)$.
quantities are approximated by taking the averages between the values at $\boldsymbol{P}^{\prime}$ and $\boldsymbol{P}$. The average value of the temperature is used to get the averaged Planck function $\bar{B}$.

The solution of Equation (4.7) is found analytically using a matrix exponential approach (see Appendix B.1):

$$
\begin{equation*}
\boldsymbol{I}^{(1)}=e^{-\overline{\langle\boldsymbol{K}\rangle} \boldsymbol{I}} \boldsymbol{I}^{(0)}\left(\mathbb{I}-e^{-\overline{\langle\boldsymbol{K}\rangle} \boldsymbol{s}}\right) \overline{\langle\boldsymbol{K}\rangle}^{-1}\left(\overline{\langle\boldsymbol{a}\rangle} \bar{B}+\overline{\left\langle\boldsymbol{S}^{(0)}\right\rangle}\right), \tag{4.8}
\end{equation*}
$$

where $\mathbb{I}$ denotes the identity matrix and $\boldsymbol{I}^{(0)}$ the initial Stokes vector. The radiative transfer step from $\boldsymbol{P}^{\prime}$ to $\boldsymbol{P}$ is calculated, therefore $\boldsymbol{I}^{(0)}$ is the incoming radiation at $\boldsymbol{P}^{\prime}$ into direction $\left(\theta_{l}^{\prime}, \phi_{m}^{\prime}\right)$, which is the first guess field interpolated on $\boldsymbol{P}^{\prime}$. This radiative transfer step calculation is done for all points inside the cloud box in all directions. The resulting set of Stokes vectors ( $\boldsymbol{I}^{(1)}$ for all points in all directions) is the first order iteration field $\mathcal{I}^{(1)}$ :

$$
\begin{equation*}
\mathcal{I}^{(1)}=\left\{\boldsymbol{I}_{i j k l m}^{(1)}\right\} . \tag{4.9}
\end{equation*}
$$

The first order iteration field is stored in a variable reserved for the new radiation field.

In the convergence test the new radiation field is compared to the old radiation field. For the difference field, the absolute values of all Stokes vector elements for all cloud box positions are calculated. If one of the differences is larger than a requested accuracy limit, the convergence test is not fulfilled. The user can define different convergence limits for the different Stokes components.

If the convergence test is not fulfilled, the first order iteration field is copied to the variable holding the old radiation field, and is then used to evaluate again the scattering integral at all cloud box points:

$$
\begin{equation*}
\left\langle\boldsymbol{S}_{i j k l m}^{(1)}\right\rangle=\int_{4 \pi} \mathrm{~d} \boldsymbol{n}^{\prime}\langle\boldsymbol{Z}\rangle \boldsymbol{I}_{i j k l m}^{(1)} . \tag{4.10}
\end{equation*}
$$

The second order iteration field

$$
\begin{equation*}
\mathcal{I}^{(2)}=\left\{\boldsymbol{I}_{i j k l m}^{(2)}\right\} \tag{4.11}
\end{equation*}
$$

is obtained by solving

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{I}^{(2)}}{\mathrm{d} s}=-\overline{\langle\boldsymbol{K}\rangle} \boldsymbol{I}^{(2)}+\overline{\langle\boldsymbol{a}\rangle} \bar{B}+\overline{\left\langle\boldsymbol{S}^{(1)}\right\rangle}, \tag{4.12}
\end{equation*}
$$

for all cloud box points in all directions. This equation contains already the averaged values and is valid for specified positions and directions.

As long as the convergence test is not fulfilled the scattering integral fields and higher order iteration fields are calculated alternately.

We can formulate a differential equation for the $n$-th order iteration field. The scattering integrals are given by

$$
\begin{equation*}
\left\langle\boldsymbol{S}_{i j k l m}^{(n-1)}\right\rangle=\int_{4 \pi} \mathrm{~d} \boldsymbol{n}^{\prime}\langle\boldsymbol{Z}\rangle \boldsymbol{I}_{i j k l m}^{(n-1)} \tag{4.13}
\end{equation*}
$$

and the differential equation for a specified grid point into a specified direction is

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{I}^{(n)}}{\mathrm{d} s}=-\overline{\langle\boldsymbol{K}\rangle} \boldsymbol{I}^{(n)}+\overline{\langle\boldsymbol{a}\rangle} \bar{B}+\overline{\left\langle\boldsymbol{S}^{(n-1)}\right\rangle} . \tag{4.14}
\end{equation*}
$$

Thus the $n$-th order iteration field

$$
\begin{equation*}
\mathcal{I}^{(n)}=\left\{\boldsymbol{I}_{i j k l m}^{(n)}\right\} \tag{4.15}
\end{equation*}
$$

is given by

$$
\begin{equation*}
\boldsymbol{I}^{(n)}=e^{-\overline{\langle\boldsymbol{K}\rangle} s} \cdot \boldsymbol{I}^{(n-1)}\left(\mathbb{I}-e^{-\overline{\langle\boldsymbol{K}\rangle s}}\right) \overline{\langle\boldsymbol{K}\rangle}-1\left(\overline{\langle\boldsymbol{a}\rangle} \bar{B}+\overline{\left\langle\boldsymbol{S}^{(n-1)}\right\rangle}\right) \tag{4.16}
\end{equation*}
$$

for all cloud box points and all directions defined in the numerical grids.

If the convergence test

$$
\begin{equation*}
\left|\boldsymbol{I}_{i j k l m}^{(N)}\left(p_{i}, \alpha_{j}, \beta_{k}, \theta_{l}, \phi_{m}\right)-\boldsymbol{I}_{i j k l m}^{(N-1)}\left(p_{i}, \alpha_{j}, \beta_{k}, \theta_{l}, \phi_{m}\right)\right|<\boldsymbol{\epsilon} \tag{4.17}
\end{equation*}
$$

is fulfilled, a solution to the vector radiative transfer equation (1.42) has been found:

$$
\begin{equation*}
\mathcal{I}^{(N)}=\left\{\boldsymbol{I}_{i j k l m}^{(N)}\right\} \tag{4.18}
\end{equation*}
$$

### 4.1.3 Scalar radiative transfer equation solution

In analogy to the scattering integral vector field the scalar scattering integral field is obtained:

$$
\begin{equation*}
\left\langle S_{i j k l m}^{(0)}\right\rangle=\int_{4 \pi} \mathrm{~d} \boldsymbol{n}^{\prime}\left\langle Z_{11}\right\rangle I_{i j k l m}^{(0)} \tag{4.19}
\end{equation*}
$$

The scalar radiative transfer equation (1.51) with a fixed scattering integral is

$$
\begin{equation*}
\frac{\mathrm{d} I^{(1)}}{\mathrm{d} s}=-\left\langle K_{11}\right\rangle I^{(1)}+\left\langle a_{1}\right\rangle B+\left\langle S^{(0)}\right\rangle \tag{4.20}
\end{equation*}
$$

Assuming constant coefficients this equation is solved analytically after averaging extinction coefficients, absorption coefficients, scattering vectors and the temperature. The averaging procedure is done analogously to the procedure described for solving the VRTE. The solution of the averaged differential equation is

$$
\begin{equation*}
I^{(1)}=I^{(0)} e^{-\overline{\left\langle K_{11}\right\rangle} s}+\frac{\overline{\left\langle a_{1}\right\rangle} \bar{B}+\overline{\left\langle S^{(0)}\right\rangle}}{\overline{\left\langle K_{11}\right\rangle}}\left(1-e^{-\overline{\left\langle K_{11}\right\rangle} s}\right) \tag{4.21}
\end{equation*}
$$

where $I^{(0)}$ is obtained by interpolating the initial field, and $\overline{\left\langle K_{11}\right\rangle}, \overline{\left\langle a_{1}\right\rangle}$, $\bar{B}$ and $\overline{\left\langle S^{(0)}\right\rangle}$ are the averaged values for the extinction coefficient, the absorption coefficient, the Planck function and the scattering integral respectively. Applying this equation leads to the first iteration scalar intensity field, consisting of the intensities $I^{(1)}$ at all points in the cloud box for all directions.

As the solution to the vector radiative transfer equation, the solution to the scalar radiative transfer equation is found numerically by the same iterative method. The convergence test for the scalar equation compares the values of the calculated intensities of two successive iteration fields.

### 4.1.4 Single scattering approximation

The DOIT method uses the single scattering approximation, which means that for one propagation path step the optical depth is assumed to be much less than one so that multiple-scattering can be neglected along this propagation path step. It is possible to choose a rather coarse grid inside the cloud box. The user can define a limit for the maximum propagation path step length. If a propagation path step from one grid cell to the intersection point with the next grid cell boundary is greater than this value, the path step is divided in several steps such that all steps are less than the maximum value. The user has to make sure that the optical depth due to cloud particles for one propagation path sub-step is is sufficiently small to assume single scattering. The maximum optical depth due to ice particles is

$$
\begin{equation*}
\tau_{\max }=\left\langle\boldsymbol{K}^{p}\right\rangle \cdot \Delta s \tag{4.22}
\end{equation*}
$$

where $\Delta s$ is the length of a propagation path step. In all simulations presented in this thesis $\tau_{\max } \ll 0.01$ is assumed. This threshold value is also used in Czekala (1999a). The radiative transfer calculation is done along the propagation path through one grid cell. All coefficients of the VRTE are interpolated linearly on the propagation path points.

### 4.2 Sequential update

In the previous Section 4.1 the iterative solution method for the VRTE has been described. For each grid point inside the cloud box the intersection point with the next grid cell boundary is determined in each viewing direction. After that, all the quantities involved in the VRTE are interpolated onto this intersection point. As described in the sections above, the intensity field of the previous iteration is taken to obtain the Stokes vector at the intersection point. Suppose that there are $N$ pressure levels inside the cloud box. If the radiation field is updated taking into account for each grid point only the adjacent grid cells, at least $N-1$ iterations are required until the scattering effect from the lower-most pressure level has propagated throughout the cloud box up to the uppermost pressure level. From these considerations, it follows, that the number of iterations depends on the number of grid points inside the cloud box. This means that the original method is very ineffective where a fine resolution inside the cloud box is required to resolve the cloud inhomogeneities.

A solution to this problem is the "sequential update of the radiation field", which is shown schematically in Figure 4.3. For simplicity it will be explained in detail for a 1D cloud box. We divide the update of the radiation field, i.e., the radiative transfer step calculations for all positions and directions inside the cloud box, into three parts: Update for "up-looking" zenith angles ( $0^{\circ} \leq \theta_{\text {up }} \leq 90^{\circ}$ ), for "down-looking" angles $\left(\theta_{\text {limit }} \leq \theta_{\text {down }} \leq 180^{\circ}\right)$ and for "limb-looking" angles $\left(90^{\circ}<\right.$ $\theta_{\text {limb }}<\theta_{\text {limit }}$ ). The "limb-looking" case is needed, because for angles between $90^{\circ}$ and $\theta_{\text {limit }}$ the intersection point is at the same pressure level as the observation point. The limiting angle $\theta_{\text {limit }}$ is calculated geometrically. Note that the propagation direction of the radiation is opposite to the viewing direction or the direction of the line of sight, which is indicated by the arrows. In the 1D case the radiation field is a set of Stokes vectors each of which depend upon the position and direction:

$$
\begin{equation*}
\mathcal{I}=\left\{\boldsymbol{I}\left(p_{i}, \theta_{l}\right)\right\} \tag{4.23}
\end{equation*}
$$

The boundary condition for the calculation is the incoming radiation


Figure 4.3: Schematic of the sequential update (1D) showing the three different parts: "up-looking" corresponds to zenith angles $\theta_{\text {up }}$, "limb-looking" corresponds to $\theta_{\text {limb }}$ "down-looking" corresponds to $\theta_{\text {down }}$.
field on the cloud box boundary $\mathcal{I}^{b d}$ :

$$
\begin{align*}
\mathcal{I}^{b d}=\left\{\boldsymbol{I}\left(p_{i}, \theta_{l}\right)\right\} \text { where } p_{i} & =p_{N} \forall \theta_{l} \in\left[0, \theta_{\text {limit }}\right] \\
p_{i} & =p_{0} \forall \theta_{l} \in\left(\theta_{\text {limit }}, 180^{\circ}\right] \tag{4.24}
\end{align*}
$$

where $p_{0}$ and $p_{N}$ are the pressure coordinates of the lower and upper cloud box boundaries respectively. For down-looking directions, the intensity field at the lower-most cloud box boundary and for up- and limb-looking directions the intensity field at the uppermost cloud box boundary are the required boundary conditions respectively.

### 4.2.1 Up-looking directions

The first step of the sequential update is to calculate the intensity field for the pressure coordinate $p_{N-1}$, the pressure level below the uppermost boundary, for all up-looking directions. Radiative transfer steps are calculated for paths starting at the uppermost boundary and propagating to the $(N-1)$ pressure level. The required input for this radiative transfer step are the averaged coefficients of the uppermost cloud box layer and the Stokes vectors at the uppermost boundary for all up-looking directions. These are obtained by interpolating the
boundary condition $\mathcal{I}^{b d}$ on the appropriate zenith angles. Note that the zenith angle of the propagation path for the observing direction $\theta_{l}$ does not equal $\theta_{l}^{\prime}$ at the intersection point due to the spherical geometry. If $\theta_{l}$ is close to $90^{\circ}$ this difference is most significant.

To calculate the intensity field for the pressure coordinate $p_{N-2}$, we repeat the calculation above. We have to calculate a radiative transfer step from the $(N-1)$ to the $(N-2)$ pressure level. As input we need the interpolated intensity field at the $(N-1)$ pressure level, which has been calculated in the last step.

For each pressure level $(m-1)$ we take the interpolated field of the layer above $\left(\mathcal{I}\left(p_{m}\right)^{(1)}\right)$. Using this method, the scattering influence from particles in the upper-most cloud box layer can propagate during one iteration down to the lower-most layer. This means that the number of iterations does not scale with the number of pressure levels, which would be the case without sequential update.

The radiation field at a specific point in the cloud box is obtained by solving Equation (4.8). For up-looking directions at position $p_{m-1}$ we may write:

$$
\begin{align*}
& \boldsymbol{I}\left(p_{m-1}, \theta_{\mathrm{up}}\right)^{(1)}=e^{-\overline{\left\langle\boldsymbol{K}\left(\theta_{\mathrm{up}}\right)\right\rangle} s} \boldsymbol{I}\left(p_{m}, \theta_{\mathrm{up}}\right)^{(1)} \\
& +\left(\mathbb{I}-e^{-\overline{\left\langle\boldsymbol{K}\left(\theta_{\mathrm{up}}\right)\right\rangle} s}\right) \overline{\left\langle\boldsymbol{K}\left(\theta_{\mathrm{up}}\right)\right\rangle}  \tag{4.25}\\
& \\
& -1 \\
& \left(\overline{\left\langle\boldsymbol{a}\left(\theta_{\mathrm{up}}\right)\right\rangle} \bar{B}+\overline{\left\langle\boldsymbol{S}\left(\theta_{\mathrm{up}}\right)^{(0)}\right\rangle}\right)
\end{align*}
$$

For simplification we write

$$
\begin{equation*}
\boldsymbol{I}\left(p_{m-1}, \theta_{\mathrm{up}}\right)^{(1)}=\boldsymbol{A}\left(\theta_{\mathrm{up}}\right) \boldsymbol{I}\left(p_{m}, \theta_{\mathrm{up}}\right)^{(1)}+\boldsymbol{B}\left(\theta_{\mathrm{up}}\right) \tag{4.26}
\end{equation*}
$$

Solving this equation sequentially, starting at the top of the cloud and finishing at the bottom, we get the updated radiation field for all up-looking angles.

$$
\begin{equation*}
\mathcal{I}\left(p_{i}, \theta_{\mathrm{up}}\right)^{(1)}=\left\{\boldsymbol{I}^{(1)}\left(p_{i}, \theta_{l}\right)\right\} \quad \forall \theta_{l} \in\left[0,90^{\circ}\right] \tag{4.27}
\end{equation*}
$$

### 4.2.2 Down-looking directions

The same procedure is done for down-looking directions. The only difference is that the starting point is the lower-most pressure level
$p_{1}$ and the incoming clear sky field at the lower cloud box boundary, which is interpolated on the required zenith angles, is taken as boundary condition. The following equation is solved sequentially, starting at the bottom of the cloud box and finishing at the top:

$$
\begin{equation*}
\boldsymbol{I}\left(p_{m}, \theta_{\text {down }}\right)^{(1)}=\boldsymbol{A}\left(\theta_{\text {down }}\right) \boldsymbol{I}\left(p_{m-1}, \theta_{\text {down }}\right)^{(1)}+\boldsymbol{B}\left(\theta_{\text {down }}\right) . \tag{4.28}
\end{equation*}
$$

This yields the updated radiation field for all down-looking angles.

$$
\begin{equation*}
\mathcal{I}\left(p_{i}, \theta_{\text {down }}\right)^{(1)}=\left\{\boldsymbol{I}^{(1)}\left(p_{i}, \theta_{l}\right)\right\} \quad \forall \theta_{l} \in\left[\theta_{\text {limit }}, 180^{\circ}\right] . \tag{4.29}
\end{equation*}
$$

### 4.2.3 Limb directions

A special case for limb directions, which correspond to angles slightly above $90^{\circ}$ had to be implemented. If the tangent point is part of the propagation path step, the intersection point is exactly at the same pressure level as the starting point. In this case the linearly interpolated clear sky field is taken as input for the radiative transfer calculation, because we do not have an already updated field for this pressure level:

$$
\begin{equation*}
\boldsymbol{I}\left(p_{m}, \theta_{\mathrm{limb}}\right)^{(1)}=\boldsymbol{A}\left(\theta_{\mathrm{limb}}\right) \boldsymbol{I}\left(p_{m}, \theta_{\mathrm{limb}}\right)^{(0)}+\boldsymbol{B}\left(\theta_{\mathrm{limb}}\right) \tag{4.30}
\end{equation*}
$$

By solving this equation the missing part of the updated radiation field is obtained

$$
\begin{equation*}
\left.\mathcal{I}\left(p_{i}, \theta_{\text {limb }}\right)^{(1)}=\left\{\boldsymbol{I}\left(p_{i}, \theta_{l}\right)\right\} \quad \forall \theta_{l} \in\right] 90^{\circ}, \theta_{\text {limit }}[ \tag{4.31}
\end{equation*}
$$

For all iterations the sequential update is applied. Using this method the number of iterations depends only on the optical thickness of the cloud or on the number of multiple-scattering events, not on the number of pressure levels.

How the sequential update is performed in the 3D model is described in Eriksson et al. (2004).

### 4.3 Grid optimization and interpolation methods

The accuracy of the DOIT method depends very much on the discretization of the zenith angle. The reason is that the intensity field strongly increases at about $\theta=90^{\circ}$. For angles below $90^{\circ}$ ("uplooking" directions) the intensity is very small compared to angles above $90^{\circ}$ ("down-looking" directions), because the thermal emission from the lower atmosphere and from the ground is much larger than thermal emission from trace gases in the upper atmosphere. Figure 4.4 shows an example intensity field as a function of zenith angle for different pressure levels inside a cloud box, which is placed from 7.3 to 12.7 km altitude, corresponding to pressure limits of 411 hPa and 188 hPa respectively. The cloud box includes 27 pressure levels. The frequency of the sample calculation was 318 GHz . A midlatitudesummer scenario including water vapor, ozone, nitrogen and oxygen was used. The atmospheric data was taken from the FASCOD (Anderson et al., 1986) and the spectroscopic data was obtained from the HITRAN database (Rothman et al., 1998). For simplicity this 1D set-up was chosen for all sample calculations in this section. As the intensity (or the Stokes vector) at the intersection point of a propagation path is obtained by interpolation, large interpolation errors can occur for zenith angles of about $90^{\circ}$ if the zenith angle grid discretization is too coarse. Taking a very fine equidistant zenith angle grid leads to very long computation times. Therefore a zenith angle grid optimization method is required.

For the computation of the scattering integral it is possible to take a much coarser zenith angle resolution without losing accuracy. It does not make sense to use the zenith angle grid, which is optimized to represent the radiation field with a certain accuracy. The integrand is the product of the phase matrix and the radiation field. The peaks of the phase matrices can be at any zenith angle, depending on the incoming and the scattered directions. The multiplication smooths out both the radiation field increase at $90^{\circ}$ and the peaks of the phase matrices. Test calculations have shown that an increment of $10^{\circ}$ is sufficient. Taking the equidistant grid saves the computation time of
the scattering integral to a very large extent, because much less grid points are required.


Figure 4.4: Intensity field for different pressure levels.

### 4.3.1 Zenith angle grid optimization

As a reference field for the grid optimization the DOIT method is applied for an empty cloud box using a very fine zenith angle grid. The grid optimization routine finds a reduced zenith angle grid which can represent the intensity field with the desired accuracy. It first takes the radiation at $0^{\circ}$ and $180^{\circ}$ and interpolates between these two points on all grid points contained in the fine zenith angle grid for all pressure levels. Then the differences between the reference radiation field and the interpolated field are calculated. The zenith angle grid point, where the difference is maximal is added to $0^{\circ}$ and $180^{\circ}$. After that the radiation field is interpolated between these three points forming part of the reduced grid and again the grid point with the maximum difference is added. Using this method more and more grid points are


Figure 4.5: Interpolation errors for different grid accuracies. Top panel: Clear sky radiation simulated for a sensor at an altitude of 13 km for all viewing directions. Bottom left: Grid optimization accuracy for limb directions. Bottom right: Grid optimization accuracy for down-looking directions.
added to the reduced grid until the maximum difference is below a requested accuracy limit.

The top panel of Figure 4.5 shows the clear sky radiation in all viewing directions for a sensor located at 13 km altitude. This result was obtained with a switched-off cloud box. The difference between the clear sky part of the ARTS model and the scattering part is that in the clear sky part the radiative transfer calculations are done along the line of sight of the instrument whereas inside the cloud box the RT calculations are done as described in the previous section to obtain the full radiation field inside the cloud box. In the clear sky part the radiation field is not interpolated, therefore we can take the clear sky solution as the exact solution.

The interpolation error is the relative difference between the exact clear sky calculation (cloud box switched off) and the clear sky calculation with empty cloud box. The bottom panels of Figure 4.5 show the interpolation errors for zenith angle grids optimized with three different accuracy limits $(0.1 \%, 0.2 \%$ and $0.5 \%$.). The left plot shows the critical region close to $90^{\circ}$. For a grid optimization accuracy of $0.5 \%$ the interpolation error becomes very large, the maximum error is about $8 \%$. For grid accuracies of $0.2 \%$ and $0.1 \%$ the maximum interpolation errors are about $0.4 \%$ and $0.2 \%$ respectively. However for most angles it is below $0.2 \%$, for all three cases. For down-looking directions from $100^{\circ}$ to $180^{\circ}$ the interpolation error is at most $0.14 \%$ for grid accuracies of $0.2 \%$ and $0.5 \%$ and for a grid accuracy of $0.1 \%$ it is below $0.02 \%$.

### 4.3.2 Interpolation methods

Two different interpolation methods can be chosen in ARTS for the interpolation of the radiation field in the zenith angle dimension: linear interpolation or three-point polynomial interpolation. The polynomial interpolation method produces more accurate results provided that the zenith angle grid is optimized appropriately. The linear interpolation method on the other hand is safer. If the zenith angle grid is not optimized for polynomial interpolation one should use the simpler linear interpolation method. Apart from the interpolation of the radiation field in the zenith angle dimension linear interpolation is used everywhere in the model. Figure 4.6 shows the interpolation errors for the different interpolation methods. Both calculations are performed on optimized zenith angle grids, for polynomial interpolation 65 grid points were required to achieve an accuracy of $0.1 \%$ and for linear interpolation 101 points were necessary to achieve the same accuracy. In the region of about $90^{\circ}$ the interpolation errors are below $1.2 \%$ for linear interpolation and below $0.2 \%$ for polynomial interpolation. For the other down-looking directions the differences are below $0.08 \%$ for linear and below $0.02 \%$ for polynomial interpolation. It is obvious that polynomial interpolation gives more accurate results.

Another advantage is that the calculation is faster because less grid points are required, although the polynomial interpolation method itself is slower than the linear interpolation method. Nevertheless, we have implemented the polynomial interpolation method so far only in the 1D model. In the 3D model, the grid optimization needs to be done over the whole cloud box, where it is not obvious that one can save grid points. Applying the polynomial interpolation method using non-optimized grids can yield much larger interpolation errors than the linear interpolation method.


Figure 4.6: Interpolation errors for polynomial and linear interpolation.

### 4.3.3 Error estimates

The interpolation error for scattering calculations can be estimated by comparison of a scattering calculation performed on a very fine zenith angle grid (resolution $0.001^{\circ}$ from $80^{\circ}$ to $100^{\circ}$ ) with a scattering calculation performed on an optimized zenith angle grid with $0.1 \%$ accuracy. The cloud box used in previous test calculations is filled with spheroidal particles with an aspect ratio of 0.5 from 10 to 12 km altitude. The ice mass content is assumed to be $4.3 \cdot 10^{-3} \mathrm{~g} / \mathrm{m}^{3}$ at all pressure levels. An equal volume sphere radius of $75 \mu \mathrm{~m}$ is assumed. The particles are either completely randomly oriented (p20) or azimuthally randomly oriented (p30) (cf. Appendix 3.4). The top
panels of Figure 4.7 show the interpolation errors of the intensity. For both particle orientations the interpolation error is in the same range as the error for the clear sky calculation, below 0.2 K . The bottom panels show the interpolation errors for $Q$. For the randomly oriented particles the error is below $0.5 \%$. For the horizontally aligned particles with random azimuthal orientation it goes up to $2.5 \%$ for a zenith angle of about $91.5^{\circ}$. It is obvious that the interpolation error for $Q$ must be larger than that for $I$ because the grid optimization is accomplished using only the clear-sky field, where the polarization is zero. Only the limb directions about $90^{\circ}$ are problematic, for other down-looking directions the interpolation error is below $0.2 \%$.


Figure 4.7: Interpolation errors for a scattering calculation. Left panels: Interpolation errors for limb directions. Right panels: Interpolation errors for down-looking directions. Top: Intensity $I$, Bottom: Polarization difference $Q$

## 5 Comparison of the DOIT method with other scattering models

### 5.1 Comparison with the pseudo-spherical unpolarized model FM2D

An intercomparison between the two-dimensional forward model FM2D developed at RAL (Rutherford Appleton Laboratory) and the ARTS-DOIT scattering model was performed in order to validate the FM2D model, which includes several approximations for efficiency reasons. The focus in the FM2D development was, that the model should be sufficiently fast for use in non-linear retrieval simulations.

### 5.1.1 The pseudo-spherical approach

The RAL forward model is briefly described and validated in von Clarmann et al. (2003). The model allows modeling of the atmosphere in two dimensions with the field expressed as a two-dimensional, vertical and horizontal, section. Operation in 1D mode, where the atmosphere is assumed to be spherically symmetric, is also possible. The model can be used for radiative transfer calculations in the microwave and in the mid-infrared wavelength regions. Scattering has been included by using the plane-parallel version of the GOMETRAN model (Rozanov et al., 1997), which was extended to include thermal emission as well as solar radiation. This allows to efficiently calculate the multiplescattering source function at all points along the limb line-of-sight, ray-traced through a spherical atmosphere. The implementation of the scattering in FM2D is described in Kerridge et al. (2004), where the following intercomparison study has also been published.

## Integration of the RTE

As the full solution of the VRTE (1.42) is computationally expensive, the following assumptions are included in FM2D for simplification:

1. Polarization can be neglected, i.e., the SRTE (1.51) is considered.
2. The scattering integral can be evaluated using a plane-parallel, 1Dmodel with optical properties taken from the 2D-atmosphere at the horizontal position of the considered propagation path point. Having obtained the scattering integral, which is often called source function, at all points along the line-of-sight, the scalar radiative transfer equation with a fixed scattering integral term Equation (4.20) is evaluated along the LOS.
The scattering integral is modeled using a modified version of the GOMETRAN++ forward model. The integration of the radiative transfer equation is done numerically by iterating the following equation, which follows from Equation (1.51), along the line of sight:

$$
\begin{equation*}
I_{l+1}=I_{l} e^{-\overline{\left\langle K_{11, l}\right\rangle} \Delta s_{l}}+\frac{\overline{\left\langle a_{1}, l\right\rangle} \bar{B}+\overline{\left\langle S_{l}\right\rangle}}{\overline{\left\langle K_{11, l}\right\rangle}}\left(1-e^{-\overline{\left\langle K_{11, l}\right\rangle} \Delta s_{l}}\right) \tag{5.1}
\end{equation*}
$$

where $l$ is the index of a path segment and $\Delta s_{l}$ the path length. The calculation of the source function $\langle S\rangle$ is done for all along track grid points as a first step. $\left\langle\overline{S_{l}}\right\rangle$ is then obtained by interpolating $\langle S\rangle$ in altitude, horizontal along-track position and local LOS zenith angle.

## Representation of scatterers

The distribution of scatterers in FM2D is defined by the user as the 2D distributions of the associated scattering and absorption coefficient (in $\mathrm{km}^{-1}$ ), together with parameters describing the phase function. The scattering properties are calculated outside FM2D using for example a Mie scattering program.

In principle the phase function must be specified in FM2D as a function of altitude, along-track position, frequency and scattering angle. In order to minimize the number of input parameters, the angular dependence of the phase function is modeled by two parameters: the Henry-Greenstein asymmetry parameter and the Rayleigh fraction.

## Notes on accuracy of the model

For 1D geometries, the plane-parallel approach is well known to be accurate for near-nadir geometries. The extension to limb geometry in FM2D should give similar accurate results, since the plane parallel approximation is only made to determine the scattering integral, where an integration is performed over all spatial directions. Therefore the accuracy of the scattering integral will be similar for nadir and limb viewing geometry. This argument does not hold for strongly peaked phase functions which imply strong forward scattering. In this case, near-limb incident directions dominate the scattering integral and are not well modeled in the plane-parallel approach.

For 2D calculations many important aspects of the radiative transfer along the line of sight are captured by the approach since in most cases the local vertical atmospheric state profiles are dominant in the scattering integral calculation.

### 5.1.2 Clear sky comparison

Before comparing the scattering models it had to be assured that the clear sky calculations agree within a required accuracy.

In these calculations the same atmospheric profiles, gas absorption coefficients and general model settings were used. The MASTER-C band was chosen for the intercomparison as it includes different levels of gas absorption, a low gas absorption region at about 318 GHz and strong gas absorption at about 324 GHz .

The comparison is based on the standard profiles used at RAL. The species in the atmosphere are restricted to $\mathrm{H}_{2} \mathrm{O}$ and $\mathrm{O}_{3}$ and the earth is considered to be spherical with a radius of 6367.62 km . All atmospheric fields are defined on a 1 km vertical grid, irrespective of forward model internal grids, and extend to a height of 50 km . The assumed satellite altitude is 820 km . We have chosen a coarse optimized frequency grid including 70 frequencies. This is sufficient for an intercomparison of the scattering models, since the scattering properties do not change much in the MASTER band.

The results of the intercomparison, which are presented in Fig-

## ARTS (black) vs. FM2D (grey) clear sky



Figure 5.1: Clear sky radiative transfer comparison at different tangent heights (TH).
ure 5.1, show that the level of agreement between the two models is very good. For a propagation path step length of 1 km , the highest relative difference is about $0.6 \%$ for a non-refractive atmosphere, this corresponds to a difference of approximately 1 K in brightness temperature.

### 5.1.3 Comparison for cloudy scenarios

## Definition of cloud scenarios

The cloud setup for the calculations is summarized in Table 5.1. The table includes the ice mass content IMC, the effective radius $R_{\text {eff }}$ of the size distributions, and the altitude of the different cloud scenarios. The cloud particle size was parametrized according to the gamma distribution introduced in Section 3.5.2. All particles were assumed
to be spherical. According to FIRE measurements, these scenarios correspond to realistic cloud cases.

Table 5.1: Definition of cloud scenarios for the scattering model intercomparison (DOIT versus FM2D)

| Cloud | IMC $\left[\mathrm{g} \mathrm{m}^{-3}\right]$ | $R_{\text {eff }}[\mu \mathrm{m}]$ | Altitude $[\mathrm{km}]$ |
| :--- | :---: | :---: | :---: |
| 1 | 0.0001 | 21.5 | $10-12.1$ |
| 2 | 0.004 | 34.0 | $10-12.1$ |
| 3 | 0.02 | 68.5 | $10-12.1$ |
| 4 | 0.04 | 85.5 | $10-12.1$ |
| 5 | 0.1 | 128.5 | $10-12.1$ |

## Results and discussion

The result of the calculations is presented in Figure 5.2. The rows in the figure correspond to the five scenarios. The left column shows the simulated radiances at tangent heights of $1 \mathrm{~km}, 8 \mathrm{~km}, 10 \mathrm{~km}$ and 11.5 km . The black lines corresponds to the ARTS-DOIT results and the grey lines to the FM2D results. The middle column shows the scattering effect, which is the difference between cloudy radiances and clear sky radiances. A positive value corresponds to a brightness temperature enhancement due to cloud and a negative value corresponds to a brightness temperature depression. Again, the black lines are the ARTS results and the grey lines the FM2D results. The plots show, that the modeled radiances are very similar. The right column in the figure shows the differences between ARTS and FM2D, more precisely, the difference between the simulated scattering effects.

For scenario 1, the weakest cloud scenario, the difference between the models is below 0.004 K . The thicker the cloud the larger the cloud signal and also the difference between the models. The maximum difference for scenario 2 is approximately 0.3 K . For scenario 3 and 4 the maximum difference is about 1.6 K and for scenario 5 about 3.6 K. In scenarios 3 and 4 the FM2D results show larger brightness temperatures whereas in scenario 5 the ARTS brightness temperatures are higher. Figure 5.3 shows the normalized phase functions for the

## ARTS (black) vs. FM2D (grey)



Figure 5.2: Results for all scenarios. Left: Cloudy radiances. Centre: Differences between cloudy and clear sky brightness temperatures. Right: Differences between ARTS and FM2D.


Figure 5.3: Normalized phase functions for the simulated cloud scenarios
modeled cloud scenarios. For scenario 1 and 2 , the phase function shows a forward $\left(0^{\circ}\right)$ and a backward $\left(180^{\circ}\right)$ peak. The shape of the phase function is rather flat, that means radiation is scattered into all directions. For scenarios 3 to 5 most of the radiation is scattered into the forward directions. In scenario 5 the forward peak is most pronounced. The more radiation is scattered into forward direction, the less accurate is the plane parallel approximation for the calculation of the scattering integral. Both the increase in cloud optical depth and the more pronounced forward peak in the phase function explain the increasing differences between ARTS and RAL-FM2D with increasing ice mass content and increasing particle size. Simulations for similar cloud scenarios are also presented in Chapter 6, where the effect of different cloud parameters is discussed in detail using the ARTS-DOIT model.

### 5.2 Comparison with the single scattering model KOPRA for IR wavelengths

This section presents the intercomparison of the DOIT multiple scattering algorithm with the KOPRA (Karlsruhe Optimized and Precise Radiative Transfer Algorithm) model, which includes a single scattering approach. This intercomparison has been published in Hoepfner and Emde (2005). The validity of single scattering radiative transfer calculations for simulations of limb emission measurements of clouds in the mid-infrared spectral region was investigated. This study assesses the applicability of relatively fast single scattering calculations, which are important for data analysis of measurements of polar stratospheric and of cirrus clouds by current and future satellite borne spectrally high-resolution limb-emission sounders. Such instruments are for instance MIPAS (Michelson Interferometer for Passive Atmospheric Sounding) on Envisat (Fischer and Oelhaf, 1996), launched in March 2002, or TES (Troposhperic Emission Spectrometer) on EOSAura (Beer et al., 2001), launched in July 2004.

### 5.2.1 Zero- and single scattering solutions

KOPRA was especially developed for the analysis of spectrally high resolved remote sensing measurements of the earth's atmosphere in the mid-infrared (Stiller, 2000; Stiller et al., 2002). The part of the model describing radiative transfer in the gaseous atmosphere has been validated extensively (Glatthor et al., 1999; von Clarmann et al., 2002, 2003; Tjemkes et al., 2003). Based on a layer-by-layer approach KOPRA models the radiative transfer as a succession of extinction, emission and scattering in homogeneous layers.

From the analytic solution of Equation (1.51) for a homogeneous layer of thickness $s$ with fixed scattering integral (4.21) we can derive the discretized radiative transfer equation. If the instrumental line-ofsight traverses L layers it reads:

$$
\begin{equation*}
I\left(s^{\mathrm{obs}}\right)=I^{(0)} \prod_{l=1}^{L} \tau(l)+\sum_{l=1}^{L}\left[\frac{\left\langle a_{1, l}\right\rangle \overline{B_{l}}+\left\langle S_{l}\right\rangle}{\left\langle K_{11, l}\right\rangle}\left(1-\tau_{l}\right) \prod_{j=l+1}^{L} \tau_{j}\right] \tag{5.2}
\end{equation*}
$$

where $l$ the index of the layer and $\tau_{l}=\exp \left(-\left\langle K_{11, l}\right\rangle s_{l}\right)$ is the transmission of layer $l$ with thickness $s_{l}$. For the determination of the scattering integral $S_{l}=\int_{4 \pi} \mathrm{~d} \boldsymbol{n}^{\prime}\left\langle Z_{11, l}\left(\boldsymbol{n}, \boldsymbol{n}^{\prime}\right)\right\rangle I_{l}\left(\boldsymbol{n}^{\prime}\right)$, the incoming radiances are calculated neglecting the scattering source term:

$$
\begin{equation*}
I\left(s^{\prime}\right)=I^{(0)} \prod_{l^{\prime}=1}^{L^{\prime}} \tau\left(l^{\prime}\right)+\sum_{l^{\prime}=1}^{L^{\prime}}\left[\frac{\left\langle a_{1, l^{\prime}}\right\rangle B_{l^{\prime}}}{\left\langle K_{11, l^{\prime}}\right\rangle}\left(1-\tau_{l^{\prime}}\right) \prod_{j=l^{\prime}+1}^{L^{\prime}} \tau_{j}\right] \tag{5.3}
\end{equation*}
$$

The prime symbol denotes that the variables belong to the first order scattering rays.

Below, four different options of scattering in KOPRA will be compared with the ARTS DOIT scattering algorithm:

KOPRA(0) Zero scattering scheme neglecting the scattering source term $\left\langle S_{l}\right\rangle$ in Equation (5.2).
KOPRA(1) Zero scattering scheme neglecting the scattering source term $\left\langle S_{l}(\boldsymbol{n})\right\rangle$ and replacing the absorption coefficient $\left\langle a_{1, l}\right\rangle$ by the extinction coefficient $\left\langle K_{11, l}\right\rangle$ in Equation (5.2). This increases the thermal source term and might compensate for omitting the scattering source term. For optically thick clouds this approach should result in the blackbody radiation emitted from the top of the cloud, since extinction and emission are equal.
KOPRA(2) Single scattering scheme using Equation (5.2) and Equation (5.3).
KOPRA(3) Single scattering scheme using Equation (5.2) and Equation (5.3) in which $\left\langle a_{1, l^{\prime}}\right\rangle$ is replaced by $\left\langle K_{11, l^{\prime}}\right\rangle$, which could possibly compensate for neglecting the multiple scattered component of the radiation field.

### 5.2.2 Definition of scenarios

In order to avoid any problems with differences in line-by-line absorption calculations, absorption cross-sections were calculated using the KOPRA model. The spectral interval $946.149-950.837 \mathrm{~cm}^{-1}$ was selected and the gases $\mathrm{CO}_{2}$ and $\mathrm{H}_{2} \mathrm{O}$ were taken into account. The crosssections were calculated for the atmospheric pressure-temperature profile on a 0.5 km grid. These pre-calculated cross-sections were used to simulate the gaseous radiance contributions with the ARTS model.

The altitude profile of the cloud was defined between 9.5 and 12.5 km altitude with linearly increasing (from $0 \mathrm{~cm}^{-3}$ ) values of the particle number density from 9.5 to 10 km and decreasing values (to $0 \mathrm{~cm}^{-3}$ ) from 12 to 12.5 km . Between 10 and 12 km the number density was constant. A log-normal size distribution of spherical ice-cloud particles was assumed with a median-radius of $4 \mu \mathrm{~m}$ and a width of 0.3 . Table 5.2 summarizes the five scenarios of increasing density. Here, the smallest volume density is in the order of that of typical polar stratospheric clouds of type I containing a large fraction of $\mathrm{HNO}_{3}$ and scenario 2 is representative of polar stratospheric clouds of type II consisting of ice particles.

For the determination of single scattering properties, Mie calculations were done on basis of refractive indexes of ice by Toon et al. (1994). In the middle of the defined spectral interval the refractive index is $(1.07+0.17 \mathrm{i})$ leading to an absorption cross-section of $5.1 \times$ $10^{-7} \mathrm{~cm}^{2}$ and a scattering cross-section of $1.6 \times 10^{-7} \mathrm{~cm}^{2}$. This results in a single scattering albedo $\omega_{0}=0.24$. Hence this is a case of relatively strong absorption, since the chosen wave-number region is situated at the edge of an ice absorption peak in the mid-IR with a maximum around $830 \mathrm{~cm}^{-1}$. To cover also a case of strong scattering and weak absorption we used an index of refraction of $(1.25+0.018 i)$ for the same wave-number region. This resulted in absorption and scattering cross-sections of $1.1 \times 10^{-7} \mathrm{~cm}^{2}$ and $5.9 \times 10^{-7} \mathrm{~cm}^{2}$, respectively ( $\omega_{0}$ $=0.84$ ). Figure 5.4 shows the single scattering albedo for spherical ice particles in the mid-infrared as a function of wave-number and particle radius. Obviously, the chosen values for $\omega_{0}$ cover a large fraction of the overall variability.


Figure 5.4: Single scattering albedo $\omega_{0}$ for spherical ice particles of different radius covering the spectral region of the MIPAS/Envisat experiment. For the Mie calculations the refractive indexes of ice by Toon et al. Toon et al. (1994) were used.

Optical depths for the different cloud scenarios are given in Table 5.2 for nadir direction and limb view with a tangent altitude at 11 km in the middle of the cloud. In case of nadir geometry only scenario 5 is optically thick, while in limb direction scenarios $3-5$ are opaque.

Table 5.2: Cloud scenarios used for the ARTS/KOPRA intercomparison. Optical depths are given for the two cases $\omega_{0}=0.24$ and $\omega_{0}=0.84$ (in brackets).

| Cloud <br> scenario | Number <br> density <br> $\left[\mathrm{cm}^{-3}\right]$ | Volume <br> density <br> $\left[\mu^{3} \mathrm{~cm}^{-3}\right]$ | Optical <br> depth <br> nadir | Optical <br> depth <br> $l^{2 m b}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.01 | 4.0194 | $1.68(1.75) \times 10^{-3}$ | $0.17(0.176)$ |
| 2 | 0.1 | 40.194 | $1.68(1.75) \times 10^{-2}$ | $1.7(1.76)$ |
| 3 | 1 | 401.94 | $1.68(1.75) \times 10^{-1}$ | $17.0(17.6)$ |
| 4 | 10 | 4019.4 | $1.68(1.75)$ | $170(176)$ |
| 5 | 100 | 40194 | $16.8(17.5)$ | $1700(1760)$ |

[^2]
### 5.2.3 Results for case $\omega_{0}=0.24$

Figure 5.5 shows the intercomparison between results from ARTS, and KOPRA(0)-KOPRA(3) for the case of strong absorption and for a line-of-sight crossing the middle of the cloud layer at 11 km tangent altitude. Spectra for lower altitudes are not shown here because the results were very similar. As reference, the top row compares the cloud-free model runs. In the region between the strong emission lines where the gaseous atmosphere is optically thin and to which, thus, the comparison between the cloud calculations will refer, differences are below $0.5 \%$.

The very thin cloud of scenario 1 mainly introduces a broadband offset above the clear sky spectrum due to the emission by the cloud particles and the scattering of radiation from the troposphere and the earth's surface. The scattered contribution is the difference between KOPRA(0) and ARTS and accounts for about $35 \%$ of the total radiance. Since the second zero scattering scheme KOPRA(1) models a larger emission from the cloud particles, the difference to ARTS is with $15 \%$ somewhat reduced compared to $\operatorname{KOPRA}(0)$. The results of both single scattering models, KOPRA(2) and KOPRA(3) are nearly identical to the multiple scattering approach with less than $0.5 \%$ difference.

In scenario 2, the radiance continuum is strongly increased and reaches with $2000 \mathrm{nW} /\left(\mathrm{cm}^{2} \mathrm{sr} \mathrm{cm}^{-1}\right)$ the value of the Planck function for the temperature at cloud altitude. The spectra of the single and multiple scattering models clearly show signs of radiance of tropospheric origin, like the downward pointing absorption features of the water vapor lines. These structures are missing in the calculations by both zero scattering schemes KOPRA(0) and KOPRA(1). The difference between those and ARTS are of the same magnitude as in scenario 1. The accuracies of $\operatorname{KOPRA}(2)$ and $\operatorname{KOPRA}(3)$ with less then $1 \%$ are still much better in case of neglecting scattering. However, with less than $0.5 \% \operatorname{KOPRA}(3)$ fits closer to ARTS than KOPRA(2) with $1 \%$.

In scenario 3 there is a further increase of the continuum radiance compared to scenario 2 . The background value for the scattering mod-


Figure 5.5: Comparison between limb spectra for 11 km tangent altitude calculated with ARTS and different KOPRA options for the case of strong absorption $\left(\omega_{0}=0.24\right)$.
els is now larger than radiation of a blackbody at the cloud position which is given by the result of KOPRA(1). The cloud is optically thick in limb, but not in nadir direction. Thus radiance from the warm troposphere and the earth's surface increases the total signal. This is obvious from the fact that the spectra which include scattering, still exhibit the downward pointing features of the tropospheric water absorption lines. Differences show that the zero scattering models still underestimate the radiance by more than $10 \%$. However, also the single scattering models differ from the ARTS reference by about $4.5 \%$ for $\operatorname{KOPRA}(2)$ and $2 \%$ for $\operatorname{KOPRA}(3)$.

The continuum radiance in scenario 4 is lower than in scenario 3 due to the fact that, though the cloud is still not opaque in nadir direction, less radiation from the troposphere reaches the particles along the line-of-sight which could scatter into the direction of the observer. Furthermore, the typical tropospheric absorption features are not visible anymore. KOPRA(1) is with $3 \%$ difference closer to ARTS than $\operatorname{KOPRA}(2)$ with about $9 \%$ difference. This is due to neglecting multiple scattering. KOPRA(3) with $2.5 \%$ deviation from ARTS still delivers the best result.

In case of scenario 5 , which is optically thick in nadir and limb direction, the cloud closely resembles a black body. Thus, KOPRA(1) deviates from the multiple scattering model by only $0.1 \%$. KOPRA(3) shows differences of $2 \%$ and KOPRA(2) of $11 \%$.

### 5.2.4 Results for case $\omega_{0}=0.84$

Results of the model intercomparison for the case of large scattering $\left(\omega_{0}=0.84\right)$ are shown in Figure 5.6. Though the optical depth of both cases is not very different (see Table 5.2) the continuum signal in the optically thin scenario 1 is increased by a factor of 1.4 compared to the case of strong absorption. This is due to the increased scattering of radiation originating in the warmer troposphere and on ground. Further, the flanks of the water vapor lines show downward pointing broader features also caused by scattered tropospheric radiation. With differences of $40 \%$ and more, the zero scattering models KOPRA(0)
and $\operatorname{KOPRA}(1)$ are far off the reference while the single scattering schemes KOPRA(2) and KOPRA(3) deviate by only $1.5 \%$ and $1 \%$ from ARTS.

With about $3000 \mathrm{nW} /\left(\mathrm{cm}^{2} \mathrm{sr} \mathrm{cm}^{-1}\right)$ the background radiance of the reference spectrum for scenario 2 is $50 \%$ higher than the blackbody radiance at cloud altitude. Very strong absorption features appear at the position of the water vapor and in the flanks of the $\mathrm{CO}_{2}$ lines. Thus, as in scenario 1 , zero scattering models are not capable to model these effects. However, compared to scenario 2 of the strong absorption case, even single scattering models show large differences compared to the ARTS reference: $\operatorname{KOPRA}(2)$ underestimates the radiance by about $7 \%$ while KOPRA(3) calculates $3 \%$ lower values than ARTS.

For scenario 3, which is optically thick in limb direction, the radiance calculated by ARTS reaches its maximum at about $3400 \mathrm{nW} /\left(\mathrm{cm}^{2} \mathrm{sr} \mathrm{cm}^{-1}\right)$. This is by a factor of 1.7 larger than the blackbody at cloud position. The single scattering model, however, does not follow this further increase, but results in lower radiances than in scenario 2 . Thus, the differences with respect to the multiple scattering calculation increase up to $20 \%$ for KOPRA(3) and $35 \%$ for KOPRA(2).

For scenario 4, the ARTS radiances decreased and are only 1.2 times higher than the blackbody. Therefore, the zero scattering model KOPRA(1) compares best, with differences of $13 \%$. The single scattering approach of $\operatorname{KOPRA}(3)$ is far off with up to $32 \%$ lower radiances.

For scenario 5 , which is optically thick in limb and nadir directions, ARTS and blackbody calculations (KOPRA(1)) are nearly identical with less than $1 \%$ difference. Thus, quasi no radiation from the lower troposphere reaches the instrument any more. The comparison with $\operatorname{KOPRA}(3)$ is with $8 \%$ differences much better than for scenarios 3 and 4.

### 5.2.5 Summary and discussion

The validity range of zero and single scattering calculations for simulations of mid-IR limb emission measurements of clouds was investigated


Figure 5.6: Comparison between limb spectra for 11 km tangent altitude calculated with ARTS and different KOPRA options for the case of strong scattering ( $\omega_{0}=0.84$ ).
by comparison with the multiple scattering model ARTS-DOIT. Scenarios from optically thin to thick clouds with a low $\left(\omega_{0}=0.24\right)$ and a high ( $\omega_{0}=0.84$ ) single scattering albedo were used as baseline for the calculations.

For cloud scenarios 1 and 2 , which are optically thin in limb direction, the single scattering approaches achieve results with maximum errors of a few percent. These cloud scenarios resemble polar stratospheric clouds and subvisible cirrus clouds. Thus single scattering models are sufficient for evaluation of such measurements. Zero scattering schemes, however, show errors of more than $15 \%$ and $40 \%$, depending on the single scattering albedo. From Figure 5.4 it is clear that the zero scattering approaches can only be used for particle radii less then about $1 \mu \mathrm{~m}$ at the lower and less than $0.2 \mu \mathrm{~m}$ at the higher end of the shown spectral interval.

For clouds, which are optically thick in limb direction, the quality of single scattering calculations strongly depends on the single scattering albedo. The differences for the model KOPRA(3) range from only $2-3 \%$ for $\omega_{0}=0.24$ up to $10-30 \%$ for $\omega_{0}=0.84$. For the latter case larger errors appear for clouds which are optically thick in limb, but not in nadir direction and which, thus, still scatter a large amount of lower tropospheric radiation into the instrumental line of sight. Combining these results with Figure 5.4 it is clear that for the regions with $\omega_{0}>0.8$, which are situated mainly above $1000 \mathrm{~cm}^{-1}$ for radii between 1 and $10-20 \mu \mathrm{~m}$, the single scattering approaches deliver results with uncertainties in the range of the investigated high scattering case. However, in the atmospheric window below $1000 \mathrm{~cm}^{-1}$, where the ice absorption peak is located, single scattering simulations in case of optically thick clouds should be reliable for particle sizes of less than $10-20 \mu \mathrm{~m}$. For larger particles, the single scattering albedo is around 0.5 over the whole wavelength region. Here, we estimate that the accuracy of single scattering calculations lies between the extreme cases and is in the range of about $5-15 \%$.

Comparing the results of different KOPRA options, we see, that KOPRA(1) and KORA(3) achieve better results than KOPRA(0) and KOPRA(2). The latter implementations underestimate radiances because they neglect the scattering source term while KOPRA(1) and

KOPRA(3) compensate for this by increasing the locally emitted radiation by replacing the absorption coefficient by the extinction coefficient in the direct and the scattered rays, respectively.

A further outcome of this study is that in cases with large single scattering albedo and clouds which are optically thick in limb, but thin in nadir direction, the continuum radiance can be by a factor of up to 1.7 enhanced with respect to the blackbody radiation at cloud top altitude. This is a consequence of the scattering of radiation from the warm troposphere and the earth's surface into the line-of-sight of a limb viewing instrument. Such strong effects are expected to be detectable in recently measured spectra by MIPAS on Envisat or in data of previous missions of mid-IR limb emission sounders like CRISTA (Cryogenic Spectrometers and Telescopes for the Atmosphere) (Spang et al., 2001) or CLEAS (Cryogenic Limb Array Etalon Spectrometer) (Roche et al., 1993).

### 5.3 Comparison between the Monte Carlo and the Discrete Ordinate approach

This section describes the comparison between the two ARTS internal scattering algorithms. In contrast to the previous sections, where the 1D DOIT algorithm was compared to other 1D scalar models, this section presents a comparison of 3D fully polarized models. The Monte Carlo and the DOIT models are the first models of this kind for radiative transfer modeling in the microwave region.

### 5.3.1 The Monte Carlo approach

A reversed Monte Carlo method has been implemented as a second scattering module besides the DOIT module into the ARTS model by Cory Davis. A strong consideration here was that the simplicity of the Monte Carlo radiative transfer concept should translate to reduced development time. Also, reversed Monte Carlo methods allow all computational effort to be concentrated on calculating radiances
for the desired line of sight, and the nature of Monte Carlo algorithms makes parallel computing trivial.

Among the available Backward Monte Carlo RT models, several do not allow a thermal source, or do not consider polarization fully, which means that they can not handle a non-diagonal extinction matrix (e.g., Liu et al. (1996)). Some consider neither thermal source nor polarization (e.g., Oikarinen et al. (1999), Ishimoto and Masuda (2002)).

The ARTS Monte Carlo algorithm is described in Davis et al. (2004). The flowchart shown in Figure 5.7 illustrates the algorithm. In the following a short summary will be given without looking into the details:

1. Begin with a new photon at the cloud box exit point and sample a path length $\Delta s$ along the first requested line of sight using the probability density function $g_{0}(\Delta s)$, which depends on the evolution operator $\tilde{\boldsymbol{O}}$ and on $\tilde{k}$, which is related to the extinction matrix.
2. A random number $\tilde{r}$ is drawn to choose between emission and scattering using a quantity similar to the scattering albedo, $\tilde{\omega}$.
3. If $\tilde{\omega}<\tilde{r}$, the event is considered to be emission, the reversed ray tracing is terminated and the Stokes vector contribution $\boldsymbol{I}^{i}$ is calculated using the Planck function $I_{b}(T)$, where $T$ is the temperature. Then return to step 1.
4. If $\tilde{\omega}>\tilde{r}$, the event is considered to be scattering. At the scattering point a new incident direction $\left(\theta_{\mathrm{inc}}, \phi_{\mathrm{inc}}\right)$ is sampled according to the probability function $g\left(\theta_{\text {inc }}, \phi_{\text {inc }}\right)$, which is calculated using the phase matrix and the extinction matrix. The contribution to the intensity from this incident direction is obtained by the operator $\boldsymbol{Q}_{k}$.
5. A path length is sampled along the new direction.
6. If this path length leads the photon outside the cloud box the contribution of this photon on the cloud box boundary $\boldsymbol{I}^{i}$ is calculated using the matrix $\boldsymbol{Q}_{k}$.
7. Otherwise, if the sampled path length keeps the path within the cloud box, return to step 3.
8. When the $N$ th photon has reached the boundary of the cloud box the Monte Carlo algorithm is stopped and the field on the boundary
of the cloud box is used as the radiative background for the final cloud-sensor clear sky radiative transfer.

### 5.3.2 Setup

## Atmosphere

The comparison simulations were performed for two frequencies, 122 and 230 GHz . These frequencies correspond to channels of the EOS MLS instrument, which can be used for cloud studies. Simulations for this instrument are shown in Chapter 8. Atmospheric profiles were taken from the FASCOD (Anderson et al., 1986) data for tropical regions. For 122 GHz , only the species $\mathrm{O}_{2}, \mathrm{~N}_{2}$ and $\mathrm{H}_{2} \mathrm{O}$ needed to be included. For $230 \mathrm{GHz}, \mathrm{CO}$ and $\mathrm{O}_{3}$ were added. This selection of gaseous species is based on Waters et al. (1999). The water vapor profile was adjusted so that the relative humidity is $100 \%$ with respect to ice at altitudes with non-zero ice mass content.

## Cloud scenario

A thin cirrus cloud layer was selected. The most simple case to start with is a box-shaped cloud in pressure, latitude and longitude coordinates. Since the Monte Carlo method is implemented only for 3D clouds, a 1D comparison is not possible. The FASCOD profiles however are 1D, so a box-shaped 3D cloud was embedded into the 1D atmosphere. The particle size distribution by Mc Farquhar and Heymsfield, which has been described in Section 3.5.3, was used. A single aspect ratio of 1.5 was applied for the whole cloud. It was assumed that the cloud particles are horizontally aligned. The ice mass content of the cloud was $0.1 \mathrm{~g} / \mathrm{m}^{3}$ and the cloud altitude was $11.9-13.4 \mathrm{~km}$. The horizontal extent was $400 \mathrm{~km} \times 400 \mathrm{~km}$, which corresponds to $3.6^{\circ}$ latitude times $3.6^{\circ}$ longitude for tropical regions. Two different sets of lines of sights were considered. They are illustrated in Figure 5.8. All lines of sight of set A intersect in the cloud at a point located 50 km away from the north edge. The lines of sight of set B intersect in the cloud in the center. Clear sky and cloudy simulations were performed


Figure 5.7: Flowchart illustrating the Monte Carlo algorithm. Courtesy of Cory Davis.
for tangent altitudes between 1 and 13 km . Since the DOIT model yields the full radiation field at the same time, a fine tangent altitude resolution was used ( 100 m ). Monte Carlo simulations were performed on a tangent altitude grid with a resolution of 1 km . The zenith angle grid for the DOIT calculation was optimized to a grid accuracy of $0.1 \%$. In 3D, so far only linear interpolation is implemented. This means that at critical zenith angles the error in the calculation can go up to approximately $1 \%$ (compare Figure 4.7). For most altitudes it is expected to be less than $0.2 \%$. The error depends significantly on the cloud optical thickness. For very thick clouds it can be larger than the estimated result, since more iterations are required.

### 5.3.3 Results

The results for 122 GHz are presented in Figure 5.9. The top panel shows the obtained radiances in Rayleigh Jeans BT for tangent altitudes from 1 to 13 km . The grey line is the clear sky field. Black lines correspond to DOIT results and the markers are the Monte Carlo results for both LOS sets. In the radiance plot, there are no obvious differences between the DOIT and the Monte Carlo results or between the LOS set A and LOS set B. The middle left panel shows the difference between cloudy and clear sky radiances. Here we see that the Monte Carlo model shows less BT depression than the DOIT model. The absolute difference, which is shown in the bottom left panel, is between 0.2 and 0.4 K . The middle right panel shows the results obtained for the polarization difference $Q$, also in Rayleigh Jeans BT. Here also the Monte Carlo model shows slightly smaller values. The absolute difference between the models is approximately 0.05 K . For both, $I$ and $Q$, the sign of the differences between the models is at 12 km tangent altitude opposite to the sign of the differences at other tangent altitudes. This can be explained by two opposing mechanisms: scattering away from the LOS for low tangent altitudes and scattering into the LOS for high tangent altitudes. If the scattering effect in the DOIT model was slightly greater than in the Monte Carlo model, the result would show more BT depression for low tangent altitudes and



Figure 5.8: Top: Cloud box and crossing points of LOS sets A and B as seen from the top. The arrow shows the viewing direction of the instrument. Bottom: Lines of sight for tangent altitudes $1-13 \mathrm{~km}$ of sets A and B and the cloud box.
more BT enhancement for high tangent altitudes. At 12 km tangent altitude, scattering away from the LOS still dominates, but the BT depression becomes smaller. The middle left panel shows irregularities in the DOIT result due to interpolation. These would disappear with a finer zenith angle grid. The differences between the DOIT and the Monte Carlo models are similar for both sets of LOS, A and B. The agreement between the models is very good. It is well inside the error estimates of the DOIT model.

The results for 230 GHz are presented in Figure 5.10. The panels are arranged in the same way as in Figure 5.9. The radiance plot shows that the scattering effect is much larger for 230 GHz compared to 122 GHz . There is a BT depression of approximately 50 K for tangent altitudes below 8 km and a BT enhancement of up to 100 K for tangent altitudes above 8 km . At approximately 8 km there is almost no difference between cloudy and clear sky radiances. That means that at this point the same amount of radiation is scattered into the LOS as away from the LOS. The polarization difference is also much larger compared to 122 GHz , it goes up to 8 K . The middle panels show no obvious deviations between the Monte Carlo model and the DOIT model, but the bottom panels show, that the difference is almost 2 K for small tangent heights and 4 K at 12 km tangent altitude. For $Q$ the absolute differences are small apart from 12 km tangent altitude where it goes up to -2 K . One of the reasons for this deviation is the interpolation of the radiation field. Since many iterations are required for the rather strong cloud the interpolation error could be more than $1 \%$.

### 5.3.4 Discussion

At 122 GHz the Monte Carlo model and the 3D DOIT model are in very good agreement, the differences are less than 0.5 K for total intensities and about 0.05 K for the polarization difference. At 230 GHz the difference is much larger, for most tangent altitudes approximately 2 K for the intensities and approximately 0.3 K for the polarization difference. The major differences between the two frequencies are the gas


Figure 5.9: Results obtained for 122 GHz : The top panel shows the absolute radiances and the clear sky radiances (grey line). The middle left panel shows the intensity differences and the middle right panel shows the polarization signal. The bottom panels show the absolute differences between the DOIT and the MC modules for intensity and polarization.


Figure 5.10: Results obtained for 230 GHz : The top panel shows the absolute radiances and the clear sky radiances (grey line). The middle left panel shows the intensity differences and the middle right panel shows the polarization signal. The bottom panels show the absolute differences between the DOIT and the Monte Carlo modules for intensity and polarization.
absorption and the single scattering properties. The clear sky field shows, that the gas absorption at high altitudes is much larger at 122 GHz compared to 230 GHz . The single scattering properties increase with frequency as can be seen from Figure 3.6. Therefore, cloud scattering has a much higher impact at 230 GHz .

The comparison shows, that both models are able to simulate the effect of cirrus clouds. The features of the scattering signal, i.e., only BT depression at 122 GHz and BT depression for low tangent altitudes and BT enhancement for high tangent altitudes at 230 GHz , are well brought out in the results. The numerical approaches to solve the VRTE Equation (1.42) are completely different, hence different numerical errors are involved. The accuracy of the Monte Carlo method is mainly restricted by the number of photons used for the calculations. In principle an arbitrary accuracy can be obtained by increasing the number of photons. The drawback is an increase in computation time.

A disadvantage of the 3D DOIT model is, that the numerical grids can not be chosen arbitrarily fine. The required memory for the computation depends on the size of the radiation field, which is discretized in pressure, latitude, longitude, incoming and scattered directions (compare Section 4.1.1). Also the computation time depends mainly on the discretization of the radiation field. Since the zenith angle grid is used for incoming and scattered directions, a doubling of the number of zenith angle grid points leads to four times greater computation memory and time requirements. A very fine zenith angle grid is unavoidable when one wants to achieve accurate results, since the radiation field strongly increases at zenith angels of approximately $90^{\circ}$. Doubling the size of the cloud box in all three spatial coordinates even leads to eight times greater computation time and memory requirements. The zenith angle grid discretization is not essential in the Monte Carlo model, since the radiation field is not interpolated in this dimension. Computation time also increases with the size of the cloud box, but it does not factorize like in the DOIT model. Another numerical error source is the calculation of 3D propagation paths. Propagation paths in a 3D atmosphere are calculated using an iterative approach, in contrast to 1D, where they are calculated analytically.

When the number of iterations increases, the numerical errors due to these calculations also increase.

Qualitatively the differences between the DOIT model and the Monte Carlo model can be understood, but the comparison shows that it is difficult to make correct error estimates. In both models, for 230 GHz , the estimated accuracy was better than the difference between the models, which means that there are additional numerical errors which need to be taken into account.

A feature of the DOIT model is that it yields the whole radiation field. This can be useful to obtain a basic physical understanding of for example polarization effects in the cloud. However, for limb sounding, when one is only interested in a few selected viewing directions, the Monte Carlo model should be preferred presently, if the cloud field is strongly inhomogeneous, so that a fine spatial discretization is required. In the future, with faster processors and more computation memory, one could also use the DOIT module for bigger cloud scenarios. For a thin cirrus layer with a large horizontal extent, it makes sense to use the 1D DOIT model, which is much faster than the Monte Carlo model.

### 5.3.5 Summary and conclusions

This comparison study was very important, since the two compared models are the very first ones, which can be used to simulate limb radiances in 3D spherical atmospheres for the microwave region. At the moment no other models are available for comparison. The result of this study is very promising. The agreement between the models is satisfactory. It shows that both the Monte Carlo method and the discrete ordinate method can be applied for solving the VRTE in a 3D spherical atmosphere. Optimization in accuracy and speed is planned to be implemented in the 3D-DOIT model in the future.

## 6 Unpolarized 1D simulations to study the impact of cirrus clouds on microwave limb measurements of the MASTER instrument

In this chapter the first simulations of microwave limb radiances with clouds are presented and analysed. They are computed using the 1D unpolarized version of the DOIT scattering module. Limb spectra are generated for the frequency bands of the MASTER (Millimeter Wave Acquisitions for Stratosphere/Troposphere Exchange Research) instrument (Buehler, 1999). The impact of various cloud parameters is investigated. Simulated brightness temperatures most strongly depend on particle size, ice mass content and cloud altitude. The impact of particle shape is much smaller, but still significant. Increasing the ice mass content has a similar effect as increasing the particle size, this complicates the prediction of the impact of clouds on microwave radiances without exact knowledge of these parameters. The work presented in this chapter has been published in Emde et al. (2004b).

### 6.1 General setup for the simulations

Before defining the cloud parameters the general setup of the model needs to be defined. This includes the composition and the geometry of the model atmosphere, the sensor and the numerical setup.


Figure 6.1: Atmospheric profiles for temperature, ozone and water vapor taken from FASCOD data for mid-latitudes in summer.

### 6.1.1 Atmosphere

The simulations are performed in a 1D spherical model atmosphere. Of course a 1D atmosphere is not a realistic environment for modeling clouds, because clouds are horizontally strongly inhomogeneous. Each cloud included in a 1D model corresponds to full cloud coverage around the globe. Thus the 1D calculations presented in this study can only be taken as an upper limit of scattering effects on the simulated radiances. Besides nitrogen and oxygen the two major atmospheric gases, water vapor and ozone, are included. The concentrations are taken from FASCOD (Anderson et al., 1986) data for mid-latitudes in summer. Profiles for temperature, ozone and water vapor are shown in Figure 6.1. Gas absorption is calculated based on the HITRAN (Rothman et al., 1998) molecular spectroscopic database using the ARTS model (first version ARTS-1-0). Refraction has been neglected in all calculations.

### 6.1.2 Sensor setup

The spectral ranges of bands B $(293-306 \mathrm{GHz})$, C $(317-326 \mathrm{GHz})$, D ( $342-349 \mathrm{GHz}$ ) and E ( $496-506 \mathrm{GHz}$ ) of the MASTER instrument are used for the simulations. The different scans correspond to tangent altitudes from 0 km up to 12.5 km , where 0 km altitude is the Earth's surface and 12.5 km is a tangent altitude above the cloud. For simplicity, the sensor is assumed to be ideal, which means that it measures exactly the intensity of the incoming radiation and is not subject to noise or other errors. This implies that the signal neither depends on the antenna pattern nor on the polarization of the measured radiation. The scalar version of the DOIT module is applied, thus only the first component of the Stokes vector is calculated, this means that polarization is neglected in the radiative transfer.

### 6.1.3 Numerical setup

For the accuracy of the results the discretization, especially in the angular domain, is very important. For the calculation of the scattering integral Equation (4.5), an equidistant zenith angle grid with an increment of $10^{\circ}$ was taken. This is not sufficient for the radiative transfer calculation (Equation (4.7)), since the radiation field is strongly inhomogeneous around $90^{\circ}$. This problem and its solution are described in Section 4.3. For this study the zenith angle grid was optimized to represent the clear sky radiation field with an accuracy of $0.1 \%$. The vertical grid is equidistant in altitude and the grid step-size is 0.5 km . If a propagation path step, i.e., the distance of two successive intersection points of the line of sight (LOS) with the vertical grid, is longer than 1 km , which occurs in limb geometry close to the tangent point, this step is divided into smaller ( $<1 \mathrm{~km}$ ) equidistant steps. The error of the results is estimated to be in the range of $0.5 \%$ including the interpolation of the radiation field as the main source for numerical errors.

### 6.2 Definition of cloud scenarios for the investigation of the impact of different cloud properties on limb radiances

To study the impact of different cloud properties (IMC, particle size, particle shape, altitude and frequency), the test cases compiled in Table 6.1 were defined. In all test cases, except case (3), it was assumed that the cloud consists only of spherical particles. Band C is taken for all calculations except for case (5). As the scattering signal depends also on the amount of gas absorption, it is interesting to study the effects in a band where we find frequency regions with high and others with low gas absorption (window regions). In this sense band C is the best selection.
Cloud height $10-12 \mathrm{~km}$ means that the scattering properties are defined on all pressure grid points between 10 and 12 km . The properties are linearly interpolated between the grid points, in this case they are interpolated between 9.5 and 10 km and between 12 and 12.5 km . Between 10 and 12 km the scattering properties are constant. the gamma distribution, which was described in Section 3.5.2, was used to calculate the single scattering properties and the particle number density fields.

Table 6.1 includes the following scenarios:

1. To investigate the impact of particle size spectra for the MASTERC frequency band were calculated. The IMC is constant in all calculations ( $1.6 \cdot 10^{-3} \mathrm{~g} / \mathrm{m}^{3}$ ) and the mean effective radius varies from 21.5 to $128.5 \mu \mathrm{~m}$.
2. The influence of cloud altitude is also studied using band C. IMC and effective radius are constant, $1.6 \cdot 10^{-3} \mathrm{~g} / \mathrm{m}^{3}$ and $34.0 \mu \mathrm{~m}$ respectively. Calculations are performed for three different cloud altitudes: $6-8 \mathrm{~km}, 8-10 \mathrm{~km}$ and $10-12 \mathrm{~km}$.
3 . This is the only case were the cloud is assumed to consist of cylindrical particles. Spectra for five different aspect ratios in the range from 0.3 to 4.0 are calculated. The aspect ratio is the diameter of the cylinder divided by its length. Again band C is used and

IMC and effective radius are constant, $1.6 \cdot 10^{-3} \mathrm{~g} / \mathrm{m}^{3}$ and $68.5 \mu \mathrm{~m}$ respectively.
4. Measurements have shown that there is a correlation between particle size and ice mass content. Realistic scenarios according to a plot shown in Evans et al. (1998), which includes results from the FIRE (Kinne et al., 1997) campaign, were picked out. The IMC is varied from $4 \cdot 10^{-5}$ to $0.04 \mathrm{~g} / \mathrm{m}^{3}$ and the effective radius from 21.5 to $128.5 \mu \mathrm{~m}$. Like in the other cases band C is taken and the cloud altitude is $10-12 \mathrm{~km}$.
5. Calculations for different frequency bands, B, C, D and E are performed to see the impact of the same cloud in different frequency regions. IMC and effective radius are constant, $1.6 \cdot 10^{-3} \mathrm{~g} / \mathrm{m}^{3}$ and $34.0 \mu \mathrm{~m}$ respectively.

### 6.3 Results

### 6.3.1 Impact of particle size

Simulations for varying particle sizes and constant IMC are shown in Figure 6.2. The simulated radiances are presented in Rayleigh-Jeans brightness temperature (BT) units. On the left hand side we see the results at 8 km tangent altitude. The spectrum of the cloud consisting of the smallest particles $\left(R_{\text {eff }}=21.5 \mu \mathrm{~m}\right)$ is almost identical to the clear sky spectrum. All other clouds show a BT depression in the window regions. For a particle size of $34.0 \mu \mathrm{~m}$ the brightness temperature depression $(\Delta \mathrm{BT})$ is about 4 K . It becomes much larger with increasing particle size. For a particle size of $68.5 \mu \mathrm{~m}, \Delta \mathrm{BT}$ is approximately 17 K , for $85.5 \mu \mathrm{~m}$ approximately 28 K and for $128.5 \mu \mathrm{~m}$ approximately 52 K .

The plots on the right hand side show the results at 11.5 km tangent altitude, which look very different from those at 8 km tangent altitude. In the window regions about 317 and 322.5 GHz a BT enhancement is observed. This means, that more radiation is scattered into the line of sight (LOS) than away from the LOS. The largest BT enhancement can be observed at about 318 GHz in the window region of band C.

Table 6.1: Definition of five test cases to study the effect of cloud properties on limb radiances
$\left.\begin{array}{llllll}\hline & \begin{array}{llll}\text { IMC } \\ {\left[\mathrm{g} / \mathrm{m}^{3}\right]}\end{array} & \begin{array}{l}R_{\text {eff }} \\ {[\mu \mathrm{m}]}\end{array} & \begin{array}{l}\text { cloud alt. } \\ {[\mathrm{km}]}\end{array} & \text { band } & \begin{array}{l}\text { aspect } \\ \text { ratio }\end{array} \\ \hline \hline 1 & 1.6 \cdot 10^{-3} & 21.5 & 10-12 & \mathrm{C} & - \\ & & 34.0 & & & \\ & & 68.5 & & & \\ & & 85.5 \\ & 128.5\end{array}\right]$

It ranges from about 5 K for a particle size of $21.5 \mu \mathrm{~m}$ and goes up to about 50 K for a particle size of $128.5 \mu \mathrm{~m}$. Above approximately 322.5 GHz we see a BT depression for all particle sizes. The total extinction coefficient consists of particle absorption, particle scattering away from the LOS and gas absorption. If the contribution from the gas absorption is dominant, the scattering effect becomes small. More radiation is absorbed than scattered into the LOS. The BT depression varies from almost 0 K for the cloud with the smallest particles to approximately 35 K for the largest particles. The results show, that the size of the particles has a very large impact on limb radiances.


Figure 6.2: Impact of particle size. Left panel - limb spectrum at 8 km tangent altitude. Right panel - limb spectrum at 11.5 km tangent altitude. Clear sky spectrum (grey), and cloudy spectra for $R_{\text {eff }}=21.5 \mu \mathrm{~m}(-)$, $R_{\text {eff }}=34.0 \mu \mathrm{~m}(-\cdot-), R_{\text {eff }}=68.5 \mu \mathrm{~m}(\cdot \cdot), R_{\text {eff }}=85.5 \mu \mathrm{~m}(---)$ and $R_{\text {eff }}=128.5 \mu \mathrm{~m}(-)$. The top plots show absolute BTs, the bottom plots show the differences between cloudy and clear sky spectra.

### 6.3.2 Impact of cloud altitude

The impact of cloud altitude on limb radiances is presented in Figure 6.3. The IMC was the same as taken for Figure 6.2. The assumed particle size for those calculations was $34.0 \mu \mathrm{~m}$. This is one of the optically thinner clouds. The grey line is the clear sky spectrum. We see that the cloud at altitude $6-8 \mathrm{~km}$ has a very small impact on the radiances, below 0.5 K at 318 GHz and even less at higher frequencies. The cloud at $8-10 \mathrm{~km}$ altitude leads to a BT depression of maximal 1.7 K and the one at $10-12 \mathrm{~km}$ to a BT depression of maximal 2.4 K . On the right side the BT is plotted as a function of tangent altitude. The lowest cloud shows in all tangent altitudes only a very small impact. The cloud at $8-10 \mathrm{~km}$ altitude leads to a BT depression at tangent altitudes up to 9 km and then to small BT enhancement up to


Figure 6.3: Impact of cloud altitude. Left panel - limb spectrum at 7 km tangent altitude. Clear sky spectrum (grey), and cloudy spectra for cloud altitude $6-8 \mathrm{~km}(-), 8-10 \mathrm{~km}(-\cdot-)$ and $10-12 \mathrm{~km}(\cdot \cdot)$. Top plot shows absolute BTs, bottom plot differences from the clear sky case. Right panel - radiances at 318 GHz as a function of cloud altitude. $6-8 \mathrm{~km}(-)$, $8-10 \mathrm{~km}(-\cdot-)$ and $10-12 \mathrm{~km}(\cdot . \cdot)$.
10.5 km tangent altitude. The cloud signal is observed up to 10.5 km , since the scattering properties are interpolated linearly between the grid points. As mentioned above, the cloud ranges from 7.5 to 10.5 km in this case. For the highest cloud, we also observe a BT depression up to 9 km tangent altitude and a very high BT enhancement from 10 to 12 km tangent altitude. The enormously higher BT enhancement for the high cloud is due to the fact that in lower altitudes water vapor absorption is very large.

### 6.3.3 Impact of particle shape

The results of limb spectra for clouds consisting of cylindrical particles with different aspect ratios varying from 0.3 to 4.0 is shown in Figure 6.4. The calculations were done for the same IMC as taken in the


Figure 6.4: Impact of particle shape. Left panel - limb spectrum at 8 km tangent altitude. Right panel - limb spectrum at 11.5 km tangent altitude. Clear sky spectrum (grey), and cloudy spectra for aspect ratios $0.3(-)$, $0.5(-\cdot-), 1.0(\cdot \cdot), 2.0(---)$ and $4.0(-)$. The top plots show absolute BTs, the bottom plots show the differences between cloudy and clear sky spectra.
previous calculations, but here a larger mean particle size of $68.5 \mu \mathrm{~m}$ was taken. We can see immediately, that the difference between the curves is small compared to the scattering effect itself. At 8 km tangent altitude the total BT depression is about 17 K . The difference between the spectra for different aspect ratios is only approximately 2 K . At 11.5 km tangent altitude the maximal BT enhancement is about 30 K and the differences for different shapes are again in the order of 2 K . At this point it does not make sense to interpret the results in detail, for example, whether plates (aspect ratio $>1$ ) show a higher signal than cylinders (aspect ratio $<1$ ). It may only be concluded, that the effect of particle shape is much smaller than the effects of particle size and cloud altitude.

### 6.3.4 Cloud scenarios with correlation between IMC and $R_{\text {eff }}$

Results of the calculations for the "realistic" clouds are shown in Figure 6.5. The left side shows the results for 8 km tangent altitude. The impact of the optical thinnest cloud (IMC $=4 \cdot 10^{-5} \mathrm{~g} / \mathrm{m}^{3}$, $R_{\text {eff }}=21.5 \mu \mathrm{~m}$ ) is very small, the spectrum can not be distinguished from the clear sky spectrum. The impact of the second cloud (IMC $=1.6 \cdot 10^{-3} \mathrm{~g} / \mathrm{m}^{3}, R_{\text {eff }}=34.0 \mu \mathrm{~m}$ ), which is the one used for studying the effect of cloud altitude is very small compared to the other cloud scenarios. For the optically thickest cloud the BT depression may go up to 120 K . The highest BT enhancement at 11.5 km is observed for a medium cloud thickness (IMC $=8 \cdot 10^{-3} \mathrm{~g} / \mathrm{m}^{3}, R_{\text {eff }}=68.5 \mu \mathrm{~m}$ ). The reason is that in case of very thick clouds, mainly radiation scattered into the LOS in the upper part of the cloud contributes to the spectra. It is very probable that radiation scattered into the LOS in the lower or middle part of the cloud is again absorbed or scattered away from the LOS by a cloud particle. For thinner clouds, most radiation, which is scattered once into the LOS, will continue to propagate into this direction without being disturbed by other cloud particles.

Although the micro-physical cloud properties, i.e., particle size and IMC are "realistic", a limb instrument would observe smaller scattering signals. As mentioned above, these calculations can only be taken as an upper limit of scattering effect, because the 1D mode of the model was used, assuming a homogeneous cloud cover. This assumption is unrealistic, particularly for the intense cloud cases, which correspond to clouds of limited horizontal extent.

### 6.3.5 Spectra for different frequency bands

In Figures 6.6 to 6.9 results for MASTER bands B, C, D and E are presented. They correspond to cloud case 2. The spectra are shown for the tangent altitudes of $3,9,10.5$ and 11.5 km . The top panels show the clear sky spectra, the middle panels the spectra in the presence of clouds and the bottom panels show the difference $\Delta \mathrm{BT}$ between


Figure 6.5: Impact of IMC. Left panel - limb spectrum at 8 km tangent altitude. Right panel - limb spectrum at 11.5 km tangent altitude. Clear sky spectrum (grey), and cloudy spectra for $\operatorname{IMC}=4 \cdot 10^{-5} \mathrm{~g} / \mathrm{m}^{3}(-), 1.6 \cdot 10^{-3} \mathrm{~g} / \mathrm{m}^{3}(-\cdot-), 8 \cdot 10^{-3} \mathrm{~g} / \mathrm{m}^{3}(\cdot \cdot)$, $0.016 \mathrm{~g} / \mathrm{m}^{3}(---)$ and $0.04 \mathrm{~g} / \mathrm{m}^{3}(-)$ and the corresponding particle sizes. The top plots show absolute BTs, the bottom plots show the differences between cloudy and clear sky spectra.
cloudy and clear sky spectra. IMC, $R_{\text {eff }}$ and cloud altitude are defined in Table 6.1.

In band B there is an oxygen line at approximately 298.5 GHz . The other visible spectral lines are due to ozone. For 3 km tangent altitude there is a BT depression of maximal 1.5 K . All other tangent altitudes show a BT enhancement due to clouds. The difference between cloudy and clear sky spectrum is very small $(<3 \mathrm{~K})$ for a tangent altitude of 9 km . This tangent altitude is below the cloud. As the considered cloud is rather optically thin, we can already see at 9 km a BT enhancement. For 10.5 and 11.5 km tangent altitude the BT enhancement can be more than 15 K .

In band C there are ozone lines around 317 and 320 GHz . The line
at approximately 325 GHz is a water vapor line with a high absorption. This means that the largest scattering effect can be observed in the window regions around the ozone line at 320 GHz . Like in band B we see a BT enhancement for the tangent altitudes inside the cloud ( 10.5 km and 11.5 km ). The maximum at 11.5 km tangent altitude for a frequency of about 318 GHz is with a brightness temperature difference of 10 K smaller than the maximum in band B , because the total gas absorption in band C is higher than in band B . The scattering coefficient increases with frequency in the microwave range (cf. Figure 3.6). At 11.5 km tangent altitude (upper part of the cloud) most radiation is scattered into the LOS. At 10.5 km tangent altitude, $\Delta \mathrm{BT}$ is smaller compared to band B . As the scattering coefficient is larger in band C, the probability for multiple scattering is increased. If radiation is scattered into the LOS at 10.5 km there is a large probability that it is again scattered out of the LOS during the propagation from 10.5 to 12 km . The spectrum at tangent altitude 9 km shows already a BT depression in band C, the amount is less than 2 K . The BT depression at 3 km tangent altitude is maximal 2.5 K , about 1 K larger than the maximal depression in band B. This is the expected result, as the extinction coefficient is increased for higher frequencies.

In band D there are ozone lines around 343.3 GHz and an oxygen line at approximately 345.3 GHz . The total gas absorption is similar to band B. Since the scattering coefficient is larger for higher frequencies, the BT enhancement from the cloud at 10.5 and 11.5 km tangent altitude is increased, it is in this case maximal 11 K and 14 K respectively. At 9 km tangent altitude, the cloud effect is very small, only a depression of less than 1 K is observed. The BT depression at 3 km tangent altitude is approximately 3 K .

Band E is in a much higher frequency region with much larger scattering coefficients than the other bands. But also the total gas absorption is the largest in this band. Only for a tangent altitude of 11.5 km we see a BT enhancement throughout the whole band, the maximum value is about 17 K . The smallest brightness temperature difference in band E is observed for 10.5 km tangent altitude, which corresponds to an altitude inside the cloud. At 9 km tangent altitude the BT depression is larger (max. 12 K ) than at 3 km tangent altitude
(max. 8 K ). As the propagation path through the cloud is longer for a limb scan with 9 km tangent altitude than for a scan with 3 km tangent altitude and the cloud extinction is large, more BT depression is observed at a tangent altitude of 9 km .

### 6.3.6 Comparison with nadir radiances

Compared to nadir radiances, limb radiances are more complex. In nadir geometry, cirrus clouds always lead to a brightness temperature depression compared to the clear sky radiances. Nadir instruments look at the tropopause and the ground, where the major source of microwave radiation is located. Clouds absorb and scatter part of the radiation out of the LOS. When we consider the lower atmosphere and the emitting ground as major sources of radiation, the propagation direction of the radiation is upwards. In nadir geometry we measure the up-welling radiation, there can not be an enhancement in this direction due to scattering according to the law of energy conservation.

In limb geometry, clouds usually lead to a brightness temperature depression if the tangent altitude lies below the cloud. But is can also lead to a BT enhancement if the tangent altitude is inside the cloud, because part of the up-welling radiation from the Earth's surface and the lower atmosphere is scattered into the LOS. In the clear sky case the sensor does not see thermal emission from the lower atmosphere at all.

The impact of cloud in nadir geometry is smaller, as the path-length through the cloud is much shorter. Of course the path-length through the cloud for a limb measurement depends on the horizontal extent of the cloud. Since clouds have an infinite extent in a 1D model, the radiances are overestimated for most cases. In reality the cloud coverage is horizontally inhomogeneous. But still the path-length through the clouds is larger in limb. The clouds presented in this study are mostly optically thin. The highest brightness temperature depression in nadir observing geometry by the clouds used to study the impact of particle size, case (1), is only 1.7 K. Only case (4), where particle size


Figure 6.6: Limb spectra at different tangent altitudes for MASTER band B ( $294-304 \mathrm{GHz}$ ). The top panel shows the clear sky spectra, the middle panel shows the cloudy spectra and the bottom panel shows the difference between cloudy and clear sky spectra.


Figure 6.7: Limb spectra at different tangent altitudes. for MASTER band C ( $317-326 \mathrm{GHz}$ ). The top panel shows the clear sky spectra, the middle panel shows the cloudy spectra and the bottom panel shows the difference between cloudy and clear sky spectra.


Figure 6.8: Limb spectra at different tangent altitudes for MASTER band D ( $342-349 \mathrm{GHz}$ ). The top panel shows the clear sky spectra, the middle panel shows the cloudy spectra and the bottom panel shows the difference between cloudy and clear sky spectra.


Figure 6.9: Limb spectra at different tangent altitudes. for MASTER band E ( $496-506 \mathrm{GHz})$. The top panel shows the clear sky spectra, the middle panel shows the cloudy spectra and the bottom panel shows the difference between cloudy and clear sky spectra.


Figure 6.10: Effect of clouds in nadir geometry. Left panel - case (1): Clear sky spectrum (grey), and cloudy spectra for $R_{\text {eff }}=21.5 \mu \mathrm{~m}(-)$, $R_{\text {eff }}=34.0 \mu \mathrm{~m}(-\cdot-), R_{\text {eff }}=68.5 \mu \mathrm{~m}(\cdot \cdot), R_{\text {eff }}=85.5 \mu \mathrm{~m}(---)$ and $R_{\text {eff }}=128.5 \mu \mathrm{~m}(-)$. Right panel - case (4): Clear sky spectrum (grey), and cloudy spectra for $\mathrm{IMC}=4 \cdot 10^{-5} \mathrm{~g} / \mathrm{m}^{3}(-), 1.6 \cdot 10^{-3} \mathrm{~g} / \mathrm{m}^{3}(-\cdot-)$, $8 \cdot 10^{-3} \mathrm{~g} / \mathrm{m}^{3}(\cdot \cdot), 0.16 \mathrm{~g} / \mathrm{m}^{3}(---)$ and $0.04 \mathrm{~g} / \mathrm{m}^{3}(-)$ and the corresponding particle sizes. The top plots show absolute BTs, the bottom plots show the differences between cloudy and clear sky spectra.
and IMC were increased simultaneously, shows higher BT depression (see Figure 6.10).

### 6.4 Discussion

The results (Figures 6.2 and 6.5) show that the ice mass content and the size of the cloud particles both are important. Consider the dotted line in Figure 6.2, corresponding to an IMC of $1.6 \cdot 10^{-3} \mathrm{~g} / \mathrm{m}^{3}$ and an effective particle radius of $64.0 \mu \mathrm{~m}$, and the dotted line in Figure 6.5, corresponding to the same particle size but a five times higher IMC
$\left(8 \cdot 10^{-3} \mathrm{~g} / \mathrm{m}^{3}\right)$ : The maximum BT depression at 8 km tangent altitude is increased by a factor of 2.5 when we compare the two results. When the effective particle size is doubled from 34.0 to $68.5 \mu \mathrm{~m}$, the BT depression is enhanced by a factor of 9 . Consequently, in these simulations the particle size is more important than the IMC. However, to estimate in detail the effect of particle size and IMC a sensitivity study for more sizes and IMC is necessary. The strong impact of both, particle size and IMC shows, that in cloud retrievals it will be a challenge to obtain IMC and particle size simultaneously, as they both lead to an enhancement of the scattering effect. For retrievals with clouds further investigations are required.

The highest effect of cloud scattering can be observed in the microwave window regions of the spectral bands. The total extinction coefficient consists of gaseous extinction and particle extinction. When the gaseous extinction cross section dominates the total extinction the scattering effect becomes smaller. In the line centers there is no difference between cloudy and clear sky spectrum. At the center frequencies the water vapor path is so high that the transmission from the cloud to the sensor is zero, thus the existence of the cloud does not affect the measured radiance. As gas absorption is very high at low altitudes the cloud altitude has a big effect on the scattering signal. At low altitudes gas absorption is dominant, therefore the scattering effect for low clouds is very small. Cirrus clouds can exist in altitudes above 10 km . Here the gas absorption is low, so the scattering signal can be very large. The scattering coefficients increase with frequency. But the scattering effect does not necessarily increase with frequency. It also depends on the gas absorption characteristics of the considered frequency region.

The particle shape is less important than the particle size and the IMC, at least for the cloud particles studied here. For higher aspect ratios and more asymmetrical particles the impact is larger, especially when the particles are oriented. For asymmetrical particles the radiation will be polarized due to scattering. First studies of the polarization characteristics are presented in the following chapters (7 and 8).

## 7 Simulation of polarized radiances for observations of cirrus clouds in limb- and down-looking geometry

This chapter shows first simulations using the full capabilities of the new scattering model. In the first part polarized simulations for a 1D spherical atmosphere are presented. They show the scattering and the polarization signal for limb- and down-looking geometries. Different particle sizes, shapes and orientations were considered. Furthermore the accuracy of the scalar approximation of the radiative transfer equation was validated. In the second part, polarized 3D simulations are presented. Here it was investigated in particular, how the scattering and the polarization signal depend on the sensor position with respect to the cloud. The simulations presented in this chapter have been published in Emde et al. (2004a).

### 7.1 Model simulations in a 1D spherical atmosphere

In all simulations it was assumed that the model atmosphere consists of nitrogen and oxygen, and the two major atmospheric trace gases: water vapor and ozone. Like in the calulations presented in the previous chapter, the concentrations are taken from FASCOD (Anderson et al. (1986)) data for mid-latitudes in summer, and gas absorption was calculated based on the HITRAN (Rothman et al. (1998)) molecular spectroscopic database using the ARTS model (version ARTS-1-0).

Atmospheric refraction was neglected. All calculations were carried out for 318 GHz . The results of the calculations are summarized in Table 7.1.

### 7.1.1 Scattering and polarization signal for different particle sizes

In order to study the impact of particle size on the radiation field, 1D-calculations were carried out for four different particle sizes (equal volume sphere radius): $25 \mu \mathrm{~m}, 50 \mu \mathrm{~m}, 75 \mu \mathrm{~m}$ and $100 \mu \mathrm{~m}$. The particles are prolate spheroids with an aspect ratio of 0.5 . They are either completely randomly oriented or horizontally aligned with random azimuthal orientation. The cloud altitude is $10-12 \mathrm{~km}$ and the ice mass content is $4.3 \cdot 10^{-3} \mathrm{~g} / \mathrm{m}^{3}$, which is rather small. The small value is used in order to compensate for the fact that the 1D model assumes a cloud with infinite horizontal extent. Figure 7.1 shows the radiation field just above the cloud at 13 km altitude for completely randomly oriented particles. The scattering signal increases significantly with the particle size. The top panels show the difference between the scattered intensity field and the clearsky field. At about $90^{\circ}$ two different features can be observed: a brightness temperature (BT) enhancement or a BT depression. The physical explanation is that the main source of radiation is the thermal radiation from the lower atmosphere. For zenith angles just above $90^{\circ}$ there is a BT enhancement because radiation coming from the lower atmosphere is scattered inside the cloud into the limb directions. This part of the radiation is missing in the down-looking directions, therefore there is a BT depression for these directions. The strongest scattering signal is observed in limb directions, since here the path-length through the cloud is the largest. The bottom panels of Figure 7.1 show the polarization signal, which is very small for randomly oriented particles. The largest polarization is observed for the largest particles $(r=100 \mu \mathrm{~m})$ at about $91.5^{\circ}$, but even in this case it is below 1 K . The discrete jumps for zenith angles from $100^{\circ}$ to $180^{\circ}$ result from the polynomial interpolation of the radiation field on the cloud box boundary, which is taken as radiative
background for a clear sky calculation towards the sensor. This interpolation is necessary, since the intersection zenith angle of the line of sight of the sensor with the cloud box boundary is not necessarily contained in the optimized zenith angle grid, which is used for the representation of the radiation field. Since a three point polynomial interpolation scheme is applied these jumps occur where a different set of three points is used for the interpolation. The resolution of the optimized zenith angle grid is much coarser for angles close to nadir because the radiation field does not change rapidly here. The absolute value of the jumps is very small, they can only be seen so clearly, because the scattering signal for nadir is also very small. The interpolation error is below $0.2 \%$ as shown in Figure 4.7.

Figure 7.2 shows the equivalent plots for particles, which are horizontally aligned with random azimuthal orientation. The intensity plots are similar to the cloud case with completely randomly oriented particles, but the polarization signal is much larger for oriented particles. The maximum polarization difference $(Q$ equals the vertical minus the horizontal intensity component) is -6.3 K for the largest particles. In most regions $Q$ is positive (partial vertical polarization), only in limb-directions just above $90^{\circ}$ it is negative (partial horizontal polarization). For randomly oriented particles, the polarization signal is due to the radiation scattered into the line of sight, because only the phase matrix has non-zero off-diagonal elements. For horizontally aligned particles, the sign of the polarization signal is determined by two opposing mechanisms: dichroism, as manifested by a non-diagonal extinction matrix; and the effect of radiation being scattered into the line of sight. For angles just above $90^{\circ}$ the radiation being scattered into the line of sight is the dominating mechanism, which results in a negative $Q$. For down-looking directions, where the cloud is between the main radiation source and the sensor the dichroism effect is dominating, which results in a positive $Q$. The figure shows that polarization is very significant for limb radiances when the particles are oriented.


Figure 7.1: Effect of particle size: Scattering signal of completely randomly oriented particles with effective particle sizes $25 \mu \mathrm{~m}, 50 \mu \mathrm{~m}, 75 \mu \mathrm{~m}$ and $100 \mu \mathrm{~m}$ for 318 GHz at 13 km altitude. Top panels: Intensity difference between scattering calculation and clear sky calculation; bottom panels: Difference between horizontal and vertical polarization.


Figure 7.2: Effect of particle size: Scattering signal of horizontally aligned particles with effective particle sizes $25 \mu \mathrm{~m}, 50 \mu \mathrm{~m}, 75 \mu \mathrm{~m}$ and $100 \mu \mathrm{~m}$ for 318 GHz at 13 km altitude. Top panels: Intensity difference between scattering calculation and clear sky calculation; bottom panels: Difference between horizontal and vertical polarization.

### 7.1.2 Effect of particle shape

In order to look at the effect of particle shape, simulations were carried out for particles with aspect ratios 0.5 (prolate spheroids), 1.0 (spheres) and 2.0 (oblate spheroids). The particle size was $75 \mu \mathrm{~m}$ for all calculations and ice mass content and cloud height were the same as in the previous calculations. Figure 7.3 shows the results for completely randomly oriented particles. The radiation field does not change significantly for different aspect ratios. This means that the particle shape is not important for this particular setup. Figure 7.4 shows the equivalent simulations for horizontally aligned particles with random azimuthal orientation. Here there are significant differences between the different particle shapes. The intensity plots show that the BT enhancement and the BT depression are similar for all particle shapes (cf. Table 7.1). The maximum absolute values of $Q$ are -6.4 K and -4.0 K for oblate and prolate spheroids respectively. For spherical particles there is only a very small polarization signal. More simulations are required to study in detail the effect of particle shape on the polarization signal.

### 7.1.3 Scalar simulations

In order to save CPU time and memory one can use the scalar version of the model (cf. Section 4.1.3). To test the accuracy of the scalar approximation, all calculations presented above were performed using the scalar version. Figure 7.5 shows the differences between the scalar and the vector calculations for completely randomly oriented particles with different effective radii. The maximum difference for limb directions is 0.01 K and for down-looking directions $7 \cdot 10^{-4} \mathrm{~K}$. These small differences show, that it is not necessary to use the fully polarized vector version to model the radiative transfer through scattering media with completely randomly oriented particles. The previous section has also shown, that the polarization signal is negligible for such cases. Figure 7.6 shows the equivalent results for horizontally aligned particles. For down-looking directions the difference is below 0.02 K , but for limb-cases it can go up to 1.5 K . For this reason one should use


Figure 7.3: Effect of particle shape: Scattering signal of completely randomly oriented spheroidal particles with aspect ratios $0.5,1.0$ and 2.0 for 318 GHz at 13 km altitude. Top panels: Intensity difference between scattering calculation and clear sky calculation; bottom panels: Difference between horizontal and vertical polarization.


Figure 7.4: Effect of particle shape: Scattering signal of horizontally aligned spheroidal particles with aspect ratios $0.5,1.0$ and 2.0 for 318 GHz at 13 km altitude. Top panels: Intensity difference between scattering calculation and clear sky calculation; bottom panels: Difference between horizontal and vertical polarization.


Figure 7.5: Difference between vector RT and scalar RT calculations for completely randomly oriented spheroidal particles (aspect ratio 2.0) for 318 GHz at 13 km altitude.
the vector model for limb RT simulations through scattering media consisting of oriented particles even if one is only interested in the total intensity of the radiation.


Figure 7.6: Difference between vector RT and scalar RT calculations for horizontally aligned spheroidal particles (aspect ratio 2.0 ) for 318 GHz at 13 km altitude.

Table 7.1: Summary of simulations

| Size | Aspect | BT enh. | BT dep. |  | Polarization |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $[\mu \mathrm{m}]$ | ratio | $\Delta \mathrm{BT}_{\text {max }}$ | $\Delta \mathrm{BT}_{\text {max }}$ | $\Delta \mathrm{BT}_{120^{\circ}}$ | $\mathrm{Q}_{\text {max }}$ | $\mathrm{Q}_{120^{\circ}}$ |
|  | $[-]$ | $[\mathrm{K}]$ | $[\mathrm{K}]$ | $[\mathrm{K}]$ | $[\mathrm{K}]$ | $[\mathrm{K}]$ |
| $\mathrm{p} 20:$ Completely randomly oriented particles |  |  |  |  |  |  |
| 25 |  | 7.56 | -0.49 | -0.04 | -0.03 | -0.00 |
| 50 | 0.5 | 11.67 | -2.61 | -0.23 | -0.19 | -0.00 |
| 75 |  | 21.32 | -8.72 | -0.75 | -0.54 | -0.01 |
| 100 |  | 35.04 | -19.63 | -1.72 | -0.96 | -0.01 |
|  | 0.5 | 21.32 | -8.72 | -0.75 | -0.54 | -0.01 |
| 75 | 1.0 | 20.18 | -8.21 | -0.70 | -0.53 | -0.01 |
|  | 2.0 | 21.45 | -8.78 | -0.76 | -0.55 | -0.01 |
| p30: Horizontally aligned particles with random azimuthal orientation |  |  |  |  |  |  |
| 25 |  | 7.11 | -0.47 | -0.04 | -1.31 | 0.01 |
| 50 | 0.5 | 10.88 | -2.47 | -0.23 | -2.13 | 0.03 |
| 75 |  | 19.65 | -8.18 | -0.75 | -4.01 | 0.12 |
| 100 |  | 32.03 | -18.29 | -1.73 | -6.33 | 0.32 |
|  | 0.5 | 19.65 | -8.18 | -0.75 | -4.01 | 0.12 |
| 75 | 1.0 | 19.82 | -8.36 | -0.71 | -0.52 | -0.01 |
|  | 2.0 | 18.79 | -7.78 | -0.75 | -6.42 | 0.20 |

### 7.2 3D box type cloud model simulations

The 3D version of the model was applied for simulating limb radiances for a cloud of finite extent embedded in a horizontally homogeneous atmosphere. The height of the cloud box was 7.3 to 12.5 km and the vertical extent of the cloud was from 9.4 to 11.5 km . The latitude range was $0^{\circ}$ to $0.576^{\circ}$ and the longitude range was $0^{\circ}$ to $0.288^{\circ}$. This corresponds to a horizontal extent of approximately $64 \mathrm{~km} \times 32 \mathrm{~km}$. A coarse spatial discretization was chosen, because a fine resolution is not necessary when the cloud is homogeneous; the number of grid points was $6 \times 9 \times 5$. Simulations were performed for two different IMC: $0.02 \mathrm{~g} / \mathrm{m}^{3}$ and $0.1 \mathrm{~g} / \mathrm{m}^{3}$ corresponding to limb optical depths of approximately 0.5 and 2.8 respectively. The maximum propagation path step length was set to 1 km for the optically thin cloud and to 250 m for the optically thicker cloud. These values allow to assume single scattering for each propagation path step. It was assumed that the cloud consists of spheroidal ice particles with a particle size of
$75 \mu \mathrm{~m}$ and an aspect ratio of 0.5 . Calculations were performed for completely randomly oriented particles and for horizontally aligned particles with azimuthally random orientation. The sensor was placed on board a satellite following a polar orbit at 820 km altitude. At each sensor position tangent altitudes from 0 to 13 km were measured. Figure 7.7 shows corresponding lines of sight (LOS). The figure shows that the cloud is seen from different sides, from the top, from the bottom or from the left side. When the satellite is at a latitude of $25^{\circ}$ the cloud is only seen for low tangent altitudes (from 0 to 6 km ). The cloud is seen at higher tangent altitudes at $27.5^{\circ}$. For even greater latitudes the sensor sees the cloud from the bottom. Note that the tangent point in the first plot is behind the cloud, in the second plot in the middle of the cloud and in the last plot in front of the cloud. In order to compare the 1 D and the 3D model versions, simulations for a 1D cloud layer with equivalent limb optical depths at 10 km tangent height were performed. The IMC for the equivalent 1D clouds were $0.005 \mathrm{~g} / \mathrm{m}^{3}$ and $0.025 \mathrm{~g} / \mathrm{m}^{3}$.

Figures 7.8 to 7.10 show the simulated radiances plotted as a function of tangent altitude and sensor position for totally randomly oriented particles. The top panels show the intensity differences between the clear sky calculation and the cloudy sky calculation. The bottom panels show the polarization difference $Q$. The contour plots on the left hand side are the 3D results. Reddish colors indicate a brightness temperature enhancement due to the cloud and bluish colors indicate a BT depression. White means that there is no cloud effect. A cloud effect can only be seen at tangent heights for which the corresponding lines of sight intersect the cloud. The intensity plot shows that up to a latitude of $27^{\circ}$ there is a BT depression due to the cloud. The reason is that in those cases the tangent point, from where the major source of thermal radiation emerges, is behind the cloud. The cloud scatters part of the radiation away from the line of sight. For latitudes above $28^{\circ}$ a BT enhancement is observed. In these cases the tangent point is in front of the cloud. The sensor measures all radiation emerging from the tangent point and additionally the back-scattered radiation from the cloud behind the tangent point. If the tangent point is inside the cloud, between $26.5^{\circ}$ and $28^{\circ}$, a BT enhancement can be observed for
high tangent altitudes because part of the up-welling radiation from the lower atmosphere is scattered into the direction of the LOS. For lower tangent points the scattering away from the LOS dominates, hence a BT depression is observed in this latitude range. The maximum absolute values for the BT enhancement and the BT depression are 19 K and -23 K respectively. The equivalent 1D result on the right hand side shows a larger BT enhancement of 22 K and a smaller BT depression of -10 K . The BT depression is smaller because the optical depth for tangent heights below the cloud is smaller in the 1D calculation compared to the 3D calculation with much larger IMC. The polarization plots shows that in the 3D case as well as in the 1D case there is only a very small polarization difference for totally randomly oriented particles. In 3D, it is between -0.4 K and 0.1 K and in 1 D between -0.5 K and 0 K . In 1D, only negative polarization is observed whereas in 3D it can be positive or negative. The intensity plot in Figure 7.9 for azimuthally randomly oriented particles looks similar to that for completely randomly oriented particles. However, the maximum values of BT enhancement and BT depression are slightly smaller, about 17 K and -22 K respectively. In 1D, the intensity differences are in the range of -9 K to 20 K . The polarization difference becomes much larger, between -3.5 K and 4.0 K can be observed in the 3 D simulation and between -4.0 K and 1.7 K in the equivalent 1 D simulation.

Figure 7.10 shows the results of the simulation for the thicker cloud consisting of horizontally aligned particles. The pattern looks very similar to that obtained for the thinner cloud but the absolute values of the BT depression, the BT enhancement and the polarization are much larger. The intensity difference is in the range from -63 K to 45 K and the polarization difference is in the range from -7.0 K to 5.2 K for the 3D calculation. The equivalent 1D result ranges from -35 K to 55 K for the intensity and from -7.0 K to 5.2 K for the polarization difference. Since the pattern for the thicker cloud is similar to that obtained in the thin cloud case also for randomly oriented particles, the plot is not inlcuded here. The intensity difference ranges in this case from -65 K to 47 K for 3 D and from -37 K to 58 K for 1D. The
polarization difference ranges from -0.7 K to 0.8 K for 3 D and from -1.0 K to 0 K for 1 D .
Overall the comparison between 1D and 3D shows similar results at tangent heights inside the cloud, where the optical depth is approximately equivalent. For other tangent heights, the optical depths are different and therefore the results deviate strongly. The scattering signal in 3D depends very much on the sensor position w.r.t. the cloud. Hence it is very important to use the 3D model where the cloud extent is not very large, like in this example case, or where the clouds are horizontally inhomogeneous.


Figure 7.7: Lines of sight (LOS) for different sensor positions and tangent altitudes $[\mathrm{km}]$. The solid line corresponds to a LOS for a tangent altitude of 0 km and the dashed line to a LOS for a tangent altitude of 13 km . Dotted lines correspond to LOS for tangent heights between 0 and 13 km . Inside the solid rectangle the single scattering properties are defined and the dashed rectangle labels the cloud box. Courtesy of Claas Teichmann.

### 7.2.1 Performance

The CPU time for the thin cloud cases was approximately 50 minutes on a 3 GHz Pentium 4 processor, when all four Stokes components were calculated. U and V are not discussed as they are approximately zero (less than $10^{-7} \mathrm{~K}$ ) for all calculations. The computation time can be reduced by $25 \%$ without loosing accuracy when one runs the model


Figure 7.8: Left panels: Scattering signal of a 3D box-type cloud embedded in a 1 D atmosphere as a function of sensor position and tangent altitude for 318 GHz . The cloud consists of completely randomly oriented spheroidal particles with a size of $75 \mu \mathrm{~m}$ and with an aspect ratio of 0.5 . The IMC is $0.02 \mathrm{~g} / \mathrm{m}^{3}$. Right panels: 1D result for a cloud with an equivalent optical depth in limb ( $\mathrm{IMC}=0.005 \mathrm{~g} / \mathrm{m}^{3}$ ). The upper plots show the intensity $I$ and the lower plots the polarization difference $Q$.
only for two Stokes components. The computation time for the same scenario was in this case approximately 37 minutes. The calculation for the thicker cloud took much longer, approximately 150 minutes for all four Stokes components, because the maximum propagation-path step length needed to be reduced.

The computation time increases strongly with the size of the cloud box. Doubling the number of grid points in one dimension means a doubling of the computation time. Therefore the 3 D version of the model can be used for accurate simulations to study the effect of cloud inhomogeneity, but it is not applicable for operational use. The performance of the 1 D version of the model is much better. All 1D


Figure 7.9: Left panels: Scattering signal of a 3D box-type cloud embedded in a 1D atmosphere as a function of sensor position and tangent altitude for 318 GHz . The cloud consists of horizontally aligned spheroidal particles with a size of $75 \mu \mathrm{~m}$ and with an aspect ratio of 0.5 . The IMC is $0.02 \mathrm{~g} / \mathrm{m}^{3}$. Right panels: 1D result for a cloud with an equivalent optical depth in limb (IMC $\left.=0.005 \mathrm{~g} / \mathrm{m}^{3}\right)$. The upper plots show the intensity $I$ and the lower plots the polarization difference $Q$.
simulations shown in this chapter needed less than 30 seconds CPU time.

### 7.3 Conclusions

For the unpolarized simulations being presented in Chapter 6 as well as for the polarized simulations presented in this chapter, the particle size strongly influences the scattering signal. The polarization signal also depends strongly on the particle size. Particle shape is an important cloud parameter when the cloud particles are horizontally aligned with random azimuthal orientation. In the case of totally randomly


Figure 7.10: Left panels: Scattering signal of a 3D box-type cloud embedded in a 1 D atmosphere as a function of sensor position and tangent altitude for 318 GHz . The cloud consists of horizontally aligned spheroidal particles with a size of $75 \mu \mathrm{~m}$ and with an aspect ratio of 0.5 . The IMC is $0.1 \mathrm{~g} / \mathrm{m}^{3}$. Right panels: 1D result for a cloud with an equivalent optical depth in limb (IMC $=0.025 \mathrm{~g} / \mathrm{m}^{3}$ ). The upper plots show the intensity $I$ and the lower plots the polarization difference $Q$.
oriented particles, changing the particle shape shows almost no effect in the simulations. For horizontally aligned particles, there is a significant difference between the scalar (unpolarized) version and the vector (polarized) version of the model in intensity. Therefore it is important to use a vector radiative transfer model to obtain accurate results, even if one is only interested in intensity, not in polarization. The 3D simulations show that one must not neglect cloud inhomogeneity effects. The scattering signal depends strongly upon the sensor position with respect to the cloud. The fact that the scattering signal is much larger in limb geometry compared to down-looking geometries, due to the greater path-length through the cloud layers, demonstrates the potential of retrieving cloud properties from limb measurements. The
major disadvantage of the 3D DOIT model is that is not yet useful for operational applications due to the large computation time. But it is practical for research, for instance to study in detail the effect of different cloud parameters on polarization. The performance of the 1 D model is much better than that of the 3D model. Therefore the 1D version of the model can be applied to calculate full frequency spectra or for detailed cloud sensitivity studies.

## 8 A study to investigate the impact of thin layer cirrus clouds in tropical regions on the EOS MLS instrument

The Microwave Limb Sounder (MLS) experiments perform measurements of atmospheric composition, temperature, and pressure by limb observations of millimeter- and sub-millimeter-wavelength thermal emission. The first MLS experiment in space was launched on the Upper Atmospheric Research Satellite (UARS) in 1991. A follow-on MLS instrument was developed for NASA's Earth Observing System (EOS). The EOS MLS instrument was launched on the EOS Aura satellite on the 15th of July, 2004. EOS MLS is a passive instrument that has radiometers in spectral bands centered near 118, 190, 240, 640 and 2500 GHz . Information about the UARS and the EOS MLS instruments is given in Waters et al. (1999). This chapter presents scattering simulations for the EOS MLS instrument with focus on sensitivity of the scattering and polarization signal on ice mass content and aspect ratio. Furthermore the possibility of retrieving shape information by combination of channels with different polarization characteristics is investigated.

### 8.1 Setup

### 8.1.1 Selection of frequencies

The EOS MLS spectral channels, which were selected for the study, are given in Table 8.1. R1A and R1B both measure at 122 GHz , where

R1A measures the vertically polarized component of the intensity and R1B the horizontally polarized component. Hence the combination of the measurements of the two radiometers gives the polarization difference Q at 122 GHz . Furthermore we selected the 200.5 GHz channel of R2, which measures the vertically polarized part, and the 230 GHz channel of R3, which measures the horizontally polarized part of the radiation.

| Radiometer (Polarization) | Frequency | Required molecules |
| :--- | :--- | :--- |
| R1A (V) | 122 GHz | $\mathrm{O}_{2}, \mathrm{~N}_{2}, \mathrm{H}_{2} \mathrm{O}$ |
| R1B (H) | 122 GHz | same as R1A |
| R2 (V) | 200.5 GHz | $\mathrm{O}_{2}, \mathrm{~N}_{2}, \mathrm{H}_{2} \mathrm{O}$ |
| R3 (H) | 230 GHz | $\mathrm{O}_{2}, \mathrm{~N}_{2}, \mathrm{H}_{2} \mathrm{O}, \mathrm{CO}, \mathrm{O}_{3}$ |

Table 8.1: Selected EOS MLS spectral channels for sensitivity study

### 8.1.2 Particle size distribution function

For all simulations the particle size distribution by Mc Farquhar and Heymsfield, which was introduced in Section 3.5.3, was used. For each simulation one particular particle shape was assumed. In order to study the effect of particle shape, many simulations were performed using the size distribution by Mc Farquhar and Heymsfield for aspherical particles with different aspect ratios. Moreover it was assumed that the particles are horizontally aligned.

### 8.1.3 Included species for absorption coefficient calculations

Gaseous species, which have important absorption lines or continua at the frequencies of the considered channels, are listed in Table 8.1. All of these species were included in the simulations. The selection of gaseous species is based on Waters et al. (1999). Atmospheric profiles were taken from the FASCOD (Anderson et al., 1986) data for tropical regions. The water vapor profile was adjusted so that the relative
humidity was $100 \%$ with respect to ice at altitudes with non-zero ice mass content.

### 8.1.4 Definition of realistic cloud parameters

For this study box shaped clouds in pressure, latitude and longitude are considered. The question of cloud inhomogeneity is neglected in order to simplify the interpretation of the results with respect to the effect of IMC, particle shape and the cloud position relative to the sensor. Thin layer cirrus clouds are rather homogeneous and have a large horizontal extent, hence the homogeneous box cloud is a good approximation for such kind of cloud. It might even be possible to use the 1D model, which is much faster than the 3D model. From observations, Del Genio et al. (2002) have derived typical cirrus cloud altitude and IMC ranges. These have been used for all simulations. The altitude range was set from 11.9 to 13.4 km . The IMC ranged from 0.0001 to $1 \mathrm{~g} / \mathrm{m}^{3}$. In order to study the effect of IMC several simulations for homogeneous clouds with different IMC were performed. The horizontal extent in all 3D simulations was $400 \mathrm{~km} \times 400 \mathrm{~km}$, which corresponds to $3.6^{\circ}$ latitude times $3.6^{\circ}$ longitude in the tropics.

### 8.2 Clear sky and cloudy radiances at 122 , 200.5 and 230 GHz

As a first step the clear sky and cloudy radiances for the three channels (122, 200.5 and 230 GHz ) were calculated for one special cloud case using the 1 D model in order to see qualitatively the different behavior of the channels. The IMC was $0.1 \mathrm{~g} / \mathrm{m}^{3}$ and the aspect ratio was 1.5 . The results are shown in Figure 8.1. The top left panel shows the clear sky radiances for tangent altitudes from 1 to 13 km . The figure shows, that for 122 GHz the gas absorption at high tangent altitudes is larger compared to 200.5 and 230 GHz so that saturation is reached at a higher altitude. The clear sky radiances for tangent altitudes higher than approximately 8 km are larger for 122 GHz than for 200.5 and

230 GHz , and for tangent altitudes below approximately 8 km the opposite is observed. The radiances obtained for 200.5 and 230 GHz are very similar to each other, that means that these two channels have similar absorption features. The top right panel shows cloudy radiances for the three channels and the bottom left panel shows the difference between cloudy and clear sky radiances. Obviously at 122 GHz the cloud has much less effect compared to the other channels. The BT depression at low tangent altitudes is larger for 230 GHz compared to 200.5 GHz , which is mostly due to an increasing extinction coefficient. The bottom right panel shows the polarization difference $Q$. Again this is largest for 230 GHz . Also here 200.5 and 230 GHz behave similarly and 122 GHz looks completely different and shows a much smaller polarization signal. A positive polarization difference is due to extinction by scattering, the radiation scattered away from the propagation direction is horizontally polarized, which means that vertically polarized radiation is left in the propagation direction. The radiation scattered into the propagation direction is horizontally polarized. Therefore, the polarization difference $Q=I_{v}-I_{h}$ is positive, if more radiation is scattered away from the line of sight (LOS) than into the LOS and negative if more radiation is scattered into the LOS.

### 8.3 Comparison between 1 D and 3 D simulations

In order to find out, whether it is appropriate to use the 1D model for the thin cirrus cloud layer, calculations were performed for different sensor positions with respect to the cloud. The LOS of the sensor at different positions intersect the cloud box at different points illustrated in Figure 8.2. LOS sets A and B were also used for the comparison of the DOIT module with the Monte Carlo module, which was presented in Section 5.3. The bottom panel of Figure 5.8 shows the cloud box and the LOS sets A and B. Intersection point A is 50 km away from the north edge of the cloud, B is in the middle of the cloud, C is 100 km away from the south edge of the cloud and D is 50 km away from the


Figure 8.1: Top left: Clear sky radiances. Top right: Cloudy radiances. Bottom left: Cloudy minus clear sky radiances. Bottom right: Polarization difference.
east edge of the cloud. A single aspect ratio of 1.5 was applied for the whole cloud. The ice mass content was assumed to be $0.1 \mathrm{~g} / \mathrm{m}^{3}$.

The differences between the 1D and the 3D DOIT model for all LOS sets are shown in Figure 8.3. For 122 GHz the difference is for the intensity $I$ less than 0.2 K and for the polarization signal $Q$ less than 0.1 K .

For 230 GHz and LOS set C the difference for $I$ is more than 10 K and for $Q$ it is more than 4 K . For the other LOS sets the differences are much smaller, but still significant, especially at 12 km tangent altitude. At 13 km tangent altitude the largest difference is obtained for LOS set A and at 12 km tangent altitude the largest difference is obtained


Figure 8.2: Cloud box and crossing points of LOS sets A, B, C and D as seen from the top. The arrow shows the viewing direction of the instrument.
for LOS set C. This can be explained by looking at the LOS relative to the cloud box. For A the LOS corresponding to 13 km tangent altitude intersects the cloud latitude boundary, hence the path-length through the cloud is shorter in the 3D model. Therefore, at 122 GHz , where the cloud leads to BT depression, the 1D model yields smaller BT compared to the 3D model. On the contrary, at 230 GHz , where the cloud leads to a BT enhancement, the 1D model yields larger BT. The same is valid for 12 km tangent altitude of LOS set C. Altogether, LOS set C shows larger differences than LOS set A, although the intersection point is further away from the cloud box boundary.

Apart from LOS set C the differences between the 1D and the 3D model are smaller than the differences between the 3D model and the 3D Monte Carlo model. Therefore, numerical inaccuracies are larger than the error introduced by the 1D approximation. This shows, that it is reasonable to use the 1D model for studying the effect of cloud parameters of the thin cirrus layer.

Frequency: 122 GHz


Frequency: 230 GHz


Figure 8.3: Comparison of 3D simulations with 1D simulations for the different sets of LOS. The top panels show the results for 122 GHz and the bottom panels show the results for 230 GHz .

### 8.4 Sensitivity study

### 8.4.1 Dependence on ice mass content

In order to study the dependence of the total intensity and the polarization difference $Q$ on the IMC, we plotted simulations for a constant aspect ratio of 3.0 and varied the IMC from 0.01 to $1 \mathrm{~g} / \mathrm{m}^{3}$. The results for all channels are presented in Figure 8.4. The left panels show the difference between the cloudy and the clear sky intensities and the right panels show the polarization differences. For 122 GHz the BT depression due to the cloud increases monotonically with increasing IMC. The polarization difference is positive and also increases monotonically with IMC. The middle and bottom panels show the results for 200.5 and 230 GHz respectively. The patterns look very similar to each other but different to the 122 GHz case. For intensities, as we have already seen in Figure 8.1, there is a BT enhancement at
high tangent altitudes and a BT depression at low tangent altitudes. The BT depression increases with IMC. The enhancement at 12 km tangent altitude increases up to $0.2 \mathrm{~g} / \mathrm{m}^{3}$, but for even higher IMC it decreases again. The reason is that the optical depth of the cloud is so large that multiple scattering events from the lower part of the cloud do not reach the top of the cloud. The polarization signal for small tangent altitudes is positive and increases up to approximately $0.2 \mathrm{~g} / \mathrm{m}^{3}$, then it starts decreasing. Due to multiple scattering events the polarization signal is decreased. For high tangent altitudes the polarization signal changes the sign from negative to positive at approximately $0.2 \mathrm{~g} / \mathrm{m}^{3}$. The optical depth of the cloud increases, so that less radiation is scattered into the LOS.

### 8.4.2 Dependence on aspect ratio

In order to study the effect of aspect ratio on the polarized radiances, simulations for an IMC of $0.1 \mathrm{~g} / \mathrm{m}^{3}$ are presented in Figure 8.5. The aspect ratio is varied from $1 / 5$ to 5 . The differences between cloudy and clear sky radiances on the left hand side show that the effect of particle shape is very small. To study the impact of particle shape the polarization signal is much more interesting. At all frequencies, for particles with an aspect ratio of one the polarization signal is negligible and it increases in both deformation directions. At 122 GHz the polarization signal is always positive. It increases up to approximately 2 K for oblate spheroids and up to approximately 1.5 K for prolate spheroids. The same behavior is seen for tangent altitudes below 8 km for the frequencies 200.5 and 230 GHz . However, the signal is much larger, up to approximately 20 K for 200.5 GHz and up to 25 K for 230 GHz . The absolute value of the negative polarization difference at high tangent altitudes is smaller for 12 km tangent altitude than below and above this altitude, because the path-length through the cloud is the largest in this case, which means that much radiation is multiple scattered. This decreases the polarization signal. Again the polarization signal is larger for oblate than for prolate particles with the same deformation.


Figure 8.4: Dependence of total intensity and polarization on IMC at $122 \mathrm{GHz}, 200.5 \mathrm{GHz}$, and 230 GHz for a cloud consisting of plates with an aspect ratio of 3.0. The contours correspond to the intensity difference compared to clear sky radiances (left) and to the polarization difference (right).


Figure 8.5: Dependence of total intensity and polarization on aspect ratio at $122 \mathrm{GHz}, 200.5 \mathrm{GHz}$, and 230 GHz for a cloud with a constant IMC of $0.1 \mathrm{~g} / \mathrm{m}^{3}$. The contours correspond to the intensity difference compared to clear sky radiances (left) and to the polarization difference (right).

### 8.5 Combination of horizontally and vertically polarized channels

Since channel R1 ( 122 GHz ) of the EOS MLS instrument measures both polarizations at the same time, it might be possible to use this channel to retrieve information about particle shape. Figure 8.6 shows scatter plots of the simulated radiances. The vertically polarized part of the radiation is plotted against the horizontally polarized part. The results for the particles with aspect ratio 1 (black circles) are on the diagonal, as they lead only to very small polarization. Different points of the same particle type correspond to different IMC. As we have also seen in Figure 8.5 the polarization difference is positive, which means that $I_{v}$ is greater than $I_{h}$. The simulations show, that from the measurements it should be possible to gain information about particle shape. The further away the measurements are from the diagonal the higher is the deformation of the particles inside the cloud. However, it might be difficult to distinguish between oblate and prolate particles since both induce the same polarization state. The plot shows that for clouds with a rather large IMC the polarization difference in channel 122 GHz is sufficiently large to gain information about particle shape. The scatter plot looks similar for 4 km and for 11 km tangent altitude.

Since the scattering signal is much larger in channels R2 $(200.5 \mathrm{GHz})$ and R3 $(230 \mathrm{GHz})$, it should also be possible to obtain information about particle shape from those channels, since they measure different polarizations. Figure 8.7 shows scattered plots of R2 (vertical polarization) and R3 (horizontal polarization) at different tangent altitudes. Since the cloudy radiance is for tangent altitudes up to 9 km larger for R2 than for R3 (compare Figure 8.1), also the points for particles with aspect ratio 1 lie below the diagonal. The plots look similar to the plot for 122 GHz . With higher deformation the difference between R2 and R3 increases. Compared to R1A/B the scattering signal is much stronger, therefore the combination of R2 and R3 is more useful for measuring thin cirrus clouds. For tangent altitudes inside the cloud, it depends on the IMC, whether R2 or R3 measures larger BT. Comparing with Figure 8.5 it can be seen that the points above the diagonal result from the simulations for small IMC whereas the points below


Figure 8.6: Scatter plot of vertically and horizontally polarized parts of the intensity for 122 GHz at tangent altitudes 4 and 11 km . This result corresponds to measurements of channel R1A $\left(I_{v}\right)$ and R1B $\left(I_{h}\right)$ of the EOS MLS instrument. Different symbols correspond to cloud particles of different aspect ratios.
the diagonal result from simulations for large IMC. Again simulations for more extreme aspect ratios are further away from the diagonal compared to simulations for less deformed particles. These results indicate that it might be possible to retrieve particle shape along with IMC from the measurements at tangent altitudes inside the cloud.

### 8.6 Conclusions and outlook

The first simulations for EOS MLS channels show, that the data, which will be obtained from the instrument, will be very useful to study cloud microphysics, like ice mass content and particle shape. Especially the different polarization characteristics can be used for this purpose. $\mathrm{R} 1 \mathrm{~A} / \mathrm{B}(122 \mathrm{GHz})$ measure both polarizations for the same frequency at the same time, but the scattering signal is rather small at this frequency, so that this channel can probably only be used for studying rather thick clouds. The scattering signal in channels R2 ( 200.5 GHz ) and R3 $(230 \mathrm{GHz})$ is much larger, so that these channels can also be used for thin clouds. Unfortunately, R2 measures


Figure 8.7: Scatter plots of vertically $(200.5 \mathrm{GHz})$ and horizontally $(230 \mathrm{GHz})$ polarized parts of the intensity at different tangent altitudes. This result corresponds to measurements of channel R2 ( $200.5 \mathrm{GHz}, I_{v}$ ) and R3 $\left(230 \mathrm{GHz}, I_{h}\right)$ of the EOS MLS instrument. Different symbols correspond to cloud particles of different aspect ratios.
only vertical polarization and R 3 only horizontal polarization so that it is not possible to calculate directly the polarization difference $Q$ for each channel. Nevertheless it is possible to combine the two channels in order to obtain cloud information, since absorption features and the scattering signal in the two channels are very similar. The possibility in retrieving cloud information in the higher frequency channels needs to be investigated. The problem is these channels might be, that the atmosphere is opaque, so that the instrument can not measure the clouds. The first data of the EOS MLS instrument is now being analyzed in the MLS science team at the Jet Propulsion Laboratory (JPL). The data will be available for other science teams in the near future. Then it will be possible to compare the DOIT model simulations with the real data.

## 9 Overall summary, conclusions and outlook

A new scattering algorithm, called Discrete Order ITerative (DOIT) method, was developed and implemented in the Atmospheric Radiative Transfer Simulator (ARTS). Before starting the development, literature related to radiative transfer modeling including a thermal source and scattering was reviewed. It turned out that none of the already existing models was well suited for the purpose of simulating polarized limb radiances in the microwave wavelength region, since all of the reviewed models use the plane-parallel approximation of the atmosphere. Some models using a spherical atmosphere were developed during the same time period as the DOIT algorithm, but these mostly use the scalar radiative transfer equation and other approximations. Besides the DOIT algorithm there is a Monte Carlo algorithm, which was also implemented into ARTS by Cory Davis in parallel to the implementation of the DOIT algorithm. The two algorithms are at present the only ones, which can model polarized limb radiances.

The basic equation of the scattering model is the vector radiative transfer equation (VRTE). The derivation of this equation requires basic principles and definitions of electromagnetic theory. There are several possibilities to calculate the scattering properties of small particles. The most simple method is the Rayleigh approximation for particles, which are very small compared to the wavelength of the radiation. For spherical particles and wavelengths comparable to the particle size, the Lorentz-Mie theory is usually applied. Since ice particles are of various shapes, which are mostly asymmetric, a more sophisticated method is required for modeling scattering of radiation in cirrus clouds. The T-matrix method, which is applicable for rotationally symmetric particles was chosen. Although the ice crystals are
usually not rotationally symmetric, cylinders and plates are a good approximation for many of the crystals. There are methods for arbitrary particle shapes, but those methods are either computationally very expensive or not well tested. The T-matrix method is currently the most commonly used method for the calculation of scattering properties of cirrus clouds particles.

The VRTE is a matrix integro-differential equation which in general cannot be solved analytically. Several numerical methods have been invented to solve such kind of equations; these include discrete ordinate methods, Monte Carlo methods, and "doubling and adding" methods. The originality of the DOIT method is, that it is the first discrete ordinate algorithm for a spherical geometry. As a platform the ARTS clear sky model was used, as it includes modules for the calculation of gas absorption, for handling ray-tracing in a three-dimensional atmosphere and for the simulation of sensor characteristics. The DOIT algorithm solves the VRTE on a restricted part of the atmosphere denoted as the "cloud box", in order to minimize the computational effort. Briefly the algorithm can be described as follows: Scattering integrals, which are the difficult part of the VRTE, are first calculated at all cloud box grid points using the clear sky field. After that the VRTE can be solved using a fixed term for the scattering integral. The solutions for all cloud box points are the first iteration radiation field. Scattering integral fields and radiation fields are calculated alternately until convergence is obtained. In this way the VRTE is solved numerically for the cloud box. The spherical geometry of the cloud box required numerical optimizations, for instance the zenith angle grid optimization for the representation of the radiation field.

The 1D DOIT algorithm was compared to the model FM2D developed at RAL (Rutherford Appelton Laboratory) and the single scattering model KOPRA developed for MIPAS (Michelson Interferometer for Passive Atmospheric Sounding). ARTS-DOIT and the FM2D model showed excellent agreement (less than 1K difference in simulated brightness temperatures for most cloud cases) and ARTS-DOIT and KOPRA agreed well in the single scattering regime. KOPRA as well as FM2D neglect polarization. KOPRA only works for 1D spherical atmospheres, whereas the RAL model works in 1D and 2D
pseudo-spherical atmospheres. The two models run faster than the ARTS model, but ARTS is the more general and more accurate model. The 3D polarized DOIT algorithm was compared to the ARTS Monte Carlo algorithm. This comparison was very important, since the two algorithms models are the very first ones, which are able to simulate polarized limb radiances in 3D spherical atmospheres for the microwave region. The agreement between the models was satisfactory. It shows that both the Monte Carlo method and the discrete ordinate method can be applied for solving the VRTE in a 3D spherical atmosphere.

Several simulation studies were performed using the new algorithm. The 1D scalar version was used to simulate frequency spectra for the MASTER instrument. The 1D polarized version was used for a sensitivity study of thin cirrus clouds on the EOS MLS instrument. Moreover, the 3D version was used for simulations of clouds with small horizontal extent. The results have shown that the effect of particle size is very significant on both intensity and polarization of the radiation. Particle shape is an important cloud parameter when the cloud particles are horizontally aligned with random azimuthal orientation. In the case of completely randomly oriented particles, changing the particle shape shows almost no effect in the simulations. For horizontally aligned particles, there is a significant difference between the scalar (unpolarized) version and the vector (polarized) version of the model in intensity. Therefore it is important to use a vector radiative transfer model to obtain accurate results, even if one is only interested in intensity, not in polarization. The 3D simulations show that one must not neglect cloud inhomogeneity effects. The scattering signal depends very much upon the sensor position with respect to the cloud. The fact that the scattering signal is much larger in limb geometry compared to down-looking geometries, due to the greater path-length through the cloud layers, demonstrates the potential of retrieving cloud properties from limb measurements.

ARTS is a modular program and can be run in different modes. The computation (CPU) time depends very much upon the chosen set-up, whether one uses the 1D- or the 3D-mode, or selects the polarized or the unpolarized mode. CPU time can also be reduced by calculating
two instead of all four Stokes components. The accuracy of the results is not affected, as long as $U$ and $V$ are negligible. Grid optimization is very important for both accuracy and computation time. Overall, the 1D model, with or without polarization is rather efficient and can be used for example to calculate full frequency spectra. The 3D model however is very inefficient for larger 3D cloud domains, so that for such cases the Monte Carlo algorithm should be prefered. Although the 3D calculations are computationally demanding and therefore not yet useful for operational applications, the model is practical for research, for instance to study in detail the effect of different cloud parameters on polarization. A feature of the DOIT method is, that it yields the whole radiation field. To simulate radiances for different sensor positions, the radiation field only needs to be calculated once for the whole cloud box and the outgoing radiances can then be interpolated on each required viewing direction.

The ARTS package, which includes besides the scattering tools (Monte Carlo and DOIT) various functions for clear sky radiative transfer and sensor modeling, is freely available under the Gnu General Public License and can be downloaded from http://www.sat. uni-bremen.de/arts/.

In the near future data from the EOS MLS instrument will be available. This could be used first of all to validate the DOIT and Monte Carlo algorithms by testing whether they can simulate the real data. Later, after the development of a cloud retrieval algorithm, the DOIT model can be used as a forward model for cloud parameter retrievals from satellite data. The model will also be a crucial tool for the data analysis of the submillimeter limb sounder SMILES, which is planned to be launched in 2008.

Appendix

## A Literature review

Before starting to develop a new scattering radiative transfer model a detailed literature review about already existing models was performed (Emde and Sreerekha, 2004). The models that were discussed in this review are summarized in Table A.1. Atmospheric geometries being used by the models and the applied methods for solving the radiative transfer equation are listed. Furthermore the table shows, which models can calculate the full Stokes vector, i.e., the polarization state of scattered radiances. The last column of the table inludes the particle types the models are able to handle.

Most of the reviewed models use a plane-parallel atmosphere. Only SHDOM, VDISORT and the Monte Carlo model, which are threedimensional models, use an atmosphere which is discretized using a cartesian coordinate system. In these models the atmosphere does not consist just of plane-parallel layers, but of cuboidal grid cells. None of the models has used a spherical geometry which is necessary to simulate limb radiances. This is the major deficit. The new version of ARTS includes a spherical atmosphere.

Methods for 1D plane-parallel atmospheres are the Eddington approximations and the doubling-and-adding method. The advantage of the Eddington approximations is, that they give analytical expressions as solution and therefore the Eddington models are very fast, but they can only be applied for spherical particles. The doubling-and-adding method is a simple numerical method which is also quite fast and can be used for modeling all kinds of particle types.

The successive order of scattering method can be used for 1D and 3D atmospheres, in the 3D case in combination with the discrete ordinate method. For 3D calculations, Monte Carlo approaches are also possible. If one wants to calculate many viewing angles and different
sensor positions for a rather small scattering domain, the discrete ordinate method is more efficient than the Monte Carlo method because the whole radiation field is calculated at once. On the other hand, if only a few viewing angles are needed, the Monte Carlo method is more efficient.

Microwave RT models for cloudy atmospheres

| Name | Atmosphere | Method |  | $\begin{aligned} & \text { non- } \\ & \text { sph. } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| MWMOD Simmer (1993) Czekala (1999b) | planeparallel | DO <br> Iterative | y | y |
| RTTOV <br> Eyre (1991) <br> English and Hewison (1998) | planeparallel | D-A, <br> Eddington | n | n |
| $\begin{aligned} & \hline \text { SHDOM } \\ & \text { Evans (1998) } \\ & \hline \end{aligned}$ | 3D- <br> cartesian | DO <br> Iterative | n | n |
| PolRadTrans <br> Evans and Stephens (1991) | planeparallel | D-A | y | y |
| Hybrid Model <br> Deeter and Evans (1998) | planeparallel | Eddington \& Single Scattering | n | n |
| DISORT <br> Stamnes et al. (1988) | planeparallel | $\begin{aligned} & \hline \text { DO } \\ & \text { Iterative } \end{aligned}$ | n | n |
| VDISORT <br> Weng (1992) <br> Schulz et al. (1999) | planeparallel | DO <br> Iterative | y | y |
| Perturbation Model Gasiewski and Stalin (1990) | planeparallel | Perturbation method | y | y |
| Eddington Models Kummerow (1993) | planeparallel | Eddington | n | n |


| Monte Carlo <br> Roberti and Kummerow <br> $(1999)$, Liu et al. (1996) | 3D- | Monte | y | y |
| :--- | :--- | :--- | :--- | :--- |
| VDOM |  | Carlo |  |  |
| Haferman et al. (1997) | 3D- | DO | y | y |
| ARTS-MC | 3D- | Monte | y | y |
| Davis et al. (2004) | spherical | Carlo |  |  |
| ARTS-DOIT | 3D- | DO | y | y |
| Emde et al. (2004a) | spherical | Iterative |  |  |

Table A.1: Overview of the reviewed radiative transfer models Abbreviations: Pol.- polarization, DO - Discrete-ordinate method, D-A - Doubling-and-adding method, Single Scattering - Single scattering approximation, non-sph. - non-spherical particles

## B Derivations

## B. 1 Solution of approximated VRTE

Equation (4.7) can be solved analytically using the following matrix exponential approach

$$
\begin{equation*}
\boldsymbol{I}^{(1)}=e^{-\overline{\langle\boldsymbol{K}\rangle} s} \boldsymbol{C}_{1}+\boldsymbol{C}_{2}, \tag{B.1}
\end{equation*}
$$

where $\boldsymbol{C}_{1}$ and $\boldsymbol{C}_{2}$ are constants which have to be determined. Substituting (B.1) into (4.7) gives the constant $\boldsymbol{C}_{2}$ :

$$
\begin{align*}
-\overline{\langle\boldsymbol{K}\rangle} e^{-\overline{\langle\boldsymbol{K}\rangle} s} \boldsymbol{C}_{1}= & -\overline{\langle\boldsymbol{K}\rangle} e^{-\overline{\langle\boldsymbol{K}\rangle} s} \boldsymbol{C}_{1}-\overline{\langle\boldsymbol{K}\rangle} \boldsymbol{C}_{2} \\
& +\overline{\langle\boldsymbol{a}\rangle} \bar{B}+\overline{\left\langle\boldsymbol{S}^{(0)}\right\rangle} \\
\boldsymbol{C}_{2}= & \overline{\langle\boldsymbol{K}\rangle}^{-1}\left(\overline{\langle\boldsymbol{a}\rangle} \bar{B}+\overline{\left\langle\boldsymbol{S}^{(0)}\right\rangle}\right) \tag{B.2}
\end{align*}
$$

$\boldsymbol{C}_{1}$ can be determined using the initial condition, which is the radiation at the intersection point $\boldsymbol{P}^{\prime}$ traveling towards the observation point $\boldsymbol{P}$ :

$$
\begin{equation*}
\boldsymbol{I}^{(1)}(s=0)=\boldsymbol{I}^{(0)}(\text { at intersection point }) \tag{B.3}
\end{equation*}
$$

From the ansatz Equation (B.1) follows:

$$
\begin{align*}
\boldsymbol{I}^{(0)} & =\boldsymbol{C}_{1}+\overline{\langle\boldsymbol{K}\rangle}^{-1}\left(\overline{\langle\boldsymbol{a}\rangle} \bar{B}+\overline{\left\langle\boldsymbol{S}^{(0)}\right\rangle}\right) \\
\boldsymbol{C}_{1} & =\overline{\boldsymbol{I}}^{(0)}-\overline{\langle\boldsymbol{K}\rangle}^{-1}\left(\overline{\langle\boldsymbol{a}\rangle} \bar{B}+\overline{\left\langle\boldsymbol{S}^{(0)}\right\rangle}\right) \tag{B.4}
\end{align*}
$$

Substituting (B.2) and (B.4) into Equation (B.1) leads to the solution:

$$
\begin{align*}
\boldsymbol{I}^{(1)}= & e^{-\overline{\langle\boldsymbol{K}\rangle s}} \cdot\left(\boldsymbol{I}^{(0)}-\overline{\langle\boldsymbol{K}\rangle}^{-1}\left(\overline{\langle\boldsymbol{a}\rangle} \bar{B}+\overline{\left\langle\boldsymbol{S}^{(0)}\right\rangle}\right)\right) \\
& +\overline{\langle\boldsymbol{K}\rangle}^{-1}\left(\overline{\langle\boldsymbol{a}\rangle} \bar{B}+\overline{\left\langle\boldsymbol{S}^{(0)}\right\rangle}\right) \tag{B.5}
\end{align*}
$$

This can be resorted to the following form:

$$
\begin{equation*}
\boldsymbol{I}^{(1)}=e^{-\overline{\langle\boldsymbol{K}\rangle} s} \boldsymbol{I}^{(0)}+\left(\mathbb{I}-e^{-\overline{\langle\boldsymbol{K}\rangle} s}\right) \overline{\langle\boldsymbol{K}\rangle}^{-1}\left(\overline{\langle\boldsymbol{a}\rangle} \bar{B}+\overline{\left\langle\boldsymbol{S}^{(0)}\right\rangle}\right) \tag{B.6}
\end{equation*}
$$

Here $\mathbb{I}$ denotes the identity matrix and $\boldsymbol{I}^{(0)}$ the Stokes vector at the intersection point. There are several ways to calculate the matrix exponential functions. In ARTS the Pade-approximation is implemented according to Moler and Loan (1979).

## B. 2 Transformation of single scattering properties from the particle frame to the laboratory frame for randomly oriented particles

## B.2.1 Transformation from scattering matrix to phase matrix

Instead of calculating the phase matrix $\boldsymbol{Z}$, which relates the Stokes vectors relative to their respective meroidal planes, we can calculate the scattering matrix $\boldsymbol{F}$, which relates the Stokes parameters of the incident and the scattered beams with respect to the scattering plane. The scattering matrix for macroscopically isotropic and mirror-symmetric scattering media has only six independent matrix elements in contrast to the phase matrix which has in general sixteen independent matrix elements.

From symmetry considerations follows, that the scattering matrix (Equation (3.8)) has a simple block-diagonal structure. The advantages of using the particle frame are obvious: On the one hand side the calculation of the scattering matrix using the T-matrix method is very efficient and on the other hand side much less memory is required to store the phase matrix. It depends only on one angle instead of four and it has less elements. The only draw-back is, that a transformation from the particle frame to the laboratory frame is needed, as the radiative transfer calculations are performed in the laboratory frame.

Inserting the transformed $\boldsymbol{n}^{\text {inc }}$ and $\boldsymbol{n}^{\text {sca }}$ into Equation (3.1) we can calculate the scattering angle

$$
\begin{equation*}
\Theta=\arccos \left(\cos \theta^{\text {sca }} \cos \theta^{\text {inc }}+\sin \theta^{\text {sca }} \sin \theta^{\text {inc }} \cos \left(\phi^{\mathrm{sca}}-\phi^{\text {inc }}\right)\right) \tag{B.7}
\end{equation*}
$$

where the angles $\theta^{\text {sca }}$ and $\phi^{\text {sca }}$ describe the scattered beam and $\theta^{\text {inc }}$ and $\phi^{\text {inc }}$ the incident beam in the laboratory frame.

For the transformation from the scattering matrix to the phase matrix different cases have to be considered:

1. For forward scattering $(\Theta=0)$ the scattering frame coincides with the laboratory frame and no transformation is required.

$$
\begin{equation*}
F=Z \tag{B.8}
\end{equation*}
$$

2. Different transformations are needed depending of the difference between azimuth angles. We can derive the following transformation formulas for $0<\phi^{\text {sca }}-\phi^{\text {inc }}<\pi$ provided that $\theta^{i n c, s c a}$ and $\phi^{i n c, s c a}$ are not equal to 0 or $\pi$ :

$$
\boldsymbol{Z}\left(\theta^{\text {sca }}, \theta^{\mathrm{inc}}, \phi^{\text {sca }}, \phi^{\mathrm{inc}}\right)=
$$

$$
\left[\begin{array}{cccc}
F_{11} & C_{1} F_{12} & S_{1} F_{12} & 0  \tag{B.9}\\
C_{2} F_{12} & C_{1} C_{2} F_{22}-S_{1} S_{2} F_{33} & S_{1} C_{2} F_{22}+C_{1} S_{2} F_{33} & S_{2} F_{34} \\
-S_{1} F_{12} & -C_{1} S_{2} F_{22}-S_{1} C_{2} F_{33} & -S_{1} S_{2} F_{22}+C_{1} C_{2} F_{33} & C_{2} F_{34} \\
0 & S_{2} F_{34} & -C_{1} F_{34} & F_{44}
\end{array}\right]
$$

where

$$
\begin{align*}
C_{j} & =\cos 2 \sigma_{j}=2 \cos ^{2} \sigma_{j}-1  \tag{B.10}\\
S_{j} & =\sin 2 \sigma_{j}=2 \sqrt{1-\cos ^{2} \sigma_{j}} \cos \sigma_{j}  \tag{B.11}\\
j & =1,2
\end{align*}
$$

The terms $\cos \sigma_{1}$ and $\cos \sigma_{2}$ can be calculated from $\theta^{\text {sca }}, \phi^{\text {sca }}, \theta^{\text {inc }}$ and $\phi^{\text {inc }}$ using spherical trigonometry:

$$
\begin{align*}
& \cos \sigma_{1}=\frac{\cos \theta^{\mathrm{sca}}-\cos \theta^{\mathrm{inc}} \cos \theta}{\sin \theta^{\mathrm{inc}} \sin \theta}  \tag{B.12}\\
& \cos \sigma_{2}=\frac{\cos \theta^{\mathrm{inc}}-\cos \theta^{\mathrm{sca}} \cos \theta}{\sin \theta^{\mathrm{sca}} \sin \theta} \tag{B.13}
\end{align*}
$$

For different azimuth angles, the formulas look very similar. Only some signs are changed.
3. In the case that $\theta^{i n c, s c a}$ or $\phi^{i n c, s c a}$ equal zero or $\pi$, the above formulas are not defined. The limiting values can be derived:

$$
\begin{align*}
\lim _{\theta^{\mathrm{sca}} \rightarrow 0} \cos \sigma_{2} & =-\cos \left(\phi^{\mathrm{sca}}-\phi^{\mathrm{inc}}\right) \\
\lim _{\theta^{\mathrm{sca}} \rightarrow \pi} \cos \sigma_{2} & =\cos \left(\phi^{\mathrm{sca}}-\phi^{\mathrm{inc}}\right) \\
\lim _{\theta^{\mathrm{inc}} \rightarrow 0} \cos \sigma_{1} & =-\cos \left(\phi^{\mathrm{sca}}-\phi^{\mathrm{inc}}\right) \\
\lim _{\theta^{\mathrm{inc}} \rightarrow \pi} \cos \sigma_{1} & =\cos \left(\phi^{\mathrm{sca}}-\phi^{\mathrm{inc}}\right) \tag{B.14}
\end{align*}
$$

4. For backward scattering $(\Theta=\pi)$ the scattering matrix is diagonal and has only two independent elements:

$$
\boldsymbol{F}(\pi)=\left[\begin{array}{cccc}
F_{11}(\pi) & 0 & 0 & 0  \tag{B.15}\\
0 & F_{22}(\pi) & 0 & 0 \\
0 & 0 & -F_{22}(\pi) & 0 \\
0 & 0 & 0 & F_{11}(\pi)-F_{22}(\pi)
\end{array}\right]
$$

As the phase matrix the scattering matrix of course also depends on the frequency and on the temperature or equivalently on the refractive index of the scattering medium.

## B.2.2 Extinction matrix and absorption vector

For scattering media consisting of randomly oriented particles one can show, that all off-diagonal elements of the extinction matrix $\boldsymbol{K}$ vanish. Furthermore, all diagonal elements are equal and correspond to the extinction cross-section $C_{\text {ext }}$.

$$
\begin{equation*}
\boldsymbol{K}=C_{\mathrm{ext}} \mathbb{I}=N\left\langle C_{\mathrm{ext}}\right\rangle \mathbb{I} \tag{B.16}
\end{equation*}
$$

where $\mathbb{I}$ is the identity matrix, $N$ the number of particles in a volume element and $\left\langle C_{\text {ext }}\right\rangle$ the average extinction cross-section per particle, which in this case is independent of the direction of propagation and of the polarization state of the incident radiation.

The ensemble-averaged emission vector for isotropic scattering media must be independent of the emission direction. It can be shown, that the absorption vector just depends on the absorption crosssection $C_{\text {abs }}$

$$
\boldsymbol{a}=\left[\begin{array}{c}
C_{\mathrm{abs}}  \tag{B.17}\\
0 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{c}
N\left\langle C_{\mathrm{abs}}\right\rangle \\
0 \\
0 \\
0
\end{array}\right]
$$

where $\left\langle C_{\text {abs }}\right\rangle$ is the average absorption cross-section per particle.
Absorption end emission cross-section depend on frequency and on the refractive index being a function of temperature.
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## C List of acronyms

| Acronym | Meaning |
| :--- | :--- |
| ARTS | Atmospheric Radiative Transfer Simulator |
| BT | Brightness Temperature |
| CLEAS | Cryogenic Limb Array Etalon Spectrometer |
| CPU | Central Processing Unit |
| CRISTA | Cryogenic Spectrometers and Telescopes for the |
|  | Atmosphere |
| DDA | Discrete Dipole Approximation |
| DDSCAT | Discrete Dipole Approximation for Scattering |
|  | and Absorption of Light by Irregular Particles |
| DISORT | Discrete Ordinate Radiative Transfer Model |
| DOIT | Discrete Ordinate ITerative method |
| DOM | Discrete Ordinate Method |
| ECBM | Extended Boundary Condition Method |
| EOS | Earth Observing System |
| ESA | European Space Agency |
| ESTEC | European Space research and TEchnology Cen- |
|  | tre |
| FASCOD | Fast Atmosphere Signature Code |
| FIRE | First ISCCP Regional Experiment |
| FM2D | Forward Model 2D |
| GCM | Global Climate Models |
| GOME | Global Ozone Monitoring Experiment |
| GOMETRAN | GOME radiative TRANsfer model |
| HITRAN | High-resolution Transmission Molecular Absorp- |
|  | tion database |


| Acronym | Meaning |  |  |
| :--- | :--- | :--- | :--- | :--- |
| ISCCP | International Satellite Cloud | Climatology |  |
|  | Project |  |  |
| IMC | Ice Mass Content |  |  |
| JPL | Jet Propulsion Laboratory |  |  |
| KOPRA | Karlsruhe Optimized and Precise | Radiative |  |
|  | Transfer Algorithm |  |  |
| LOS | Line Of Sight |  |  |
| MATLAB | MAtrix LABoratory |  |  |
| MAS | Millimeter Atmospheric Sounder |  |  |
| MASTER | Millimeter Wave Acquisitions for | Strato- |  |
|  | sphere/Troposphere Exchange Research |  |  |
| MC | Monte Carlo method |  |  |
| MIPAS | Michelson Interferometer for Passive | Atmo- |  |
|  | spheric Sounding |  |  |
| MLS | Microwave Limb Sounder |  |  |
| MWMOD | MicroWave MODel |  |  |
| NASA | National Aeronautics and Space Admisistration |  |  |
| PyARTS | Python ARTS |  |  |
| RAL | Rutherford Appleton Laboratory |  |  |
| RT | Radiative Transfer |  |  |
| RTTOV | fast Radiative Transfer model for TOVs |  |  |
| SHDOM | Spherical Harmonics Discrete Ordinate Method |  |  |
| SMILES | Superconduction Submillimeter-Wave Limb |  |  |
|  | Emission Sounder |  |  |
| SMR | Submillimeter Radiometer |  |  |
| SRTE | Scalar Radiative Transfer Equation |  |  |
| SWCIR | Submillimeter-Wave Cloud Ice Radiometer |  |  |
| TES | Troposhperic Emission Spectrometer |  |  |
| TOVS | Tiros Operational Vertical Sounder |  |  |
| UARS | Upper Atmospheric Research Satellite |  |  |
| VDISORT | Vector Discrete Ordinate Radiative Transfer |  |  |
| VRTE | Model | Vector Discrete-Ordinates Method |  |
|  | Vector Radiative Transfer Equation |  |  |
|  |  |  |  |

## D List of symbols

| Symbol | Definition and dimension in SI units | Introduced in section |
| :---: | :---: | :---: |
| $\boldsymbol{a}^{p}$ | particle absorption vector [ $\mathrm{m}^{2}$ ] | 1.3.4 |
| $\langle\boldsymbol{a}\rangle$ | total ensemble averaged absorption vector (includes particle and gas contributions) [ $\mathrm{m}^{-1}$ ] | 1.5 |
| $\left\langle\boldsymbol{a}^{g}\right\rangle$ | averaged gas absorption vector $\left[\mathrm{m}^{-1}\right]$ | 1.5 |
| $\left\langle\boldsymbol{a}^{p}\right\rangle$ | ensemble averaged particle absorption vector $\left[\mathrm{m}^{-1}\right]$ | 1.5 |
| $\left\langle\boldsymbol{a}_{i}^{p}\right\rangle$ | ensemble averaged absorption vector for one particle type $\left[\mathrm{m}^{2}\right]$ | 1.5 |
| $B$ | Planck blackbody energy distribution $\left[\mathrm{W} \mathrm{s} \mathrm{m}{ }^{-2} \mathrm{sr}^{-1}\right.$ ] | 1.3 .4 |
| c | speed of light in vacuum [ $\mathrm{m} \mathrm{s}^{-1}$ ] | 1.1 |
| $C_{\text {abs }}$ | absorption cross section $\left[\mathrm{m}^{2}\right]$ | 1.3 .5 |
| $C_{\text {ext }}$ | extinction cross section $\left[\mathrm{m}^{2}\right]$ | 1.3 .5 |
| $C_{\text {sca }}$ | scattering cross section $\left[\mathrm{m}^{2}\right]$ | 1.3 .5 |
| $\boldsymbol{E}$ | electric field vector [ $\mathrm{V} \mathrm{m}^{-1}$ ] | 1.1 |
| $\boldsymbol{E}_{0}$ | amplitude of electric field vector [ $\mathrm{V} \mathrm{m}^{-1}$ ] | 1.1 |
| $E_{\theta}, E_{\phi}$ | spherical coordinate components of the electric field vector [ $\mathrm{V} \mathrm{m}^{-1}$ ] | 1.2 |
| $E_{h}, E_{v}$ | horizontal and vertical components of the electric field vector [ $\mathrm{V} \mathrm{m}^{-1}$ ] | 1.2 |
| $\boldsymbol{F}$ | scattering matrix [ $\mathrm{m}^{2}$ ] | 3.3 |
| $g$ | probability density function [-] | 5.3 |
| H | magnetic field vector [ $\mathrm{A} \mathrm{m}^{-1}$ ] | 1.1 |


| Symbol | Definition and dimension in SI units | Introduced in section |
| :---: | :---: | :---: |
| $\hbar$ | Planck constant divided by $2 \pi$ [Js] | 1.3.4 |
| I | intensity, first Stokes parameter [ $\mathrm{W} \mathrm{m}^{-1}$ ] | 1.2 |
| I | specific intensity [ $\mathrm{W} \mathrm{s} \mathrm{m}{ }^{-2} \mathrm{sr}^{-1}$ ] | 1.5 |
| I | Stokes vector [ $\mathrm{W} \mathrm{m}^{-1}$ ] | 1.2 |
| I | specific intensity vector or "Stokes vector" $\left[\mathrm{W} \mathrm{~s} \mathrm{~m}^{-2} \mathrm{sr}^{-1}\right]$ | 1.5 |
| $\boldsymbol{I}_{b}$ | blackbody Stokes column vector $\left[\mathrm{W} \mathrm{~s} \mathrm{~m}^{-2} \mathrm{sr}^{-1}\right]$ | 1.3.4 |
| $\mathcal{I}$ | radiation field [ $\mathrm{W} \mathrm{s} \mathrm{m}{ }^{-2} \mathrm{sr}^{-1}$ ] | 4.1.1 |
| $\mathcal{I}^{(n)}$ | $\mathrm{n}^{\text {th }}$ order radiation field [ $\mathrm{W} \mathrm{s} \mathrm{m}^{-2} \mathrm{sr}^{-1}$ ] | 4.1.1 |
| IMC | ice mass content [ $\mathrm{kg} \mathrm{m}^{-3}$ ] | 3.5 |
| $k=k_{\mathrm{R}}+$ | (complex) wave number $\left[\mathrm{m}^{-1}\right]$ | 1.1 |
| $k_{\text {I }}$ |  |  |
| $k_{b}$ | Boltzmann constant [ $\mathrm{JK}^{-1}$ ] | 1.3.4 |
| K | total extinction matrix [ $\mathrm{m}^{-1}$ ] | 1.3.3 |
| $\langle\boldsymbol{K}\rangle$ | ensemble averaged total extinction matrix [ $\mathrm{m}^{-1}$ ] | 1.5 |
| $\left\langle\boldsymbol{K}^{g}\right\rangle$ | ensemble averaged gaseous extinction matrix $\left[\mathrm{m}^{-1}\right]$ | 1.5 |
| $\left\langle\boldsymbol{K}^{p}\right\rangle$ | ensemble averaged particle extinction matrix $\left[\mathrm{m}^{-1}\right.$ ] | 1.5 |
| $\left\langle\boldsymbol{K}_{i}^{p}\right\rangle$ | ensemble averaged extinction matrix for one particle type $\left[\mathrm{m}^{2}\right]$ | 1.5 |
| $\begin{aligned} & m= \\ & m_{\mathrm{R}}+m_{\mathrm{I}} \end{aligned}$ | (complex) refractive index relative to vacuum of surrounding medium [-] | 1.1 |
| $m$ | mass of a particle [kg] | 3.5 |
| $N$ | number of particles [-] | 1.4 |
| $n^{g}$ | volume mixing ratio [-] | 1.5 |
| $n^{p}$ | particle number density [ $\mathrm{m}^{-3}$ ] | 1.5 |
| $n(r)$ | particle size distribution function [-] | 3.5 |
| $\hat{\boldsymbol{n}}$ | unit vector [-] | 1.2 |
| $\hat{\boldsymbol{n}}^{\text {inc }}$ | unit vector in the incidence direction [-] | 1.3 |


| Symbol | Definition and dimension in SI units | Introduced in section |
| :---: | :---: | :---: |
| $\hat{\boldsymbol{n}}^{\text {sca }}$ | unit vector in the scattering direction [-] | 1.3 |
| $p$ | phase function [-] | 1.3.5 |
| $p$ | degree of polarization [-] | 1.2 |
| $p_{\text {lin }}$ | degree of linear polarization [-] | 1.2 |
| $p_{\text {circ }}$ | degree of circular polarization [-] | 1.2 |
| P | time-averaged Poynting vector [ $\mathrm{W} \mathrm{m}^{-2}$ ] | 1.1 |
| $\vec{p}$ | pressure grid [Pa] | 4.1.1 |
| $Q$ | second Stokes parameter [ $\mathrm{W} \mathrm{m}^{-1}$ ] | 1.2 |
| $Q$ | second component of specific intensity vector $\left[\mathrm{W} \mathrm{~s} \mathrm{~m}^{-2} \mathrm{sr}^{-1}\right]$ | 1.5 |
| $Q_{\text {abs }}$ | absorption efficiency [-] | 3.3 |
| $Q_{\text {ext }}$ | extinction efficiency [-] | 3.3 |
| $Q_{\text {sca }}$ | scattering efficiency [-] | 3.3 |
| $r$ | distance from the origin of a coordinate system [m] | 1.3 |
| $r$ | equal volume sphere radius of a particle [m] | 3.2 |
| $\tilde{r}$ | random number [-] | 5.3 |
| $r$ | radius (position) vector [m] | 1.1 |
| $R_{\text {eff }}$ | effective radius of a particle size distribution [m] | 3.5 |
| $R_{\text {me }}$ | median radius of a particle size distribution | 5.1 |
| $\langle S\rangle$ | scattering source function [ $\mathrm{W} \mathrm{s} \mathrm{m}^{-1} \mathrm{sr}^{-1}$ ] | 5.1 |
| $\mathcal{S}^{(n)}$ | $\mathrm{n}^{\text {th }}$ order scattering integral field [W s $\left.\mathrm{m}^{-2} \mathrm{sr}^{-1}\right]$ | 4.1.1 |
| $t$ | time [s] | 1.1 |
| $T$ | temperature [K] | 1.3.4 |
| $T_{\text {Planck }}$ | Planck brightness temperature [K] | 2.7 |
| $T_{\text {RJ }}$ | Rayleigh Jeans brightness temperature [K] | 2.7 |


| Symbol | Definition and dimension in SI units | Introduced in section |
| :---: | :---: | :---: |
| $U$ | third Stokes parameter [ $\mathrm{W} \mathrm{m}^{-1}$ ] | 1.2 |
| $U$ | third component of specific intensity vector $\left[\mathrm{W} \mathrm{~s} \mathrm{~m}^{-2} \mathrm{sr}^{-1}\right]$ | 1.5 |
| V | fourth Stokes parameter [ $\mathrm{W} \mathrm{m}^{-1}$ ] | 1.2 |
| V | fourth component of specific intensity vector $\left[\mathrm{W} \mathrm{~s} \mathrm{~m}{ }^{-2} \mathrm{sr}^{-1}\right]$ | 1.5 |
| V | volume of a particle $\left[\mathrm{m}^{-3}\right]$ | 3.5 |
| W | power [ W ] | 1.3.4 |
| $x$ | scattering parameter [-] | 3.3 |
| $Z$ | phase matrix [ $\mathrm{m}^{2}$ ] | 1.3.2 |
| $\langle\boldsymbol{Z}\rangle$ | ensemble averaged phase matrix [ $\mathrm{m}^{-1}$ ] | 1.4 |
| $\left\langle\boldsymbol{Z}_{i}\right\rangle$ | ensemble averaged phase matrix for one particle type [ $\mathrm{m}^{2}$ ] | 1.5 |
| $\alpha$ | polarizability [ $\mathrm{m}^{3}$ ] | 3.3 |
| $\alpha_{i}^{g}$ | individual gas absorption coefficient [ $\mathrm{m}^{-1}$ ] | 1.5 |
| $\alpha^{p}$ | particle absorption coefficient [ $\mathrm{m}^{-1}$ ] | 1.1 |
| $\left\langle\alpha^{g}\right\rangle$ | averaged gas absorption coefficient [ $\mathrm{m}^{-1}$ ] | 1.5 |
| $\vec{\alpha}$ | latitude grid [ ${ }^{\circ}$ ] | 4.1.1 |
| $\vec{\beta}$ | longitude grid [ ${ }^{\circ}$ ] | 4.1.1 |
| $\Delta s$ | path length element [m] | 5.1 |
| $\Delta S$ | surface element [ $\mathrm{m}^{2}$ ] | 1.3.3 |
| $\Delta \omega$ | angular frequency interval [ $\mathrm{s}^{-1}$ ] | 1.3.4 |
| $\Delta \Omega$ | solid angle [sr] | 1.3.4 |
| $\Delta_{n}$ | phase of amplitude matrix [-] | 1.4 |
| $\epsilon$ | electric permittivity [ $\mathrm{Fm}^{-1}$ ] | 1.1 |
| $\lambda$ | free space wavelength [m] | 1.1 |
| $\mu$ | magnetic permeability [ $\mathrm{H} \mathrm{m}^{-1}$ ] | 1.1 |
| $\nu$ | frequency of radiation [ $\mathrm{s}^{-1}$ ] | 1.1 |
| $\omega$ | angular frequency [ $\mathrm{s}^{-1}$ ] | 1.1 |
| $\omega_{0}$ | single scattering albedo [-] | 1.3.5 |


| Symbol | Definition and dimension in SI units | Introduced <br> in <br> section |
| :--- | :--- | :--- |
| $\tilde{\omega}$ | similar to scattering albedo, used in | 5.3 |
|  | Monte Carlo model $[-]$ |  |
| $\pi$ | pi $[-]$ | 1.5 |
| $\tau_{\max }$ | maximal optical depth $[-]$ | 4.1 .4 |
| $\vec{\phi}$ | azimuth angle grid $\left[{ }^{\circ}\right]$ | 4.1 .1 |
| $\rho$ | density of a scattering medium $\left[\mathrm{gm}^{-3}\right]$ | 3.5 |
| $\vec{\theta}$ | zenith angle grid $\left[^{\circ}\right]$ | 4.1 .1 |
| $\Theta$ | scattering angle $\left[{ }^{\circ}\right]$ | 3.2 |


| Symbol | Definition and dimension in SI units | Introduced <br> in <br> section |
| :--- | :--- | :--- |
|  | General notation |  |
| $x^{*}$ | complex conjugate of $x$ |  |
| $\langle x\rangle$ | ensemble average of $x$ | 1.1 |
| $\boldsymbol{X}$ | matrix $\boldsymbol{X}$ | 1.4 |
| $X_{i j}$ | element (ij) of $\boldsymbol{X}$ | 1.1 |
| $\boldsymbol{x}$ | vector $\boldsymbol{x}$ | 1.3 .2 |
| $x_{i}$ | $i^{\text {th }}$ element of $\boldsymbol{x}$ | 1.1 |
| $x^{\text {inc }}$ | $x$ for incident direction | 1.5 |
| $x^{\text {sca }}$ | $x$ for scattering direction | 1.3 .1 |
| $\boldsymbol{X}^{T}$ | transpose of $\mathbf{X}$ | 1.3 .1 |
| $\int_{4 \pi}$ | integral over the whole space | 1.5 |
| $\operatorname{Re}\{\mathrm{x}\}$ | Real part of $x$ | 1.5 |
| $\operatorname{Im}\{\mathrm{x}\}$ | Imaginary part of $x$ | 1.1 |
| $\bar{x}$ | spatial average of $x$ | 1.1 |
| $\Gamma$ | gamma function | 2.3 .3 |
| $\mathbb{I}$ | identity matrix | 3.5 |
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[^0]:    1 SI units - Système International d'Unités

[^1]:    1 The aspect ratio of a particle is its diameter divided by its length.

[^2]:    ${ }^{a} 11 \mathrm{~km}$ tangent altitude

