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Abstract

High energy charged cosmic rays of unidentified origin arrive constantly at the
Earth’s atmosphere. This particles reach energies up to 10%° eV and are assumed to
be accelerated by extragalactic sources. To track back the origin of cosmic rays the
extragalactic high energy neutrinos have to be detected on Earth as their simulta-
neous production is predicted by theories.

The neutrinos produced in the Earth’s atmosphere represent the main background
for extragalactic neutrinos but at high energies their flux is expected to give way
to the extragalactic flux. Therefore, the determination of the atmospheric neutrino
flux spectrum can shed light on the contribution of extragalactic neutrinos to the
measured flux spectrum.

IceCube is a cubic kilometer large neutrino telescope located at the geographic
South Pole and is well suited for the detection of high energy neutrinos. The data
used for this work was taken while the experiment was under construction and thus
the measurement proceeded with the partially finished detector IceCube 59.

For the determination of the neutrino energy a sophisticated algorithm is needed to
estimate the energy distribution from the measured observables. For this purpose,
TRUEE, the new unfolding program is developed based on the proven unfolding
program RUN (Blobel, 1984). The software provides a large set of extensions to
enable a comfortable and user-friendly unfolding analysis.

In this work the new software TRUEE is introduced and applied on the IceCube
59 data to estimate the flux spectrum of the atmospheric neutrinos. The software
provides reliable results and the energy range of the spectrum could be extended.
The systematic uncertainties of the simulation have a large impact and have to be
reduced to make conclusions about the neutrino flux origin.






Introduction

The evolution and structure of the universe and the natural laws of its internal en-
tities have always attracted the mankind’s interest. That promoted the development
of the research fields of particle physics, astronomy and cosmology. While particle
physics studies the nature at very small scales by investigating particle interactions,
astronomy and cosmology deal with large scales and describe properties of celestial
objects and evolution of the universe as a whole.

In the recent decades these disciplines could find a common ground in the astropar-
ticle physics, which studies the particles coming from the galactic and extragalactic
sources. The latter can be studied from the characteristics of different particle
fluxes. Of special interest are the high energy astroparticles (E > 10'!eV), which
are assumed to be accelerated by very distant and giant sources. The structure and
mechanisms of such high energy accelerators can be studied as well as the medium
the particles travel through.

Significant contribution to the latest interesting results could be achieved by pho-
ton observations. Photons propagate without being deflected by magnetic fields and
their spectra reveal the chemical and physical properties of the source. Giant extra-
galactic sources, such as Active Galactic Nuclei, have been identified as one kind of
accelerators for y-rays with energies £ > 1013 eV,

A more challenging task is to track the origin of the charged cosmic ray particles,
which are mostly protons, electrons and heavier atomic nuclei. A large spectrum
of cosmic ray particles has been measured on Earth and reaches very high energies,
E > 10?eV. Due to the galactic magnetic fields the charged particles are deflected
and their arrival directions are randomized. Only for the very high energy cosmic
ray particles the deflections are expected to be negligible. However, such particles
have not yet been measured with sufficient statistics.

Theories about the acceleration of the charged cosmic rays predict an accompa-
nying neutrino flux. Neutrinos interact only weakly with a very small cross section.
Therefore, they can escape from the source undistorted and travel long distances
without being deflected. Thus, neutrinos are optimal candidates to find the accel-
eration sources of charged cosmic rays. The high energy neutrino astronomy is a
very young branch of the astroparticle physics and a high amount of discoveries is
expected in the coming decades. Not only the origin of charged cosmic rays but also
the evidence of magnetic monopoles, topological defects and dark matter particles
are subjects for studies with the new neutrino telescopes [Hell1].

In the neutrino spectrum, which has been explored until today, the measurement
is dominated by the neutrinos coming from the cosmic ray showers induced in the
atmosphere. These atmospheric neutrinos represent the background for extraterres-
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trial neutrinos. Therefore, the knowledge of the atmospheric neutrino flux spectrum
is an essential part of the neutrino astronomy. The energy distribution of the at-
mospheric neutrinos has a steeper slope than that of the predicted extragalactic
neutrinos, coming e.g. from Active Galactic Nuclei. Hence, at very high energies
the overall neutrino spectrum is assumed to be dominated by extragalactic flux with
a corresponding flattening of the distribution. For this reason, the energy spectrum
of all neutrinos arriving at Earth at very high energies provides information on a
possible contribution of extragalactic neutrinos.

Due to the small cross sections the detection of neutrinos requires a large detector
volume and a long observation time. In this way neutrino measurements can be col-
lected with large statistics. The world’s largest neutrino telescope, IceCube [AT11c],
has been completed at the end of 2011 and is now in operation with its fully in-
strumented detector volume of one cubic kilometer, located in the glacial ice at the
South Pole. The neutrinos are identified by the measurement of secondary particles,
e.g. muons, that are produced by the weak interactions of neutrinos with matter and
in turn emit photons, while traveling faster than the light in the detection medium.

Generally, ground-based astroparticle detectors suffer from finite resolution and
limited, energy-dependent acceptance. Furthermore, the direct detection of as-
troparticles and their properties is often not possible. Instead, the secondary par-
ticles are detected and, from their measurement, the estimation of the primary
energy has to be made. This is a so-called inverse problem. In reality, inverse prob-
lems usually feature unfavorable properties and have to be resolved with numerical
approximations. Due to the finite resolution an observed variable cannot unambigu-
ously be attributed to a primary particle energy. The limited acceptance implicates
an incomplete measurement. Moreover, the production probability and the prop-
agation of secondary particles have to be considered as well. To obtain the best
possible estimation of primary particle energy an unfolding method has to be used.
Unfolding is a technique to estimate the distribution of a variable that is not directly
accessible by the detection method. It takes into account all imperfections of the
measurement procedure and can provide a result with a precision that is compatible
with the detector configuration and statistical accuracy. Consequently, a sophisti-
cated and feasible unfolding software is an essential instrument in the astroparticle
physics analyses.

The general software development has made large progress during the last decades
by using increasingly flexible programming languages. In many research fields the
object-oriented C++ programming language is widely used in many applications.
Especially in the particle physics the C++-based ROOT [BR97] framework con-
tains a high number of numerical methods and supplies advanced graphical tools.
The goal is to provide a new unfolding software that is user friendly, easy to in-
stall and simply extendable. Considering these conditions a new unfolding software
TRUEE [M*12] has been developed by using C++ and graphical tools of ROOT.
The internal unfolding algorithm of TRUEE is based on the well tested RUN soft-
ware [Blo84] that was developed in FORTRAN 77 thirty years ago. RUN has been
proven to provide reliable results and realistic error estimation. Its ability to esti-
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mate steeply falling distributions makes the algorithm optimal for the application
in astroparticle physics.

The development of TRUEE and its application in the atmospheric neutrino ana-
lysis with IceCube is the objective of the present thesis. Since the IceCube telescope
was build over several years, the measurement has been performed with the partially
constructed detector. In the first chapter a general motivation on the atmospheric
neutrino analysis is given. The second chapter is focused on the inverse problems
and their solution with the TRUEE unfolding software. The advantages of the main
algorithm are pointed out and the newly implemented software features are intro-
duced. Chapter 3 covers the experimental part of the thesis. It starts with the
explanation of the detection method, followed by the event reconstruction and the
simulation, and proceeds with the individual steps of the analysis. Elaborated event
selection techniques, which have been developed in Dortmund as well, are applied
in the present analysis to deal with the very high background contamination of the
measurement. The application of TRUEE on the data is described and the system-
atic uncertainties are estimated. The conclusions of the whole work and the outlook
can be found in the last chapter. The technical details of the analysis development
are left to the appendix.






1 Motivation within astroparticle
physics

The main incitation of the current thesis is the contribution to the understanding
the origin of the charged high energy astroparticles. It is well known, that giant
cosmic particle accelerators, such as Active Galactic Nuclei (AGN) produce high
energy ~y-rays, which have been detected and studied by several experiments, see e.g.
Ref. [AT07a], [FS09], [Pun05]. In contrast, the origin of charged high energy cosmic
particles could not be identified, yet. The deflection of particles with energies up to
E < Z-10' eV by magnetic fields randomizes their arrival directions. Furthermore
a suppression of the flux of proton dominated cosmic rays at high energies has been
predicted, known as is the Greisen-Zatsepin-Kuzmin (GZK) cutoff [Gre66], [ZK66].
The protons with energies above £ > 6-10' eV interact with the cosmic microwave
background and thus loose their energy.

To shed light on the origin of charged cosmic rays and ensure the measurement
at higher energies, we need particles which are connected to the charged cosmic
ray production and can pass long distances without loosing directional or energetic
information. Neutrinos are such particles and neutrino astronomy is the new growing
branch of astroparticle physics. An identification of high energy neutrinos from
extragalactic sources could be the missing link between the 7-rays and charged
cosmic ray particles as the origin would be considered as the same for both kinds.

The bigger part of neutrinos measurable with the modern high energy neutrino
telescopes are atmospheric neutrinos. These are produced in the extensive air show-
ers caused by interactions of cosmic rays with the atomic nuclei of the Earth’s
atmosphere. The atmospheric neutrinos represent major background for the ex-
traterrestrial neutrinos. However, their dominance is decreasing at high energies
due to the steeply falling energy spectrum. At very high energies a flattening of
the spectrum is expected due to the contribution of flatter extragalactic spectrum.
Therefore, the study of the full neutrino spectrum measurable on Earth is performed
to confirm or reject the predicted flux model of extragalactic neutrinos. Additionally,
conclusions about the cross sections of charmed meson production due to interaction
of cosmic rays with the atmosphere can be made, as the related secondary neutrinos
have a slightly flatter spectrum as well.
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1.1 Charged cosmic ray particles

The charged cosmic rays are composed of electrons, protons and atomic nuclei with
different compositions depending on the energy, as explained below. The particles
arrive the Earth’s atmosphere with energies up to 10?°eV as has been observed
already in 1963 by the MIT Volcano ranch array [Lin63]. In Fig. 1.1 the cosmic
ray energy spectrum is shown measured by different experiments. The observed
differential cosmic ray flux is % o E77 where the spectral index ~ varies between
2.7 and 3.2 depending on the energy region. The features in the spectrum have
to be noticed where the spectral index changes, because they indicate a change of
the cosmic ray origin. Up to energies E ~ 3 - 10" eV (the knee) the particles are
expected to have galactic origin, e.g. from super nova remnants. At the knee the
galactic contribution to the cosmic rays is assumed to decrease due to the Hillas
condition [Hil84]

Epas=0B-7-B-R, (1.1)

which restricts the maximum acceleration energy FE,,,.. of a particle with charge Z
by the relation between the magnetic field B and the radius R of the accelerating
object. (3 is the characteristic velocity of the accelerating regions in terms of speed of
light. Hence, the maximum acceleration energy of the primary cosmic ray particles
from same sources is raising with the increasing particle charge. Therefore the flux
from the galactic contributions does not drop down instantly at the knee but has a
smooth decreasing distribution with a primary particle composition shifting toward
heavier primaries at higher energies. This has been confirmed by the measurements
of the composition of cosmic rays in the knee region [ST02], [A105].

At the energies around E ~ 3-10'® eV the next feature, the ankle with subsequent
flattening of the spectrum is observed. Here the contribution of the extragalactic
sources is assumed to dominate. The galactic sources cannot produce such high
energetic particles, which would escape from the galaxy at lower energies anyway,
due to the large gyro-radius. The measurement of the primary composition around
the ankle reveals a change from a steeper heavy nuclei spectrum to a flat proton-
dominated one towards higher energies [BT93]. Considering Eq. 1.1 this is a strong
indication for a transition from galactic to giant and powerful extragalactic sources
for charged cosmic ray particles.

As predicted, the spectrum drops very abruptly at energies above £ ~ 4-10' eV.
The trend to a flux suppression at high energies has already been visible in the
Yakutsk observation [K*85]. The statistically significant measurement was pro-
vided by HiRes [A*08a] and confirmed by the results of the Pierre Auger Observa-
tory [AT08b]. Further measurements are needed to clarify whether the suppression
is caused by the predicted GZK cutoff or is due to the maximum acceleration energy
of the most source. This problem can be solved by the measurement of ultra high
energy cosmogenic neutrinos that are produced in the decay of mesons from the
proton-v interactions [BZ69].
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Differential flux of charged cosmic ray particles arriving on Earth and
measured by different experiments. The flux is weighted by the square
of energy to visualize the characteristic features. The structure around
F ~3-10%¢V is called the knee. The particles with energies up to the
knee have galactic origin and the spectral index is v = 2.7. Above the
knee the spectrum becomes steeper with v = 3.2, where the contribution
from the galactic sources such as supernova remnants is declining. The
feature around E =~ 3 - 10 eV is known as the ankle and signifies the
probable transition from galactic to extragalactic sources for cosmic rays.

Picture is taken from Ref. [Bec08] where full references to the results can
be found.

1.2 Neutrino astronomy

The possible extragalactic sources for charged high energy cosmic rays are AGN
and Gamma Ray Bursts (GRB). Assuming charged m-production in these sources
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by hadronic interactions during the acceleration process, the component of high
energetic neutrinos in the extragalactic cosmic rays is expected. Coming straight
from the source without any deflection and interacting only weakly, extragalactic
neutrinos are ideal candidates to perform a deep study of the accelerating objects.
The most favored model to describe the mechanism for particle acceleration in a
galactic cosmic ray source is the first order Fermi acceleration [Fer49]. It suggests the
acceleration of the charged particles due to magnetic deflection within propagating
gas clouds with the additional influence of a shock region. The energy spectrum of
the first order Fermi accelerated primary particles is expected to follow the flux % X
E~2. Due to the high density of matter and radiation around the accelerating object
the charged particles undergo further interaction. Only neutrinos from charged 7-
decays produced in particle collisions retain the primary flux distribution. Therefore
the search for extragalactic charged particle accelerators can be restricted to the

search of neutrinos with the spectral index v = 2.

1.3 Atmospheric neutrinos

The main component of the atmospheric neutrinos is represented by the conven-
tional neutrinos, coming from the cosmic ray induced productions of the charged K
and 7 mesons, due to interactions with atomic nuclei /N in the atmosphere

p+N—-at+rm + KT+ K +.. (1.2)
and their subsequent decay into leptons

(KT — pt+u, (1.3)
T (K7) — pu +7,. (1.4)

The neutrinos from the following p-decay can be neglected in the current analysis
because the atmospheric muons above a GeV begin to reach the ground. For the
same reason the flux of conventional atmospheric electron neutrinos is suppressed to
higher energies [Gai07]. In the following only the muon neutrinos (and antineutrinos)
are considered.

Due to the relatively long lifetimes of few 107®s the K and 7 mesons undergo
interactions in the atmosphere and thus, lose a part of their energy before decay.
On account of this energy loss the resulting atmospheric neutrino flux has a spec-
tral index v =~ 3.7 and has therefore a steeper distribution, than the primary flux.
Moreover, the conventional neutrino flux distribution depends on the zenith angle.
Mesons, which travel through the atmosphere vertically, experience a larger density
gradient, than the horizontally traveling mesons. Therefore, the interaction proba-
bility of vertically incoming mesons is high and leads to the energy loss and hence,
decreasing of measured flux.

For higher astroparticle energies (> 100 TeV) the production of mesons (D*, DY,
DY DE ) A}) containing charm quarks is possible [Gai03]. These massive and ex-
tremely short living mesons with lifetime shorter than 1072 s decay promptly after
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production without interacting with the atmosphere, as shown here exemplarily for
two decay channels of D-Mesons:

D’ — K +u"+uy, (1.5)
DY — K +7n"+ut+u,. (1.6)

Hence the energy distribution of the original cosmic rays is conserved in the resulting
neutrino spectrum and no zenith dependency of the flux is assumed. Therefore, this
so-called prompt neutrino flux follows the power law with the spectral index v ~ 2.7.
Due to the similar branching ratios the prompt electron and muon neutrino fluxes
are expected to be roughly the same [B89], [ERS08].
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Figure 1.2: Atmospheric muon neutrino flux spectrum averaged over the Northern
hemisphere and weighted by the square of neutrino energy. Shown are
the theoretical models for the conventional flux of Honda [H*07] and
Bartol [BT04]. Additionally the models of Sarcevic [ERS08]) and Nau-
mov [B*89] for the expected prompt flux from charm meson decays are
displayed. The most recent results from IC 40 analyses show the upper
limit for the astrophysical E~2 flux [AT11a] and the atmospheric flux
estimation from the unfolding analysis [AT11d].

Figure 1.2 shows the different theoretical predictions for conventional and prompt
atmospheric muon neutrino fluxes. The presented fluxes are averages over the zenith
region of the northern hemisphere, for a consistent demonstration throughout the
thesis. For the analysis the models of Honda et al. (in the following referred to
as Honda) and Enberg et al. (in the following referred to as Sarcevic) are used in
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the simulation. Besides the theoretical predictions, the newest result of the atmo-
spheric unfolding analysis and the search for isotropic astrophysical flux are given.
The results have been obtained with the data from the half complete IceCube de-
tector of 40 string configuration (IC40) and demonstrate that the experiment is
approaching the energy region of high interest, where the contribution from prompt
and astrophysical flux is expected to have an non-negligible impact.

Further predictions on the possible distribution of the atmospheric neutrino flux
under consideration of the primary cosmic ray flux variations and the influence of
the cosmic ray knee can be found in the Ref. [FBTD12]. In the same Reference the
contribution of pion decays is assumed to be negligible for high energies, since the
main contribution for conventional neutrinos can be charged to the kaon decays.

In general the conventional and prompt neutrinos as well as extraterrestrial neu-
trinos are assumed to cause same signal pattern in the neutrino telescopes, thus an
individual event cannot be classified as atmospheric or extraterrestrial, apart from
the ultra high energy cascades, that are subject of other analyses [Joh11]. Therefore
the atmospheric neutrinos represent the most significant background for the sought
extragalactic signal.

A possibility to identify the extragalactic signal is to determine the whole incoming
neutrino flux at high energies with a high precision. The expected spectral index
of extragalactic neutrinos (v = 2) is lower then the ~ of the atmospheric neutrino
flux. The flattening of the whole incoming neutrino flux at high energies would be
an indication of the extragalactic component.

Thus the precise estimation of the neutrino energy flux for as high energies as
possible is desired and is the subject of the present thesis.



2 Unfolding of distributions

The estimation of the atmospheric neutrino energy spectrum is a so-called inverse
problem. The neutrinos themselves cannot be detected directly and thus a straight
measurement, of their initial energy is impractical. Only when neutrinos undergo
weak interactions, it is possible to track their secondary leptons. From the signals,
these leptons cause in the detector, conclusions about the neutrino energies can be
made. Due to uncertainties and smearing effects in a measurement the handle of
such inverse problems is not trivial.

The primary neutrino flux is folded with the neutrino cross sections, the detector
response and the lepton range. This statistical problem requires application of
sophisticated unfolding algorithms to obtain optimal solutions.

2.1 Theoretical description of the implemented
unfolding algorithm

The general problem statement of an unfolding analysis is the determination of
the distribution f(z), while a direct measurement of x is not accessible. Instead, the
measurement of y-values is made which are correlated with x. The goal is to obtain
a best-possible estimation of the f(x)-distribution extracting information from the
measured ¢(y)-distribution. This is an inverse problem. In a real measurement the
transformation between x and y usually implies a limited acceptance and a finite
resolution of the detector. Therefore a distinct allocation of a value x to a value y is
not possible due to the smearing effect and loss of measurements (events). Thus, the
migration probability between the measured values as well as the escape of events
have to be taken into account.

In mathematics this relation between f(x) and g(y) is called folding or convolu-
tion! and can be described by the Fredholm integral equation [Fre03]

o) = [ Aty 2)f()de +b(w), 2.)

where ¢(y) is the distribution of the measured observable y that can be multidi-
mensional. The integral kernel A(y, z) is called response function and implicates all
effects of a measurement imperfection. Usually this function is unknown and has
to be determined by using Monte Carlo (MC) simulated sets of x and y values that
comply theoretical models of the measurement process. ¢ and d are the integral

!The term convolution is used only if the kernel fulfills the condition A(y,x) = A(y — )
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limits of the range where z is defined (¢ < x < d). b(y) is the distribution of an
optional background. The solving of the Eq. 2.1 is called unfolding or in the special
case deconvolution.

A real measurement deals with discrete values and a parametrization of dis-
tributions is required. In the here presented algorithm the distribution f(x) is
parametrized by the superposition of the Basis-spline (B-spline) [dB01] functions
p;(x) with the corresponding coefficients a;

fmziww» (2.2)

The B-spline functions consist of several polynomials of a low degree. In the following
cubic B-splines are used, consisting of four polynomials of third degree (see Fig. 2.1).
The equidistant points where the adjacent polynomials overlap are called knots. The
resulting parametrization provides function values at equidistant knot locations, but
due to the smooth B-spline interpolation between the values a continuous function
can be accessed. An afterward fragmentation of the function into a histogram with
lower number of intervals helps to reduce the correlation between the data points.
An interpolation with B-spline functions does not tend to oscillations because of the
low degree of the polynomials. With a given number of knots all B-spline functions
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Figure 2.1: An example of a cubic B-spline function. The four polynomials of third
degree overlap at the knots. Here the knot distances of 1 are chosen.

are defined and therefore only the coefficients a; have to be determined. Thus the
B-splines can be included into the response function by integration over the whole
T-region

[ A=Y | [ Avann] =S oam. e
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The piecewise integration over y-intervals

Aj = /yyi Aj(y)dy (2.4)

i—1

transforms the response function into a matrix with dimensions given by y-discretization
(binning) and the number of knots. The same piecewise integration is made for the
measured distribution g(y) and the background distribution b(y)

Yi
gi = /y 9(y)dy,

i—1

Yi
b = / b(y)dy,

1—1

to obtain discrete histograms with content g; or b; in the interval (bin) i. The
Fredholm integral equation 2.1 becomes a matrix equation

g=Aa+b. (2.5)

with vectors g, a and b and the response matrix A. To determine the sought
distribution f(z) the coefficients a; need to be found.

The most straight forward method of solving the Eq. 2.5 is the inversion of the
response matrix A, if the matrix is non-singular. Because of the measurement
distortion, especially the finite resolution, the response matrix is not diagonal and
the off-diagonal elements become more important if the resolution gets worse. This is
the so-called ill-posed? problem. The ill-posedness can be revealed when the matrix
is diagonalized. After arranging the eigenvalues in decreasing order a difference of
several orders of magnitude between the highest and the lowest eigenvalue can be
observed. Correspondingly, a large condition number indicates ill-posedness [WZ91].
The number is calculated as the ratio between the highest and the lowest singular
values [Smib58], which are square roots of eigenvalues. An inversion of a matrix with
such properties leads to increasing of the small off-diagonal elements which now gain
strong influence on the result. Consequently a little variation in the values g; can
cause large oscillations in the solution f(x). Therefore ill-posed integral equations
generally cannot be solved by simple matrix inversion. To suppress the oscillations in
the unfolded distribution, regularization methods are used. In the present algorithm
a specific kind of the Tikhonov regularization is implemented [Tik63].

In its generalized form the Tikhonov regularization method suggests the linear
combination of the unfolded fit with an operator multiplied by a regularization
parameter 7. The operator implies some a-priori assumptions about the solution.
These can be e.g. the smoothness or monotony of the solution or the similarity
of the unfolded function to a given trial function. Depending on the 7-value the

2At least one of Hadamard’s conditions for a well-posed problem is not fulfilled. Those are the
existence of a solution, the uniqueness of the solution and the stability against slight changes
of initial conditions [Had02]
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regularization term introduces a more or less bias into the solution towards an ex-
pectation, and is therefore called penalty term. The same approach of regularization
has also been invented independently by Phillips [Phi62]. The Phillips-method has
been upgraded by Twomey [Two63] and hence has been extended to the treatment
of overdetermined systems, which imply a non-square response matrix.

In the treated case a smooth result is expected and therefore the smoothness of
the result has to be included as a mathematical constraint into unfolding procedure.
The smoothness is expressed by the curvature operator C. Due to the cubic B-spline
parametrization of f(z), the curvature r(a) takes a simple form of a matrix equation

r(a) = / <d2;<2x)>2dx — a’Ca, (2.6)

with C as a known, symmetric, positive-semidefinite curvature matrix. During the
unfolding as described in the following this curvature term will be included in the
final unfolding fit equation (Eq. 2.10) and will be minimized considering the fit.

The unfolding as it is processed in the current algorithm does not involve the
matrix inversion. After determining the response matrix A using MC simulated
event sample, a maximum likelihood fit of the equation

Eineas = Aa (2.7)

is performed that has the coefficients a; as free parameters. g,,cqs iS now the real
measured observable distribution. To simplify matters a negative log-likelihood
function S(a) is formed to be minimized:

S(El) = Z(gl(a) — Gimeas In gz('a)) (28)

7

Gimeas 1S the number of measured events in an interval ¢ including the possible
background contribution in this region. The Poisson distribution in the bins is
assumed with mean values g;. A Taylor expansion of the negative log-likelihood
function can be written as

S(a) =S5(a)+ (a—a)"h+ ;(a —a)"H(a — a), (2.9)
with gradient h, Hessian matrix H and a as a first assumption of coefficients, which is
determined by an initial least square fit in the algorithm. The defined log-likelihood
fit alone would lead to unrealistic fluctuating results for the mentioned reasons of
an imperfect measurement, and therefore has to include the regularization term 2.6.
The final fit function

R(a) = S(a) +(a—a)"h + ;(a —a)'H(a—a) + ;TaTCa (2.10)

has to be minimized to obtain the estimation of the B-spline coefficients. At the
same time a suitable value for the regularization parameter 7 has to be found, to
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get an optimal estimation of the result as a balance between oscillations and the
smoothing effect of the regularization.

The here used method to define a value for 7 implements the relation between 7
and the effective number of degrees of freedom ndf

- 1
df = — 2.11
=20 (2.11)

TSjj

S;; are the eigenvalues of the diagonalized curvature matrix C, arranged in increas-
ing order. The summands in Eq. 2.11 can be considered as filter factors for the
coefficients, which represent the measurement after internal matrix transformation.
They are arranged in decreasing order. Hence, the filter factors of higher index j
suppress the influence of insignificant coefficients. Consequently a variation of 7 reg-
ulates the considered amount of information from the measurement and the number
of degrees of freedom. In turn, the definition of number of degrees of freedom allows
to specify the number of filter factors and thus the regularization strength.

To obtain Eq. 2.11, the Hesse and curvature matrices in Eq. 2.10 have to be
diagonalized simultaneously. For this purpose a common transformation matrix can
be found, that transforms the Hesse matrix into a unit matrix and diagonalizes the
curvature matrix.

A lower limit of the parameter 7 can be estimated by testing the statistical rele-
vance of the eigenvalues of the response matrix. Applying Eq. 2.11, the number of
degrees of freedom has to be chosen such that 7 is above the suggested limit, in order
to avoid the suppression of significant components in the solution. For more detailed
information about the algorithm and mathematical descriptions see Ref. [BL98] and
Ref. [Blo84]. Additionally to the unfolded result a full covariance matrix can be
calculated following the error propagation. Therefore, a full information about the
data point correlations can be obtained and used for testing theoretical models.

2.2 General remarks on unfolding

The solution of the inverse ill-posed problems is a challenging operation. The
careful selection of observables and determination of binning of distributions and
the regularization parameter is essential, to avoid a non-negligible bias of the result.
In cases, when only the comparison of the result with the existent theoretical pre-
diction is needed, it is indeed simpler to fold the theoretical model and afterwards
make the comparison with the measurement, and thus avoid unfolding itself [Lyol1].
Nevertheless unfolding is a mighty tool and is always needed when results of dif-
ferent experiments have to be compared or when the distribution parameters have
to be extracted after fitting the result by a function. Furthermore the storage of
the response matrix or the necessary MC simulation is dispensable if the unfolding
result is saved instead of the measured distributions. Thus, the comparisons with
theories developed in the future are not impeded by lack of the response matrix.
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Since the introduced unfolding method accounts for event migration between data
points and estimates the uncertainties correctly, it gives more reliable results than
for example the simple and still widely used bin-by-bin correction factors method.
Also the dependence of the result on the MC assumption is in the latter very high.
A detailed discussion on different approaches for solving inverse problems can be
found e.g. in Ref. [Blo10].

2.3 Unfolding software TRUEE

TRUEE (Time-dependent Regularized Unfolding for Economics and Engineering
problems) [M*12] is a software package for numerical solution of inverse problems
(see Sec. 2). The basis for the algorithm is provided by the application RUN
(Regularized UNfolding) [Blo84]. The algorithm-internal mathematical operations
for the solution of the ill-posed inverse problems are described in Sec. 2.1.

2.3.1 From RUN to TRUEE

The unfolding program RUN was developed in the early 1980’s and was updated
the last time in 1995 [Blo96]. Originally the algorithm has been developed and
applied in the experiment CHARM, to determine the differential cross sections in
the neutral current neutrino interactions [J*81], [J*83]. For the realization the
programming language FORTRAN 77 was used. The graphical output is produced
by making use of the Physics Analysis Workstation (PAW), an analysis tool of the
FORTRAN 77 program library CERNLIB [CER93].

One of the main advantages of RUN is the event-wise input of all data. Accord-
ingly the user can choose an individual binning for the response matrix. Furthermore
additional cuts or weightings can be applied if necessary, without changing the data
files. Moreover, based on event-wise input a verification of simulation and unfolding
result could be developed (see Sec. 2.3.2). Up to three measured observables can be
used for the unfolding at the same time and enhance the precision of the estimated
function by extracting complementary information from the three observables. To
achieve a physically meaningful result that is correct in shape and magnitude, an
internal correction is performed by using the function of initially generated MC
events. This function can be given by the user. Hence a correct reconstruction of
the full distribution can be made even if the MC sample for the response matrix
contains no events outside the measurement acceptance.

As described in the previous section the Tikhonov regularization is used assuming
a smooth distribution of the unfolded function. This is a proper assumption for the
astroparticle physics where in general the distributions do not show strong fluctu-
ations or very narrow peaks. Above all the prior usage of RUN in astroparticle
physics shows, that the algorithm is able to estimate a very steep distribution with
function values covering several orders of magnitude and therefore provides a perfect
basis for the here presented work [Goz08], [Cur08], [AT10b].
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The unfolding algorithm RUN has been tested and compared with different appli-
cations. It stood out with notably stable results and reliable uncertainties [AT07b].
Today it is still used especially in the high-energy physics experiments.

Nowadays the programming language C++ is widely used in several research
fields. Primarily for this reason the unfolding software TRUEE has been developed,
starting in 2008 and is now being maintained and frequently upgraded. The software
contains the C++ converted RUN algorithm and additional extensions to make the
unfolding procedure more comfortable for the user. Furthermore, the extension of
the algorithm to a two-dimensional unfolding is intended, for studying of e.g. time-
dependent variations of estimated distributions. The results of the new and original
algorithms are identical as shown in Fig. 2.2 using MC simulated toy function f(z)
of an arbitrary variable x.
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true distribution
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Figure 2.2: Comparison of the results of the original unfolding algorithm RUN
(red/circles) and the new C++ version TRUEE (blue/squares). The
solid black line is the true sought distribution. The shaded area repre-
sents the measured observable that is used for the unfolding. The relative
difference between bin contents and uncertainties from both algorithms
can be seen in the lower figure and show a good agreement between the
unfolding results.

The new software allows an easy installation of the software package by using the
build system CMake [MHO03]. The comfortable creation of graphics benefits from
the high variety of graphical tools in ROOT [BR97]. The new additional functions
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such as test mode (see Sec. 2.3.3), make the choice of unfolding parameters and
observables easier for the user. The most important functions are introduced in the
following sections, while the complete information about the new extensions and
the handling of the software can be found in the TRUEE manual, that is provided
along with the source code [Trul2].

2.3.2 Adopted function

The original unfolding software RUN offers already some helpful tools that give
the user the opportunity to check the performance of the unfolding procedure. They
have been adopted in the new unfolding software and therefore are briefly introduced
in the following.

Verification of the result and simulation

This method is executed after the unfolding and can be used to test the agreement
between data and simulation and to check the unfolding result. The distributions of
simulated and measured observables do not necessarily match in shape since the true
distribution is not known. Therefore the unfolded and the MC distributions of the
sought variable are different. After the unfolding the MC events are weighted such
that the MC distribution of sought variable describes the unfolded function. In this
case also the measured and simulated observable distributions have to match. This
procedure is comparable to the first iteration of the forward-folding method [M*06].

For every observable a data and MC histogram value is produced and the corre-
sponding x? is calculated and can be viewed by the user. If one of the observables
does not match, it is likely that this observable is not correctly simulated. If all
observables show disagreement between data and MC then either the observables
used for unfolding are not correctly simulated or there is a general data MC mis-
match. To exclude the possibility of improper choice of unfolding parameters, prior
unfolding tests on MC sample have to be carried out, as explained in Sec. 2.3.3.
Nevertheless, various unfolding results with slightly changing parameters should be
made also with measured data to test the stability of the result. The x? of the
presented verification method can be used for this testing purpose.

Test of the covariance matrix

An accurate estimation of a distribution requires a low correlation between the
data points while the number of data points is as high as possible. This way the
result comprises all important characteristics of a distribution with minimized bias
and uncertainties. Because of the finite resolution of a measurement the final result
will always have correlated bins, especially if the bin width is much smaller than the
resolution. The negative correlations are dominant, if the regularization is low or
in the extreme case non existent at all. The result fluctuates wildly and has unrea-
sonably large uncertainties. With increasing regularization the positive correlations
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become important and the characteristic features of distribution begin to vanish.
It is the users challenge to keep balance between the correlation extrema. There-
fore the subroutine to monitor the data point correlation by testing the covariance
matrix has been developed. The correlation between data points is considered as
negligible if the covariance matrix of the result is roughly diagonal. Accordingly,
the test assumes a diagonal covariance matrix and checks generated statistical devi-
ations from the result as explained in the following. A random Gaussian deviation

f(z;) of the estimated bin content f(z;) in every bin i is generated 5000 times. For
every deviation the value z is calculated:

a;

i=1

where o; is the i’th diagonal element of the covariance matrix and n is the number
of bins. The 22 value is converted to a p-value which is then multiplied by 50. The
resulting values are restricted to the range between 1 and 50 with interval width
of 1, so that values outside this limits go into the outer bins. The distribution of
the 5000 p-values is visualized in a histogram. For statistically independent data
points a flat uniform distribution of p-values is expected with mean bin content at
100. For a strongly correlated data points the p-value histogram shows a “sagging
clothesline” behavior with very large outer bins (compare Fig. 2.3). Since there is
always a slight correlation between the data points, the user has to decide when the
distribution is flat enough and the covariance matrix can be assumed as diagonal. In
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Figure 2.3: Comparison of p-value distribution for strong correlation among the data
point (red) and the much flatter distribution for lower correlations (blue).
The distributions maxima have been scaled to 1.

TRUEE the flatness is checked by calculating the deviation of the p-value histogram
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bin contents from the value 100. The such constructed correlation value

0 (bin content; — 100)?

K= Z =0 (2.13)

has to be minimal. Independent tests using known unfolded distributions showed
that the correlation value should be x < 50. This value range can be large, depending
on the resolution and additional test is required as presented in Sec. 2.3.3. A further
discussion on the data point correlation can be found in Ref. [Blo10].

2.3.3 New functions

The experience in working on inverse problems reveals, that some standard oper-
ations have to be carried out as preparation for the actual unfolding. As examples
can be listed the selection of the suitable unfolding observables, which provide the
highest amount of information about the sought distribution, as well as the selection
of the optimal settings for the unfolded function, such as binning of the response
matrix or the regularization parameter. Considering these requirements, additional
functions have been implemented in TRUEE to make the unfolding analysis more
comfortable and user-friendly. In the following the most important functions are
introduced using an exemplary toy MC distribution f(z).

Selection of Observables

The selection of suitable observables for the unfolding is crucial for estimating
the result with high precision. An appropriate set of observables leads to result
that is stable against moderate changing of regularization. The available event
tuple file usually contains a large set of different observables. Since only three
observables can be used for the unfolding fit at the same time, the user has to choose
the best combination of maximum three observables to obtain a good estimation
of the demanded distribution. The highest information content about the sought
distribution is provided by observables, which have a strong correlation with the
sought distribution. The correlation can be visualized in scatter plots with sought
variable versus observable. Such scatter plots are created in TRUEE automatically
for every input observable. Additionally the corresponding profile histograms are
provided containing the mean value of the sought variable for every bin in the
observable. A monotonically changing profile function over the whole range of the
sought variable, together with small uncertainties, indicates a good correlation. The
binning of the response matrix is equidistant, therefore a linear dependency between
the observable and sought variable is optimal. In case of logarithmic dependency a
transformed input of the observable or sought variable is possible.

The correlation between the chosen observables themselves should be as small as
possible to avoid redundancy.
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Figure 2.4: Scatter plot (left) and profile histogram (right) of the toy MC. The profile
histogram is obtained calculating the mean value of the ordinate within
every abscissa bin of the scatter plot. A monotonic distribution of the
profile with small uncertainties over the whole x region shows a good
correlation between the distributions at the axes.

Preparatory unfolding tests in the test mode

It is a common strategy to check the unfolding performance on a set of MC
simulated data before analyzing the real measured data. To facilitate this procedure
the test mode has been developed. While running TRUEE in test mode only the
MC simulated sample is analyzed. A user-defined fraction of events is selected from
this sample and is used as pseudo data sample for unfolding. The remaining MC
events are used in the usual way to determine the response matrix and scale the
result. The unfolded distribution is compared to the true distribution using the
Kolmogorov-Smirnov test [CLR67] and the x? calculation. This method allows to
restrict the space of the possible parameter regions and can be helpful in finding
the optimal observable combination, if the definite choice could not be made by the
observation of the profile plots (Fig. 2.4).

Selection of parameter sets

Generally, the user of an unfolding software has to define different parameters. In
the most cases these are bin numbers for the observable and the unfolded distribution
and the influence of the regularization. In TRUEE the user has the possibility to
define ranges of parameters. The unfolding result is provided for all parameter
combinations. The in Sec. 2.3.2 introduced k is calculated for every result and
can be compared among those. For this purpose a two-dimensional histogram is
produced with the parameters number of degrees of freedom (ndf) and the number
of knots (nknots) at the axes. Every histogram is produced for a fixed number bins
and has the r-value as bin content (see Fig. 2.5). This parameter selection tool can
be used in the test mode as well as in the standard unfolding.

An upgrade of such parameter space histogram has been developed for the test
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Figure 2.5: Figure for selection of results with optimal unfolding parameter sets. The
results are produced for different parameter settings and the resulting
quality values are compared. The color-coded data point correlation
value k is compared for different results with varying ndf and nknots for
a fixed binning of the result. The optimal results can be found in the
region with low s-value.
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Figure 2.6: Figure of an upgraded parameter selection technique. The unfolding
results are produced for different parameter settings and the resulting
quality values are compared. The figure shows the value k versus the
x? for different test mode results. Per default the results are numbered
successively for different sets of parameters. For presentation reasons
the results in this figure are labeled with ndf. The optimal results can
be found in the kink with low axes values (ndf = 8 — 10). The displayed
results include only the variation of ndf for simplicity.
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mode. In the new histogram the s-value is plotted versus the y?-value from the
comparison of the unfolded and true distributions. FEach result is indicated by
a successive numbers in accordance to the parameter loops in the code. A list
with result indices and corresponding parameter settings is produced as well. The
distribution of the results in the graphics is expected to follow a curve similar to the
one of the L-curve method [HL74]. Hence the best results can be found in the kink
of the curve with the lowest x and the lowest x* (compare Fig. 2.6).

The advantage of curve histogram is that it is not restricted to a fixed dimension
of parameters but can be extended easily for further parameters. Moreover the
unsuitable parameter sets can be easily identified and excluded very quickly due to
the large result distance from the kink.

Statistical stability check with the pull mode

After the selection of parameter sets and the observables the performance of the
final unfolding configuration should be tested with a high number of different toy
MC samples. For this purpose the pull mode have been implemented in TRUEE.
Similar to the test mode only the MC sample is used and a pseudo data sample is
chosen according to the expected measured data. The unfolding is executed with a
fixed parameter set and the estimated and the true values are compared bin-wise.
The extracted information of the residuals is stored in histograms. This procedure
should be executed several hundred times and allows to make conclusions about the
stability of the unfolding against statistical variations as described in the following.
First the relative difference between true and unfolded f(x;) value for every bin i is
created as

true; — unfoldedi' (2.14)
true;

After few hundreds of pull mode runs the relative difference should follow gaussian
distribution with the mean around zero. The deviation of the mean value from zero
indicates a bias in this bin. The standard deviation of the distribution corresponds
to the statistical uncertainty in the bin. Therefore the uncertainties of the unfolded
function must not fall below this value.

Furthermore, the so-called pull distributions in separate histograms for each bin
i are created (Fig. 2.7). The abscissa indicates the estimated uncertainty obtained
from the unfolding in this bin. On the ordinate the difference over the uncertainty

true; — un folded;

(2.15)

uncertainty;

is shown. After few hundreds of runs an optimal pull distribution appears as a
smooth cloud with the ordinate distribution between —1 and +1 with mean value
at zero. A projection on the ordinate reveals a gaussian distribution. Any deviation
from zero indicate a bias in the considered bin. The clouds standard deviation o
larger /smaller than the £1 interval means a general under-/overestimation of the
uncertainties in the bin.
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Figure 2.7: Example of a pull distribution for a random bin after 500 pseudo data
unfolding runs (see text for explanation). The color-coded bin contents
indicate the number of results. The left figure shows the projection of
the pull distribution on the ordinate. A Gaussian fit is made with an
estimated mean value and standard deviation o.

2.3.4 Supplementary tests for unfolding with TRUEE

In this section some additional tests are made on behavior of the unfolded function
for different scenarios. The first part covers the investigation of the influence of the
assumption of the MC distribution used for the response matrix calculation on the

final result. The second part deals with unfolding of distributions with abrupt cut
off.

Impact of the model assumption in simulation

The true distribution of sought variable is not known, but generally an assump-
tion of its shape is made in the MC simulation, which is used for the determination
of the response matrix. Theoretically the distribution of the simulation should not
affect the unfolded distribution. But in a real measurement this is not the case
due to the finite binning and the therefrom resulting loss of distribution informa-
tion. Especially in the astroparticle physics, where distributions have a very steep
shape, the distribution of the MC simulation cannot be approximated as uniformly
distributed but assume a steeply falling shape. In the following the impact of the
MC assumption on the unfolding result is studied and an acceptable deviation range
between the spectral indices of MC and data distributions is found.

For the test four distributions have been simulated following a power law with
different slopes as shown in Fig. 2.8. The different distributions are used to determine
response matrices for the unfolding.

Two of the distributions with the steepest and the hardest slope have been taken
as pseudo data for unfolding. In Fig. 2.9 the steepest distribution is estimated
using four different response matrices, while in Fig. 2.10 the unfolding results of the
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Figure 2.8: Toy MC simulated distributions following power law with different
slopes. The statistics in the last two bins deviate according to the spec-
tral index ~y.

hardest distribution are shown. To compare the quality of the result the true sought
distribution is shown as well.
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Figure 2.9: Unfolded toy MC distribution with the spectral index v = 3.7, using
four different response matrices determined from toy MC distributions
with different slopes. The unfolded distribution is the same or steeper,
than the MC for the response matrix. For comparison the true sought
distribution is shown as a solid line.

In general the true distributions are reproduced very well at lower x-values. The
steeper distribution is estimated well also with response matrix MC with highest
slope deviation. The flatter distribution shows larger deviations in the last bins,
while the estimated uncertainties are small. This can be explained by the strong
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Figure 2.10: Unfolded toy MC distribution with the spectral index v = 2.5, using
four different response matrices determined from toy MC distributions
with different slopes. The unfolded distribution is the same or flatter,
than the MC for the response matrix. For comparison the true sought
distribution is shown as a solid line.

variation in the event population of the last two bins according to the spectral
indices. Subsequently, the determination of the response matrix is not accurate
enough, when a steep distribution is used.

The conclusion of the test is that slope variations of v ~ 1.0 between the MC
and the true sought distribution are acceptable, but the sufficient statistics have
to be ensured in the MC distribution. Therefore, a steeper MC distribution is not
recommendable. From comparison of Fig. 2.8, 2.9 and 2.10 can be deduced that
the response matrix is determined accurately, if the bin statistics count at least 10
events.

Unfolding of cut off distribution

Here the investigation on the behavior of the unfolded distribution is made, when
the true distribution has a hard cut off, for example due to the lack of events statistics
in a certain region of the sought variable. The unfolded distribution is a smooth
function, that is transformed to a binned histogram afterwards. The probability for
event migration causes a non-zero f(x)-values also outside the cut off.

The following test shows how an existent cut off appears in the unfolded result.
Figure 2.11 shows two distributions with abrupt break at = 3.2 where the statistics
are higher and at x = 3.3 where the statistics are low.

In both distributions the first bin after the cut off estimates to have a non-zero
entry due to the finite resolution and hence event migration beyond the break. The
subsequent bin shows an estimated event number value compatible with zero in
both distributions. Therefore, in both examples the unfolded function behaves as
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Figure 2.11: Unfolding results of two distributions with abrupt cut offs at different
x-values. The solid lines show the true distributions. For both results
the second bin after the break is compatible with zero, while the bin,
following the cut off, still has a non-zero entry due to the finite resolu-
tion.

expected and the last bins, which are compatible with zero, can be neglected for
the distribution estimation. Of course, the accuracy for determination of the cut off
limit depends on the resolution and is thereby conditioned the bin size.






3 Determination of the atmospheric
neutrino energy spectrum

The experimental accomplishment for the estimation of the neutrino energy spec-
trum requires a complex composition of detection, simulation and low and high level
analysis chains. It begins with the measurement of the neutrino induced events using
a large-volume detector setup. Subsequent general low level preselection procedures
reduce the background contribution and amount of data. Further the high level
analysis chain follows including optimized event selection techniques, energy spec-
trum estimation using unfolding program and the verification of the result as well
as the study of the systematic uncertainties. The knowledge of the neutrino and
background event behavior is essential to create authentic MC simulation which is
used for the event selection and determination of the detector response.

Due to the so-called “blindness” policy [KRO05] the full analysis is first developed
on only 10 % of data (burn sample) to avoid any bias towards certain expectations.
After approval by the collaboration the full data can be accessed and analyzed.

3.1 The IceCube neutrino observatory

The detection of neutrino induced events with a reasonable statistics requires a
large detection medium volume. IceCube [AT04b], [AT11c] is the largest neutrino
detector in operation and is well suited for this task. The main goals of this exper-
iment is the search for extraterrestrial neutrinos from the Milky Way, extragalactic
neutrinos from AGNs or GRBs and the cosmogenic neutrinos to clarify the question
on the origin and energy range of galactic and extragalactic cosmic rays. Apart from
this the search of exotic events such as magnetic monopoles or dark matter particles
is performed with IceCube.

3.1.1 Experimental setup

IceCube is a cubic kilometer large neutrino telescope located at the geographic
South Pole. Its detection principle is based on the measurement of the Cherenkov
light, produced by charged particles in the glacial ice [Che34]. For this purpose 5 160
digital optical modules (DOMs) are arranged in the ice at the depths between 1450
and 2450 m. The DOMs are fixed on 86 vertical strings arranged in a triangular grid
(see Fig. 3.1). Every DOM consists of a photomultiplier tube (PMT) [A*10a] with
a diameter of 25c¢m and programmable data acquisition board placed in a 35cm
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Figure 3.1: A schematic view of the complete IceCube detector. The color coding in
the IceTop indicates the deployment seasons (see also Fig. 3.3). In the
center of the IceCube array the DeepCore is highlighted consisting of 8
strings in its final configuration. AMANDA, the precursor of IceCube
was in operation until the IceCube 59 string season. At the surface in
the IceCube Lab the raw data is stored and processed. The large size of
IceCube is compared to the height of Eiffel Tower. Figure is taken from
Ref. [Icel2].

pressure sphere, as shown in Fig. 3.2. The photocathode of the PMT is sensitive
to the photons with 300 nm - 650 nm. Single Cherenkov photon arriving at a DOM
and producing a photoelectron is called hit. The acquisition system records the
amplitude and time information of the PMT caused by the Cherenkov photons and
sends them to the surface in a digitalized form. For a detailed description of the
DOM electronics and the full data acquisition system see Ref. [The08]. To reduce
the noise only signals are recorded, that ensure a hard local coincidence (HLC).
The HLC is given, if two nearest or next-to-nearest DOMs show a hit within a time
window of 1 us. This can be measured because the DOMs are able to communicate
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with their nearest neighbor DOMs on a string. Since May 2009 also the soft local
coincidence (SLC) mode is available that additionally to the coincident hits allows to
record limited information from separated DOMs. This makes the signal pattern of
the event more fine-grained. On the surface the computers of the IceCube laboratory
build physical events from the signals of individual DOMs if some necessary trigger
criteria are fulfilled [Kle09].

Cable Penetrator Assembly
o PMT High Voltage Base Board

/ LED

High Voltage Generator &
Digital Control Assembly

_— Flasher Board

Mu-Melal Magnetic . I — Main Board
Shield Cage \ . :H—_—H
- Sp— e
N S Delay Board

Glass Prassure /”/

Sphere

Figure 3.2: The schematic view of a Digital Optical Module containing a PMT,
corresponding electronics and the acquisition board. The installed LEDs
are used for calibration and study of ice properties [AT1le]. The mu-
metal magnetic shield cage is used to decrease the influence of the Earth’s
magnetic field. Figure is taken from Ref. [Icel2].

Around the center in the bottom part of the IceCube detector a compact arrange-
ment of strings is located, equipped with DOMs containing high quantum efficiency
PMTs. This DeepCore array together with the outer IceCube strings as veto is
capable to decrease the threshold for low energy events and improve the signal to
background ratio for the low energy analysis such as the dark matter search [AT12b].
Additionally, a two-dimensional array of DOMSs covers the surface above the IceCube
setup and represents the air shower array IceTop [Kisll]. The surface DOMs are
arranged in double tanks containing two DOMs each above each of the IceCube
strings. IceTop is developed to investigate the cosmic ray composition and to re-
duce the amount of background events caused by the atmospheric muons.

The deployment of strings and IceTop tanks was carried out during the antarctic
summer seasons starting in the year 2005 and being finished at the end of 2010.
Nevertheless, the partially constructed detector has been continuously in operation
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and data has been taken and analyzed with the different continuously developing
string configurations. Figure 3.3 illustrates the chronological development of the
detector. The data analyzed in this thesis has been taken during the season from

the 20th May 2009 to the 30th May 2010 with the 59 string configuration (IC59)
including one DeepCore string.
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Figure 3.3: The top view of the IceCube array. The color code visualizes the seasonal
development of the detector. The IC59 configuration was achieved in
the season 09 - 10 (blue). Figure is taken from Ref. [Icel2].

3.1.2 Neutrino detection method

Neutrinos undergo only weak interactions and therefore cannot be observed di-
rectly. If a neutrino of the considered energy range interacts in the vicinity or within
the detector volume the secondary charged lepton induces Cherenkov light in the
ice that can be detected by the PMTs. From the hit time difference and amount of
charge in the involved DOMs the information about neutrino energy and arriving
direction can be extracted. According to the flavor of the neutrino the secondary
particle is an electron, muon or tau lepton. Only the muons produce a track-like
signature and give sufficient directional information. Thus, only muon-neutrinos
are considered in this analysis. The electron- and tau-neutrino interactions lead to
cascade-like events and are the subject of other analyses [AT12a], [AT11Db].
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The energy loss of muons in the ice per distance X is described by the for-
mula [A108c]
dE
ax
The parameter a(F) ~ 0.24 GeV/m is the continuous energy loss through ioniza-
tion and b(F) ~ 3.3 - 10~*m~! is the stochastic radiative energy loss caused by
bremsstrahlung, pair production and photonuclear scattering. Both parameters
slightly depend on the energy. For energies F ~ 10% GeV and higher, the stochastic
energy losses become important. They appear in form of relativistic showers which
emit Cherenkov light as well. Thus, the produced amount of light becomes propor-
tional to the muon energy. About 75 % of the primary neutrino energy is transferred
to the secondary muon [BCKO02].
The median angular resolution of IceCube for muon energies £ > 10*GeV is
about 1° as has been demonstrated by the moon shadow analysis of the cosmic
ray induced muons [Chill]. The mean angle between the primary neutrino and

—a(E) — b(E)E. (3.1)

the secondary muon is 0 ~ 1°/4/E,/TeV, thus the directional information of the
primary neutrino is conserved within the angular resolution range of the detector.
This fact is important in this analysis for the application of zenith cuts.

3.1.3 Event reconstruction

A muon event in IceCube usually appears as a track and can be described by a set
of parameters, such as direction, location of an arbitrary point along the track in the
detector or the time at this point. To determine these track parameters different
event reconstruction methods are applied in IceCube data. The fast first guess
algorithms make a rough quality estimate of the track and provide initial hypothesis
(seed) to the more advanced iterative algorithms for more precise estimation of the
parameters.

Line fit

The line fit [Ste90] is a fast and simple first guess reconstruction algorithm that
enables a quick decision about the quality of a lepton track. It works with simplified
assumptions about Cherenkov light propagation and ignores the detector geometry.
The light is assumed to travel with a velocity v along a single line through the ice.
The positions r; of the hit DOMs are connected by a line

r,~=r-+v-i;, (3.2)

with hit time t; of hit i. A x? minimization over all hits with respect to the free
parameters r and v is performed analytically. The obtained parameter include vertex
point and the direction and hence a zenith angle of the track. The result is used as
seed for the iterative likelihood algorithms [A*04al.
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Likelihood algorithms

The more sophisticated muon track reconstruction algorithms are based on the
iterative maximization of likelihood functions [AT04a]. The most important likeli-
hood functions consider the time residuals ¢,¢s; between the expected and the actual
arrival time of a direct non-scattered photon 7. The simplest function works with
the probabilities p; for the arrival times of single photons at the location of the hit
DOMs (Single PhotoElectron = SPE)

Nhits
Ltime - H pl(tres,i’a = di?ﬁi? )? (33)
i=1
where the free variables a are track parameters. The probability function p; is
deduced from the simulation of photon propagation through the ice (Sec. 3.1.4). In
IC 59 eight iterations of the SPE fit are executed. Very often more than one photons
hit the photocathode within a very short time window (few 100 ns), generating only
one pulse due to the limited time resolution. This can be considered with the multi-
photo-electron (MPE) probability function. The MPE likelihood fit uses the arrival
time distribution of the first hits accounting for all measured N photons per DOM.
Since the first photon is usually less scattered than the following N — 1 photons
its determined arrival time distribution becomes narrow. This increases the track
reconstruction accuracy. The MPE fit uses the resulting parameter of the SPE
likelihood function as seed to find the global extremum.

Center of gravity

The so-called inertia tensor algorithm treats the pulse amplitude in a DOM with
position r; as a virtual mass a; [A*04a]. Hence, for each event a tensor of inertia I
can be constructed using the virtual mass distribution. The origin of the tensor is
the center of gravity (COG)

Nep,
COG =) (a;)" -1, (3.4)
i=1
with N, the number of DOMs with non-zero virtual mass and w > 0 the arbitrary
amplitude weight. The position of COG in the detector is described by the X, Y and
Z directions. Z is the vertical axis and corresponds to the depth of the detector with
origin in the middle of the in-ice setup. In the following the abbreviation COGZ is
used to indicate the COG in the depths of the detector.

Quality parameters

The measurement provides different variables obtained from direct measurement
such as number of DOMs (NCh for number of channels) or from different reconstruc-
tion algorithms such as MPEFit_Zenith. In the latter case the name of obtained
quantity is attached to the fit name at the end. For this analysis important quanti-
ties and their titles, as they used in the data files, are described in the following.
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NCh provides the number of all DOMs involved in an event track.
NStrings is the number of all strings involved in an event track.

NHits is the number of all hits in all DOMs including the early and the late
hits.

Number of direct hits (NDir) indicates the amount of non-scattered direct
photon hits, that arrive within a certain time window compared to the ex-
pected hit time. There are different time windows, indicated by the letters A,
B, ... E, that correspond to increasing time residuals. Therefore the variable
NDirA contains less hits than NDirE, which contains all hits from NDirA and
additional latter arriving hits.

The length of direct hits (LDir) is calculated by projecting direct hits along the
reconstructed track and taking the distance between the outermost DOMs and
is given in meters. The time window of direct hits is assigned in the title with
the corresponding letter e.g. LDirC for t,.s between —15ns +75ns [AT04a].

NEarly and NLate are the numbers of hits measured before or after the direct
hits respectively.

Zenith and Azimuth are the direction angles of the track in the detector system.
The events with Zenith © = 0° are called down-going and come from the
southern hemisphere while © = 180° stands for up-going events coming from
the direction of the Earth core. The © = 90° indicates horizontal events.

LFVel is the lepton velocity estimated by the line fit. Tracks from muon events
have a velocity comparable with the speed of light. Cascade-like events have
a low velocity [AT04a].

Smoothness of the muon track SmoothAll is a topological parameter, that
describes the evenness of the light emission and hit distribution along the

track. The parameter varies between —1 and 1, with the most homogeneous
track at SmoothAll = 0 [A*04a].

The average energy loss per unit propagation length dEdX is a variable, that is
estimated by the PhotoRec algorithm [GBHO08]. dEdX is an energy estimator,
which has been used in the previous atmospheric neutrino analysis for the
unfolding of the energy spectrum [A*11d]. The dEdX is given in arbitrary
units.

Additional energy estimator, commonly used, is the muon track energy from
the reconstruction algorithm MuFE. The energy is determined from estimated
number of photons emitted per unit track length, but in opposite to dEdX
bulk ice without dust layers is assumed. MuFE energy is defined in units of
GeV.
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e (QTot is the total charge deposit in all DOMs. Apart from minor corrections
QTot is a directly measured quantity. The unit corresponds to the charge of
one photoelectron (PE).

e logl, rlogl and Plogl are related variables that are derived from the likelihood
maximization. logl is the logarithmic likelihood of the corresponding fit al-
gorithm. 7logl is called reduced logl and is calculated by dividing the logl by
the value (NCh - 5). Similarly the Plogl is calculated by dividing the logl
by the value (NCh - 2.5). The “P” stands for the first name of the inventor
P. Berghaus of the variable. Plogl is a strong event classification variable and
is constructed for the event selection (see Sec. 3.2.2).

e status provides information whether the corresponding likelihood fit succeeded
or failed.

e pbferr and pbf_sigma are parameters that estimate the pointing precision of
the maximum likelihood reconstructed track. They are obtained from the
paraboloid fit, which constructs a confidence ellipse by fitting a paraboloid to
the likelihood space near the best fit minimum [Neu06]. The uncertainty refers
either to the ellipse axes or to the ellipse projection on the detector geometry
system.

e nming is the number of minimization calls in the algorithm.

More information on the quality parameters can be found in Ref. [A*04a] and [A102].

3.1.4 Simulation

To identify and collect the neutrino-induced events in the IceCube data a parallel
analysis with MC simulated data has to be performed. Furthermore the final MC
sample obtained after event selection is used to determine the detector response
function for the unfolding. In the MC simulation all physical effects have to be con-
sidered with an accurate approach to keep systematic uncertainties low and provide
an authentic scenario of the particle propagation and measurement.

The MC simulation consists of two kinds of datasets: neutrino data and atmo-
spheric muon data. The simulation of neutrino events corresponds to the the true
demanded neutrino events that have to be identified. In the event classification tech-
niques these are called signal events. The atmospheric muons coming from the air
showers in the atmosphere are simulated to identify them as background in the data
and distinguish from the sought signal events. The simulation is handled within the
collective software framework IceSim [OT12].
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Neutrino simulation chain

The simulation of neutrinos begins with the neutrino generation at the surface of
the Earth with the neutrino generator software based on ANIS (All Neutrino Inter-
action Simulation) [GKO04]. The neutrinos are generated isotropically and propagate
through the Earth and ice towards the IceCube detector. Thereby the energy loss
due to neutral current interactions is taken into account in the simulation by ANIS
as well as absorption and regeneration due to charged current interactions. The
non-absorbed neutrinos are forced to undergo an interaction within or close to the
detector volume. This procedure is necessary to save memory and simulation time.
The real interaction probabilities are included in a specific event weight, called
OneWeight. 1t considers all relevant factors such as generated spectral index or gen-
eration volume and can be used to weight the simulation to match a certain model.
The initial spectral distribution of the generated neutrino data sets used here is
proportional to E~2 to ensure high statistic in the energy region of atmospheric
neutrinos. The energy spectrum covers the range between 10 GeV and 10° GeV. As
the output of the neutrino generator the information of the primary particle and
the secondary particle after the first neutrino interaction is stored. After a charged
current interaction a muon is produced and propagates through the detection vol-
ume. The propagation of muons in the rock and glacial ice is simulated with the
MMC (Muon Monte Carlo) software [CR04]. There the muon energy loss according
to the Eq. 3.1 is implemented and the number of the Cherenkov photons produced
by muons and secondary particles is calculated. The propagation of the photons
through the ice is managed with the Photonics software package [LT07] considering
scattering and absorption of photons in the ice. The time distributions and flux of
photons are recorded averaged over cells throughout the approximated detector vol-
ume grid. To complete the imitation of a real measurement, the detector response
has to be simulated. The hit construction is made by using the photon propagation
output while considering the propagation probability from the pressure sphere of
the DOM to the PMT cathode. The simulated electronics response and the fulfilled
conditions of trigger logic complete a simulated MC event.

Atmospheric muon simulation

Atmospheric muons coming from the cosmic ray induced air showers represent
the dominant background for the neutrino events. The primary cosmic ray energy
spectrum and the air shower propagation is simulated with the CORSIKA (COsmic
Ray SImulation for KAscade) software [HT98]. For the composition and spectrum
the poly-gonato! model is chosen [Hoe03]. The poly-gonato model assumes a cosmic
ray composition of all stable nucleons (Z,,,, = 92) and their successive cut offs with
increasing energies. The hadronic interaction model SIBYLL is applied [AT09]. The
muon and photon propagation in the ice is handled the same way as for neutrinos.
The zenith angle for atmospheric muons is restricted to the southern hemisphere

!Greek: “many knees”
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and thus has a zenith region of 0° — 90°, since muons from below the horizon are
absorbed by the Earth. A CORSIKA data set is simulated for a certain time scale
and therefore the distribution has to be scaled to the requested live time.

Ilce model

For an accurate description of the muon energy loss and the photon propagation in
the ice the optical properties of the ice have to be examined. Therefore the absorp-
tion and scattering coefficients have been measured over the depths between 1100 m
and 2350 m using in-situ light sources in IceCube’s precursor AMANDA [A106].

The glacial ice developed during a long period of time and is not homogeneous
due to varying climatic conditions. A frequent dust accumulation became enclaved
in the depths of the ice in form of horizontal layers. The measurement revealed
particularly high concentration of dust at the depths of around 2050 m. Further
little dust layers are identified in the upper part of the ice. Below the main dust
layer the scattering and absorption of the ice for light (400 nm) is at a minimum
and shows low variations. From the measurement a model (AHA - Additionally
Heterogeneous Absorption model) could be created to describe the ice properties
and is applied in simulation.

The more recent measurements with the IceCube’s LEDs as light sources have
been made to study the ice properties over the whole depth of the detector [Chi09].
The model introduced in Ref. [AT06] has been fitted by a new method to measured
in-situ light data. The hence obtained parameters could be used to develop a new
ice model called SPICE (South Pole ICE).
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Figure 3.4: Depth-dependent absorption (a) and scattering coefficient (b) at the
405 nm for the AHA (red) and SPICE (black) models. The dust layer
at 2050 m is clearly visible.



3.2. Neutrino sample

39

Figure 3.4 shows the absorption and scattering coefficients depending on the depth
for the SPICE and AHA models. The simulation applied in the presented work im-

plements the SPICE model. Moreover, an newer SPICE model SPICE Mie [AT11e]
has been developed and is used in the analysis for systematical checks.

3.2 Neutrino sample

The most relevant background for neutrino induced events in the IceCube de-
tector is represented by the atmospheric muons originating from cosmic ray air
showers. Due to insufficient knowledge about the atmospheric muon spectrum the
background cannot be considered in TRUEE during unfolding but has to be sup-
pressed. Therefore, to estimate the neutrino energy spectrum with high precision
a sample of neutrino events is required with a possibly low contamination by the
background events.

The atmospheric muon tracks within the detector show the same signal pattern
as the neutrino-induced muon tracks. Bundles of multiple atmospheric muons can
fake a high energy event of a single neutrino-induced muon. To distinguish the
interesting neutrino-induced events from the atmospheric muon events and thus to
obtain a sufficiently large neutrino sample with high purity, a chain of event selection
techniques has been developed using MC simulation and has been applied on data.
The purity of the data increases after every data selection step from low level up to
the highest level (neutrino level).

3.2.1 Low level neutrino event selection

The recording of events which satisfy the trigger condition is done with very high
frequency. To a large extend the data at trigger level consists of down-going atmo-
spheric muons. The ratio of neutrino-induced events to the measured background
muons is roughly 1 : 500000 [HK10]. All events are stored on tape and transported
to the Northern hemisphere every year. A faster data transfer is made via satellite.
For this purpose the large amount of data is reduced locally at the South Pole by
a Processing and Filtering system. The filters reject poorly reconstructed events
using simple conditions, such as minimum number of DOMs or zenith restrictions
from first-guess algorithms (muon filter). After filtering, the obtained level I data is
transmitted to the Northern hemisphere via Satellite. The data movement is man-
aged by the South Pole Archival and Data Exchange (SPADE) system [Mac05]. The
processing of data to the purity level 2 is performed with more memory consuming
techniques using sophisticated algorithms such as introduced in Sec. 3.1.3.

From level 2 the event selection becomes more characteristic with respect to the
analysis goal. As the basis for the high level event selection in this thesis the level 3
sample for the point source analysis is used. The event selection has been developed
and applied on data by Mike Baker. The background suppression is made by a series
of straight cuts aiming a concentration of high quality muon tracks in the remaining
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data [Bak11]. The estimated purity is roughly 0.2 %.

3.2.2 High level neutrino event selection

The final event selection chain consists of preselective straight cuts and a multivari-
ate classification method. It has been developed in Dortmund by Tim Ruhe and is
aligned for an atmospheric neutrino analysis, ensuring high statistics over the whole
accessible energy region and a smooth zenith angle distribution [RMS11],[RM11].
The application starts from the level 3 data sample mentioned above.

Straight cuts

Since neutrinos with energies up to 1PeV can pass through the Earth while the
atmospheric muons get absorbed, the Earth can be used as a filter. Taking into
account only neutrinos from the Northern hemisphere, by applying a zenith cut
at the horizon, reduces the background significantly. Additionally, the cut on the
velocity of the track is performed to reduce the cascade-like events.
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Figure 3.5: Event rate distributions of precut variables for MC and data. The green
lines indicate the cut locations. The cut for zenith angle (left) is made
at > 88°, the velocity cut (right) at > 0.19 meter per nanosecond.

variable cut value
zenith (MPE) > 88°
velocity (line fit) | > 0.19m/ns

Table 3.1: Preselection cuts applied on level 3 data to significantly reduce the back-

ground.
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The MC and data distributions of both observables used for the precuts are shown
in Fig. 3.5. The optimal cut values of zenith and velocity have been determined by
comparing the data and MC simulation in the space of the two variables.

The precuts are summarized in Tab. 3.1. Due to a better performance the zenith
cut is made slightly above the horizon. Nevertheless at the final neutrino level no
events remain with zenith 6 > 90°.

Random Forest

The obtained sample has now an increased purity level (level 4) but still contains
a high amount of mis-reconstructed background events caused especially by multiple
atmospheric muons, which coincidently trigger the detector. Tree-based algorithms,
such as Boosted Decision Trees (BDT) [DC95] have already been successfully used
for event classification in analyses within the IceCube collaboration. The algorithms
are efficient and stable against minor variations in the data set. For the current
analysis the Weka-Random Forest [Bre01],[H*09] is applied using the Java-based
framework RapidMiner [FT02]. Tts advantage is the high robustness against over-
training. A Random Forest consists of a defined set of decision trees. Every tree
provides a Boolian value whether the even is classified as signal or background. The
output of the Random Forest for an event is called signalness and is the average
value over all decision tree results. Since signalness is a pseudo-real value between
0 and 1 a cut can be set at the signalness value with best ratio of signal over back-
ground. The applied model for event classification has to be determined by training
with MC simulations. The determination of an appropriate set of 27 observables
(attributes) for the event classification with Random Forest out of a large set of
more than 2000 event attributes has been developed in Dortmund [Worll]. The
attributes are mostly geometrical track parameters and the likelihood values deter-
mined with different fit functions, as well as directly measured observables, such as
number of strings. Three of the attributes are constructed from other observables,
as they are not existent in the data set (see Tab. 3.2).

attribute formula
Plogl MPEFit_logl / (NCh - 2.5)

A zenith IMPEFit_Zenith - LineFit_Zenith|

A logl SPEFit8Bayesian_logl - SPEFit8_logl

Table 3.2: Additional attributes constructed from observables provided by the data
files.

The attributes applied in Random Forest are shown in Fig 3.6 - 3.9 including
the zenith distribution in Fig. 3.5 (left). The comparison of MC simulation and
measured data is presented at level 4.
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Figure 3.6: Simulation and data comparison of a set of attributes used for the event
classification with Random Forest after precuts to the purity level 4.

The entries represent event rate in Hertz.
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Figure 3.7: Simulation and data comparison of a set of attributes used for the event
classification with Random Forest after precuts to the purity level 4.
The entries represent event rate in Hertz.
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Figure 3.8: Simulation and data comparison of a set of attributes used for the event
classification with Random Forest after precuts to the purity level 4.
The entries represent event rate in Hertz.
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Figure 3.9: Simulation and data comparison of a set of attributes used for the event
classification with Random Forest after precuts to the purity level 4.
The entries represent event rate in Hertz.
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The internal alignment of the Random Forest is set as follows. From the signal and
background samples 28 000 events each are taken to train the classification model
with 500 trees. Only the events with signalness of 1.0 are selected as signal events
and chosen to form the final neutrino sample. The distribution of the Random Forest
output for the burn sample and the full year data sample is shown in Fig. 3.10. For
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Figure 3.10: Signalness as the Random Forest output classifies the events as signal
at signalness = 1 or as background at signalness = 0. The left his-
togram shows the full signalness distribution for the burn sample data
(10 % of full year). The right plot is a zoom into the high signalness
region for the full IC59 data. The overestimation of simulation at low
signalness values is caused by the uncertainty in the primary cosmic
ray spectrum and thus by the varying amount of mis-reconstructed low
energy background muons, which dominate in this region. For the ana-
lysis the signalness cut at 1 is made. The sum of neutrino and muon
simulation describes well measured data in this region.
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the background estimation in the measured data sample a 5-fold cross-validation is
performed. For this purpose 35000 simulated neutrino and background events are
used as input for the Random Forest. From these a sample of 7000 events is chosen
to test the model application while the remaining 28 000 events are used in the usual
way for the training. The verification has been executed five times with statistically
independent samples and the average of the remaining misclassified background
events was determined. The cross-validation predicts 50 £ 110 background events
in the final sample. This defines a purity of around 99.4 % in the final data sample.

The development of the neutrino event selection at the different purity levels
is summarized in the Tab. 3.3. The simulated number of neutrinos remaining at

one year 1C 59 data level 3 level 4 | neutrino level
number of events 100861 000 | 17538400 29890
estimated purity [%] 0.2 0.5 99.4

Table 3.3: Development of the IC 59 neutrino sample and its purity over different
levels after successive application of series of cuts and Random Forest
method.

the final level is 28 975, if models of Honda and Sarcevic are used for weighting and
30 880 for Bartol and Sarcevic. In the following the Honda-Sarcevic model is used as
standard weighting model. The slightly lower amount of estimated number of events
compared to the real data is caused by the uncertainty in the neutrino flux model,
which is 0ypeor. =15 % [BT06]. The true number of remaining simulated neutrino
events is 227088 and ensures enough statistics for a proper determination of the
response matrix for the unfolding. The obtained amount of background events is
155, scaled to the full year live time. This value is within the predicted uncertainties,
and therefore the contribution from background is neglected in the following study.

3.2.3 Data-simulation comparison

After the event selection the simulated neutrino sample has to describe the mea-
sured data with a high precision. The comparison of simulated and measured distri-
bution of the variables used for further analysis and for different energy estimators
is shown in the following. The simulated neutrino events are weighted according
to different atmospheric neutrino models for comparison. Honda-Sarcevic includes
the contribution of conventional and prompt neutrinos while Bartol weights con-
sider only conventional neutrinos. The agreement between data and MC is checked
by the relative difference plots shown directly below the observable distributions.
Furthermore, the x? and the Hellinger Distance [CY00] is calculated for the Honda-
Sarcevic model and shown in the histogram canvas. Hellinger Distance (HD) is
a test value for matching between two distribution shapes and their possible shift
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against each other. The HD is defined in the interval [0, 1] where zero stands for
maximal agreement and 1 means a missing overlap between distributions.
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Figure 3.11: Comparison MC and data distributions at the final neutrino level for

the depth variable COGZ in metern and the zenith angle 6 in radiant.
Two different models for the atmospheric flux are used for the MC
neutrinos. The histograms with the corresponding relative distances of
the MC and data values are placed below each distribution respectively
and have the same abscissa scale. Additionally the y? and the Hellinger
Distance (HD) for the Honda-Sarcevic model w.r.t. the measured data
is shown in the figure.

The energy estimators have to show a good agreement between data and MC
simulation. Among the directly measured observables in Fig. 3.12 the NCh shows
best agreement according to the quantity values. But in the systematics checks
based on the burn sample NCh showed strongly divergent behavior in the upper
and lower part of the detector (see Appendix A). Therefore the QTot is considered
as one of the directly measured observables for the unfolding (see Sec. 3.3.1). From
the reconstructed observables in Fig. 3.13 the LDirC' and NDirC have been chosen
since they work with the direct non-scattered hits and are therefore less sensitive
to the variation in optical ice properties. The data - MC agreement of dEdX and
MuFE_FEnergy is not optimal.
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Figure 3.12:

Comparison of energy correlated observable distributions of MC and
data at the final neutrino level. The shown observables are directly
measured without using a reconstruction algorithm. The histograms
with the corresponding relative distances of the MC and data values are
placed below each distribution respectively and have the same abscissa
scale. x? and the Hellinger Distance (HD) for the Honda-Sarcevic model
w.r.t. the measured data is shown in the figure.
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Figure 3.13: Comparison of the muon energy estimators obtained from MPE fit at
The number and track lengths considering

the final neutrino level.

the direct hits are shown in the upper plots.

The lower plots show

constructed variables that have been developed to estimate the muon
energy. The histograms with the corresponding relative distances of
the MC and data values are placed below each distribution respectively
and have the same abscissa scale. x* and the Hellinger Distance (HD)
for the Honda-Sarcevic model w.r.t. the measured data is shown in the

figure.
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3.3 Unfolding analysis with TRUEE

The final neutrino sample obtained from the one year measurement with 1C 59 is
described well by the MC simulation, as demonstrated in the Sec. 3.2. This is an
important condition to ensure that the physical effects, such as particle propagation
and detector response have been understood well and are incorporated in the MC
simulation by an accurate approach. Hence, a reliable response matrix can be de-
termined for the estimation of the true neutrino flux. In the following the unfolding
analysis with the software TRUEE is presented.

3.3.1 Choice of energy-dependent observables

The unfolding analysis with TRUEE typically starts with the selection of the
best observable combination. The automatically produced correlation and profile
histograms (Sec. 2.3.3) of the different energy-dependent observables are examined
and the energy dependency is checked. The profile plots reveal the overall energy
dependency of all presented observables.

Before a final decision is made, the combination of the different observables for
the unfolding have to be checked using the test mode (Sec. 2.3.3). Here also the
optimal binning of the observables is determined. In Fig. 3.14 - 3.15 the correlation
and profile plots of observables are shown, which are considered as candidates in the
unfolding analysis.

Preparative systematics tests with the burn sample showed that the observable
combination summarized in Tab. 3.4 leads to the best and most stable results espe-
cially against depths variation in the detector (see Appendix A). The maximal bin

observable number of bins
MPEFit_NDirC 20
QTot 20
MPEFit_LDirC 10

Table 3.4: Observables and their binning as it is used in the final unfolding.

width is estimated by determination of resolution with simulated mono-energetic
events (see Appendix A).
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Figure 3.14: Scatter plots (left) and the corresponding profile histograms (right) of
different energy-dependent directly measured observables.
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Figure 3.15: Scatter plots (left) and the corresponding profile histograms (right) of

different energy-dependent observables reconstructed from the MPE fit

and additional algorithms.
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3.3.2 Test mode results

In the test mode different observable combinations are checked as well as the
parameter sets for the unfolding. The pseudo data sample is chosen to correspond to
the one year IC 59 measurement of the expected atmospheric neutrino flux following
the Honda-Sarcevic model. The resulting distribution is a differential flux as it is
seen by the detector at the neutrino level. Figure 3.16 shows the test mode results
compared to the true distribution for different ndf. The additional histogram with
relative difference shows a good agreement between the distributions.
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Figure 3.16: Test mode result of the MC pseudo-data sample with the final unfolding
settings and varying numbers of degrees of freedom. The true distribu-
tion is shown as well. No acceptance correction is applied. The relative
difference between the unfolded and true values is demonstrated in the
lower histogram.

Parameter selection is carried out by executing unfolding in test mode for large
parameter ranges and the successive observing of the parameter selection plot x vs.
x? (Sec. 2.3.3). The unfolding settings have to be chosen such that the result is
stable against minor variations of parameters, as is shown in Fig. 3.16. The correct
choice of observables is crucial to ensure stability in the results. The setting of
parameters for the unfolded function is summarized in Tab. 3.5.
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parameter name value
ndf 6
nknots 19
number of bins 10

size of bins Alogio(E,,/GeV) | 0.4 (equidistant)

energy range logio(E,,/GeV) 2.0; 6.0

Table 3.5: Parameters for the estimated function as used in the final unfolding. The
different available options are inactivated, if not listed in the table.

3.3.3 Pull mode results

The stability of the result against statistical variation is checked by performing
unfolding tests in the pull mode. The same fraction of MC events is used as for the
test mode to imitate the real data sample. The unfolding of 500 pseudo-data samples
is executed for the test. The resulting projection plots are shown in Fig. 3.18. The
mean values do not show any significant bias and the standard deviation is ¢ ~ 1
range. For the last two bins it is not reasonable to make the pull distributions,
because the lack of statistics forbids the Gaussian approach. Furthermore, the last
bins of the true distribution in some cases contain no entries, and that additionally
distorts the pull distribution.
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Figure 3.18: Pull distribution, projected on the ordinate for each bin. The number

of unfolded pseudo-data samples is 500. Pull distributions for the last
two bins are not possible, because the Gaussian approach fails at the
low statistics.
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3.3.4 Unfolded atmospheric neutrino flux spectrum

The performed study of the unfolding with MC simulation ensures that the opti-
mal observables are chosen and various values of usable parameters are restricted to
low ranges, showing stable behavior against minor variations of parameter configu-
ration. Now the unfolding of measured data can be performed using the determined
parameter settings.

The unfolded neutrino event distribution for the IC 59 sample is shown in Fig. 3.19.
The data sample used for the unfolding as well as the MC sample for the response
function include only events after the event selection. Therefore, the unfolding result
provides the distribution of neutrino event, which could be seen by the detector and
passed all event selection steps only. For the correct accounting for limited accep-
tance, interaction probabilities and event loss due to cuts, the generated function of
MC neutrinos has to be defined in TRUEE.
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Figure 3.19: Unfolded energy-dependent neutrino event distribution. The uncertain-
ties include only statistical fluctuations, provided by TRUEE. To get
the full neutrino flux, the event loss due to small neutrino cross sections
and limited detector acceptance has to be considered in the individual
effective area.

The generated function is proportional to £~2, but includes only events which are
forced to interact in the detector volume. Hence, for the correct reconstruction of
the spectrum the function has to consider the interaction probabilities in One Weight.
In IceCube analyses the common procedure to scale the unfolded event distribution
to the initial neutrino flux is to determine the flux at the detector and divide it by
the effective area.

The effective area is the hypothetical area A.r¢(E, 6, ¢) of the idealized detector
with 100 % detection efficiency. It considers the physical effects such as absorption
by the Earth and cross sections. The effective area is individual for every analysis
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Figure 3.20: Energy-dependent effective area for the full neutrino sample averaged
over the Northern hemisphere (black/solid). Additionally the areas for
different zenith angle regions are shown for comparison. The most up-
going high energy neutrinos are absorbed by the Earth.

and depends on the event selection and detector configuration. The effective area
A (B, 0, ¢) for the here used muon neutrino events is determined using MC sample
and therein provided event-wise OneWeight, mentioned in Sec. 3.1.4. A detailed
description on calculation of effective area can be found in Ref. [Kel08]. As can be
seen in Fig. 3.20 the obtained effective area is averaged over energy bins and the
considered solid angle of primary particles.

The calculation of the flux ®(E,, 0, ¢) is performed according to the formula

Nevents = /dEI/ det(I)(El/707¢) :ff(EV>97¢)' (35)

If treating the distributions as binned histograms, the N,..:s can be considered
as the unfolded number of events in a bin with interval size dE,. df) is the solid
angle and is set to 27 to obtain flux averaged over the Northern hemisphere. dt
can be set to the live time of the sample, here roughly 347 days. The effective
area A7;¢(E,,0,¢) is an average over the solid angle and energy bins as shown in
Fig. 3.20. After application of the effective are the unfolded distribution is converted
to the binned flux averaged over the zenith angle of the Northern hemisphere. In
Fig. 3.21 the result of 10 % data is shown as well as the full year data. The systematic
uncertainties are not included, yet.
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Figure 3.21: Unfolded atmospheric neutrino flux spectrum, averaged over the north-
ern hemisphere. Shown is the result of the full year data taken with
IC59. Additionally the result of the 10 % of data is shown, obtained
in the course of the “blind” analysis development (see Appendix. A).
The flux is scaled with the square of energy. The presented uncer-
tainties have been provided by the unfolding algorithm and therefore
account only for statistical fluctuations. Two theoretical models are
shown, that predict only the conventional neutrino flux (Bartol) and
the combination of conventional and prompt flux (Honda-Sarcevic).

3.3.5 Verification of the result

The TRUEE intern verification tool is applied to check the unfolding result and
the simulation of observables. As explained in Sec. 2.3.2 the MC simulated neutrino
data set is weighted event-wise to describe the unfolded spline function. Thus, the
distributions of observables can be compared between data and MC. Some examples
are shown in the Fig. 3.22. The distributions of zenith angles show agreement
between data and MC. The simulated dEdX overestimates strongly the data and is
clearly an improperly simulated variable, as the same extreme behavior is seen in
the Fig. 3.13 before unfolding. The mismatch in the likelihood variables is not as
strong as in dEdX. Its origin is discussed in the Sec. 3.34.
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Figure 3.22: Comparison of observables distributions after weighting the MC events
by the unfolded function. Shown are observables, that are not used
for the unfolding. The agreement is tested with determination of the
x? value, printed in the histogram titles. A mismatch indicates an
incorrect description of observables or unfolding variables by MC. Only
in the case of dEdX the strong overestimation by MC can be identified
as due to wrong simulation. See also discussion in Sec. 3.34.
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3.3.6 Zenith-dependent atmospheric neutrino spectrum

The atmospheric neutrino spectrum depends on the zenith angle. The flux of
neutrinos, which enter the detector volume horizontally, is higher than the flux of
vertically incoming neutrinos, which are e.g. up-going neutrinos from the direction
of the Earth core. Moreover, at high energies the probability for neutrino absorption
by the Earth is rising, and the number of detected up-going events decreases. This
behavior is considered in the MC simulation, as can be seen in the effective area
histogram in Fig. 3.20.

Unfolding of neutrino fluxes for two different zenith regions is made in the present
analysis (Fig. 3.23). The zenith cut is set at § = 124°. The predicted fluxes, as
averages over the considered zenith regions, respectively, are well described by the
unfolded results. For the up-going events with 124° < 6 < 180° the statistics are
low at high energies. A zenith-dependent unfolding with a finer zenith binning is
expected to be performable after the optimization of the event selection and the
reduction of the systematic uncertainties, which originate from the simulation (see
Sec. 3.4).
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Figure 3.23: Unfolded atmospheric neutrino fluxes, averaged over two different
zenith ranges. The theoretical models are shown as well. As expected,
the vertical flux is lower than the horizontal flux, due to the higher
probability for the 7 and K mesons to interact before decay. The error
bars show only statistical uncertainties, provided by TRUEE.

The prompt neutrinos are expected to have isotropic flux without zenith angle
dependency. Therefore, the zenith-dependent neutrino search under consideration
of the seasonal variations of the atmospheric density can be used to probe the prompt
neutrino flux [DG10].
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3.4 Systematics studies

Additionally to the preparatory tests, performed with the MC sample, systematics
studies with the data sample have to be carried out, to prove the reliability of the
result and to estimate the confidence limits, by changing the initial conditions.

3.4.1 Theoretical uncertainties

First of all, the uncertainties from the theoretical calculations are considered. The
theoretically predicted atmospheric neutrino flux model, which is used for compar-
isons, contains uncertainties that originate mainly from the hadronic interaction
model and the primary cosmic ray spectrum and composition. The here used un-
certainty prediction of around 15% is taken from Ref. [BT06]. A less optimistic
uncertainty prediction of 432/ — 22 % for the muon neutrino flux has recently been
determined in Ref. [FBTD12]. The uncertainty of theoretical model is shown as a
confidence band in the figures.

Furthermore, the assumptions made in simulation, concerning the physical ef-
fects, introduce uncertainties into the unfolding result via effective area. The cross
section of neutrinos contribute with an uncertainty of 10 %, as has been estimated
in Ref. [AT10b]. Additionally, the simulated muon propagation induces the uncer-
tainty of 5% [Kok99]. In Fig. 3.24 the unfolded atmospheric neutrino energy flux
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Figure 3.24: Unfolded atmospheric neutrino flux spectrum, averaged over the North-
ern hemisphere. Shown is the result of the full year data taken with
IC59. The flux is scaled with the square of energy. The uncertainties
from the error propagation in the unfolding and from the simulation
are presented separately. The uncertainty of 15% in the absolute the-
oretical flux is indicated by shaded areas.
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spectrum is shown after considering the uncertainties from calculations.

3.4.2 Stability of the result against purity variation

The cut on signalness of the Random Forest output is made at signalness = 1.0,
that corresponds to an estimated purity of roughly 99.4% in the final neutrino
sample, as explained in Sec. 3.2.2. In the following the stability of the unfolding
result against the purity variations is tested. For this purpose a successive loosening
of the signalness cut is made starting with the least possible steps of 0.002 and
proceeding until the estimated purity level of 95%. At this level the influence
of the background events on the final spectrum is expected to be negligible (see
Appendix A).

Every sample with different purity is treated individually, i.e. the unfolding is
performed separately by using corresponding response matrices and effective areas.
The requirement for the reliability of the result is the absence of significant deviations
between the determined fluxes with different purities.

The unfolded fluxes are shown in the Fig. 3.25. The purities for different signalness
cuts are assigned in the legend and are also summarized in the Tab. 3.6. Since
the zenith angle variable MPEFit_Zenith is included in the Random Forest event
selection, the samples with the lower signalness cut contain a part of events coming
from above the horizon. Therefore, a zenith cut at 90° is applied to allow the
comparison of the fluxes, averaged over the region 90° < 6 < 180°.

signalness cut | estimated purity [%] | number of events

1.0 99.4 29890
0.998 98.8 38694
0.996 97.8 43632
0.994 97.6 47056
0.992 97.1 49 687
0.990 96.7 51904
0.980 95.0 60 291

Table 3.6: Variation of the signalness cuts and the corresponding purities estimated
from the cross-validation checks within the Rapid Miner framework. Ad-
ditionally the numbers of events of each sample are listed. These numbers
have been determined after the zenith cut at 90°.

From the results in Fig. 3.25 the conclusion can be made, that the estimated
neutrino flux does not depend on the purity variation up to the purity level of 95%.
This is an important condition, since it ensures that the signal and background
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Figure 3.25: Unfolded atmospheric neutrino flux spectra determined from samples
with different purities. Every sample has been treated independently
with individual response matrix and effective area. The relative devi-
ations of the samples with lower signalness from the sample with sig-
nalness = 1.0 are shown in the lower histogram. The deviations show
an agreement between the samples, which proves the absence of purity-
dependency of the spectrum within the considered signalness variation
region.

event description by MC is made with an accurate approach and therefore, the final
spectrum is not merely a result of a luckily placed signalness cut.

Due to the independency of the spectrum within the tested purity range, a mean
signalness value (signalness = 0.99) can be used to make the cut. Thus, the obtained
neutrino sample has more statistics without having any significant impact on the
result. The following systematics tests are performed by using this sample with
purity around 96.7 % and considering uncertainties from the purity variations. Those
are calculated by determining the mean value T and the standard deviation s of the
N different results x with varying purities. Thus, the uncertainty for every bin 17 is
obtained according to the unbiased estimation of the standard deviation:
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3.4.3 Depth-dependent unfolding

The following systematic tests are performed to study the measurement and sim-
ulation in the higher and lower ice regions, independently. For this purpose the
detector is divided into two parts of different depth levels. With both parts un-
folding of the neutrino flux spectrum is executed and the results are compared with
each other and with the theoretical predictions.

Similarly to the previous analysis with IC40 data, the variable COGZ is used to
split the detector. As explained in the Sec. 3.1.3 the COGZ variable determines
the center of an event in the vertical direction and thus can be considered as the
mean depth of an event. Beforehand, the simulation of the variable COGZ is tested
by using nearly horizontal events, as those are measured in a limited depth of the
detector. Therefore, the cut on the zenith distribution is applied at the # < 95°. The
simulated COGZ distribution of the horizontal events is compared to the measured
data and can be inspected in Fig. 3.26.
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Figure 3.26: Comparison between the simulated (NuGen) and measured distribu-
tions of the COGZ observable, which is used in the following for depth-
dependent devision of the detector. Only the nearly horizontal events
with zenith 6 < 95° are taken to examine the COGZ distribution.

A considerable improvement of the data description by MC can be observed,
compared to the results of the IC 40 analysis, where a too smooth behavior of the
simulated COGZ could be registered.

Thus, the division of the detector can be made at the natural break point in the
COGZ distribution, which is indicated by the dust layer at the COGZ = —100 m.
In the following, all events with COGZ > —100m are considered as top events and
events with COGZ < —100m as bottom events.

The unfolding is performed with the top and bottom events separately by deter-
mining the individual response matrices and effective areas. The results are shown
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Figure 3.27: Estimated atmospheric neutrino flux spectrum, averaged over the
Northern hemisphere. Shown are the result of the upper (COGZ >
—100m) and lower (COGZ < —100m) part of the detector. The fluxes
are scaled with the square of energy. The uncertainties include sta-
tistical deviations, calculated by TRUEE and systematic uncertainties
from purity variation, cross-section and muon propagation.

in Fig. 3.27. A slight disagreement between the estimated fluxes and a larger devi-
ation of the top result from the theoretical prediction can be observed. This is the
main subjects of the discussion in Sec. 3.4.6. The systematic uncertainties due to the
top-bottom divergence are determined as maximum deviations of top and bottom
flux from the result, obtained with the full detector and are therefore asymmetric.

3.4.4 Ice model comparison

The ice model, which is used as standard in the simulation, is the SPICE model
(see Sec. 3.1.4). To determine the influence of the ice model variation on the un-
folding result, another set of neutrino simulation is used, to determine the response
matrix in TRUEE. The new MC simulated neutrino event set employs the SPICE
Mie model. The sample at the final neutrino level is obtained with the same event
selection procedure, as applied on the measured data. In Fig. 3.28 the unfolded
atmospheric neutrino flux spectrum is presented, obtained with the SPICE Mie re-
sponse matrix. The unfolding, using the standard ice model, is shown as well. The
systematic uncertainties, coming from the variation of the ice model are considered
as deviations of unfolded flux with SPICE Mie from the flux determined with SPICE
and are also asymmetric. A further discussion on the flux deviations can be found
in Sec. 3.4.6.
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Figure 3.28: Estimated atmospheric neutrino flux spectrum, averaged over the
Northern hemisphere. Shown are the result obtained with the re-
sponse matrix determined for different ice models, SPICE, which is
used as standard, and SPICE Mie. The fluxes are scaled with the
square of energy. The uncertainties include statistical deviations, cal-
culated by TRUEE and systematic uncertainties from purity variation,
cross-section and muon propagation.

3.4.5 Final result with systematic uncertainties

The presentation of the final result of the unfolding analysis is made by taking into
account all tested systematics. The uncertainties, determined above, are summed
up as squares and the square-root of the sum is considered as the general systematic
uncertainty in a bin, which then are added to the statistical uncertainties of the
unfolding. In Fig. 3.29 the final result with all estimated uncertainties is shown.
The influence of considered systematics can be examined in differently colored error
bars. The largest systematics uncertainties in the high energy region come from
top-bottom variation and the ice model test. Both systematics are related to the
simulation of the ice properties, which deviate with the depth of the detector. The
investigation and improvement of the simulation is expected to bring significant
enhancement of the accuracy of the energy estimation. The parameters of the final
result are summarized in the Tab. 3.7.
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Figure 3.29: Unfolded atmospheric neutrino flux spectrum, averaged over the North-
ern hemisphere. Shown is the result of the full year data taken with
IC5H9. The flux is scaled with the square of energy. The uncertainties
of different origins are presented separately in different colors.

logio(E,/GeV) | estimated flux | lower o upper o
2.2 0.000381958 0.000101062 | 7.94575e-05
2.6 0.000166252 5.23471e-05 | 2.8863e-05

3 5.15716e-05 9.80483e-06 | 1.53309e-05
3.4 9.0624e-06 3.29522e-06 | 7.63437e-06
3.8 2.40598e-06 6.10846e-07 | 2.23868e-06
4.2 1.26662e-06 4.38154e-07 | 3.56084e-07
4.6 3.66726e-07 1.70061e-07 | 1.87318e-07

5 8.7327e-08 7.18153e-08 | 6.09239e-08
5.4 2.16872e-08 2.40366e-08 | 1.99349¢-08
5.8 3.76463e-09 5.6363e-09 | 5.34366e-09

Table 3.7: Parameters of the final neutrino energy spectrum. Shown are the flux
values in the common units of GeVem™2s tsr=1 after multiplication by
(E,)?, and the upper and lower flux uncertainties o, since the error bars

are not symmetric.
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3.4.6 Depth-dependent correction of observables

The large systematic uncertainties of the final result motivate the investigation
of the depth- and ice-dependent behavior of the unfolding variables. In Fig. 3.30
the comparison of unfolding variables between data and MC simulation with SPICE
and SPICE Mie is shown for the top and bottom of the detector, separately.

In the upper part of the detector an overestimation of @ Tot by the SPICE MC can
be observed. While NDirC' and LDirC are determined using only direct hits, the
QTot contains charge from all hits and is therefore dependent on the ice properties.
Nevertheless, the total charge is very sensitive to the muon energy and is essential
for the energy estimation.

A small correction of the MC simulated @) Tot for all events with COGZ > —100m
is tested to influence the final result and the behavior in top and bottom of the
detector. The correction factor fiog,,@rory = 0.974 is obtained by minimization
of the x? value between data and MC. The distribution of the corrected QTtot
compared to true data can be found in Fig. 3.31.

After the correction of the simulated @) 7Tot, unfolding of the neutrino flux spectrum
is performed for the top sample (Fig. 3.32) full and the detector (Fig. 3.33).

The unfolded full detector distribution shows a better agreement with the theo-
retical predictions. Furthermore, the agreement between the unfolding results of the
upper and lower parts of the detector is improved due to the corrected QQ7ot sim-
ulation in top. Therefore, the correction improves the systematic uncertainties and
the precision of the result. The better performance of the unfolding is confirmed by
the verification plots in Fig. 3.34, that mainly show a better agreement, especially
in the cases of likelihood variables, than the corresponding verification histograms
in Fig. 3.22, obtained after the unfolding without correction of @) 7ot.

As can be seen in the Fig. 3.30 the SPICE Mie model does not perfectly describe
data as well, since disagreement can be observed for the observables with direct hits.
A new description of the ice properties is needed to simulate the data accurately over
the whole detector and therefore, reduce the systematic uncertainties. Alternatively,
tests with the varying efficiency of the IceCube DOMs are encouraged for future
analyses.
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Figure 3.30: Data versus MC of unfolding observables for the top (left) and bottom
(right) of the detector, separately. The x? and Hellinger Distance is
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Figure 3.31: Unfolding variable Q7ot for the upper half of the detector (left) and
the full detector (right) for measured data and modified MC simula-
tion. The correction factor fi,g,,(@ror) = 0.974, applied on the MC sim-
ulated event with COGZ > —100m, is determined by x? comparisons.
The MC weighting is made by the Honda-Sarcevic model. The y? and
Hellinger Distance are calculated for the SPICE model and data. The
SPICE Mie model is identified to assume a very high light production
in the whole detector, and therefore, provide too many direct hits per
event, as can be seen in the comparison plots of NDirC' and LDirC.
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result matches better the theoretical prediction. The unfolding is per-
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in Fig. 3.24. The considered uncertainties are only statistical and the-
oretical. For comparison the unfolding result of IC 40 analysis [AT11d]
and the AMANDA unfolding [AT10b], which has been performed with
the RUN algorithm, are shown.
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Figure 3.34: Comparison of the observable distributions after weighting the MC
events by the unfolded function, which is obtained by using depth-
dependently corrected @QTot for unfolding. Shown are the same observ-
ables, as in Fig. 3.22. The agreement is tested with determination of
the x? value, printed in the histogram titles. A mismatch indicates an
incorrect description of observables or unfolding variables by MC. Es-
pecially in the likelihood variables a clear improvement can be observed
after the Q)Tot correction. The dEdX has a worse agreement, due to
its entirely increased overestimation by MC.



4 Summary and outlook

The present work consists of two main parts, the development of the TRUEE
unfolding software in the C++ programming language and its application in the
atmospheric neutrino analysis with the IceCube neutrino telescope.

The development of TRUEE has implied the understanding of the basic unfolding
algorithm, RUN , written in FORTRAN 77 and the knowledge of the requirements of
an unfolding analysis. Thus, an efficient and functional software could be produced,
which is easy to handle and extend. The included basis algorithm is well tested and
has been successfully applied in particle and astroparticle physics.

In this thesis the advantages of the used algorithm, such as the event-wise in-
put and the usage of B-splines, have been pointed out. The algorithm is able to
estimate a very steep distribution covering several orders of magnitude and is there-
fore suitable for applications in astroparticle physics. The assumption for the sought
variable distribution, which is made in the MC simulation to determine the response
function, has a low influence on the result. Thus, a moderate deviation between the
true and simulated distributions is acceptable, as long as the sought variable range
is covered with sufficient statistics in the MC simulation.

It has been demonstrated that the new features and extensions of the algorithm
bring a substantial facilitation into performance of an unfolding analysis. The
preparative tests based on MC can be easily executed due to the new operation
modes. The options for parameter selection enable a fast reduction of the parame-
ter variety.

The installation of the software is straightforward on the Linux and MacOS ma-
chines thanks to the CMake system. The depiction of the outcome benefits from
the manifold graphical tools obtained from the ROOT framework.

The RUN algorithm and its characteristics have been understood and further
enhancements can be easily implemented in the future. The planned enhancement
is for example an automatic second iteration of the unfolding procedure, with an
intermediate approximation of the MC simulation to the unfolded distribution of the
data. Thus, a potentially large slope deviation of the sought distribution between
data and MC can be minimized. A long-term goal is the implementation of the time-
dependency of the unfolded function, which is currently under development within
the collaborative research center SFB 823. Furthermore, studies on the calculation
of confidence bands, which are done by using bootstrapping methods, are performed
in Dortmund in the scope of SFB 823.

The application of TRUEE in the atmospheric neutrino analysis with IceCube is
one of the first demonstrations of its performance in the astroparticle physics. The
atmospheric neutrino analysis is an important investigation for the search of the
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origin of charged cosmic rays. An expected flattening of the neutrino spectrum at
high energies would indicate a contribution of the extragalactic neutrinos, that are
produced along with the charged cosmic rays. A minor enhancement in the slope
could also show the influence of the prompt neutrinos coming from the charmed
meson decays in the atmosphere. This would provide insight into the mechanism
of charm meson production at very high energies, which cannot be gained with the
designed particle accelerators on Earth.

For the analysis a neutrino sample is produced with negligible contribution of the
background events caused by atmospheric muons. The employed event selection
method has been developed in Dortmund and a further optimization is still carried
out. Nevertheless, the performance of the implemented multivariate method, Ran-
dom Forest, is already very promising at the current stage, as could be verified by
the comparison plots between data and MC.

The unfolding procedure itself as well as the tests with MC demonstrate a reli-
ability and stability of the unfolding software. The final outcome is the unfolded
atmospheric neutrino flux spectrum for the energies 2.0 < log;o(FE,) < 6.0. There-
fore, the explored energy range of the preceding analysis of logio(F,) < 5.5 could
be extended to higher energies. The result is compared to different theoretical mod-
els for atmospheric neutrinos. The predicted contribution of the prompt neutrinos
from charmed meson decays could not be confirmed or excluded with the estimated
spectrum due to the uncertainties. Therefore, no flattening of the spectrum can
be claimed at this time. Enhancement of statistics and reduction of systematic
uncertainties is expected in the course of the ongoing event selection optimization.
Furthermore, the detector has been extended and is now operating in its final con-
figuration. Therefore, the statistics at high energies is expected to be higher for the
next analyses and the achievable energy scale can be enlarged.

Systematic tests revealed an imperfection of the event simulation in the upper half
of the detector. The disagreement between data and MC affects one of the unfolding
observables, ()Tot, which represents the whole measured charge in the detector. A
slight correction of the simulated )7ot has a positive influence on the unfolding
result for the whole detector and promotes convergent behavior between unfolded
results for the upper and lower half of the detector. However, QTot is very sensitive
to the energy deposit of muons and is therefore an important observable for the
energy estimation. As conclusion a detailed study of Q7Tot and its dependency on
the ice model is encouraged for future analysis. The most likely explanation of the
anomaly is the improper description of the ice properties in the upper part, as the
ice is polluted by several dust layers. A possible solution could be a modification of
the ice model only in the upper part of the detector. A study with varying DOM
efficiencies should be performed as well.

Some general remarks on the unfolding analysis should be made at this point.
Usually, the extensive tests with the MC simulation represent a good preparation
for the unfolding of real data. TRUEE facilitates such tests by offering the two
additional unfolding modes. The selection of optimal parameters and observables
can be made and a statistical stability verification can be executed. Nevertheless,
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the final settings have to be systematically tested by using real data. The result
must be stable for small changes of the regularization influence and other variations
in the measurement. Otherwise, further tests are needed with real data to track the
source of instability. Usually, the replacement of one of the unfolding variables can
bring improvement, since the MC model is just an approach and sometimes does
not accurately describe all observables.

In summary, we presented the development of the new unfolding software, TRUEE,
which is dedicated to solve general inverse problems and is especially suited for the
unfolding analyses in astroparticle physics. We performed atmospheric neutrino
analysis by using TRUEE and obtained promising results for the estimation of the
atmospheric neutrino flux spectrum. Future atmospheric neutrino analyses with
TRUEE and still partially constructed IceCube IC 79 detector are expected to give
a hint for the production level of the charmed mesons, as the achievable energy
scale is approaching the theoretically predicted region of dominance transition from
conventional to prompt neutrinos. The measurement with the fully constructed
IceCube detector is expected to prove or disprove the contribution of extragalactic
neutrinos and shed light on the origin of the charged cosmic rays.






A Analysis development using 10 %
of data

Before analyzing the full data sample, the complete analysis has been developed
using only 10 % of the measured data, as a precedent “sanity check”. This procedure
ensures an untuned outcome, that is independent on expected results. The freely
accessible fraction of data is scrambled over the full period of data taking and is
called burn sample. The study has to be presented in form of the so-called unblinding
proposal to the IceCube collaboration in order to get access to full data. Thus, the
analysis in its final state can be reviewed and approved by the collaboration.

In the following some intermediate steps of the analysis development are presented,
which are not described in the analysis section. This chapter can be used as a
guide for mandatory tests for future unfolding analyses of atmospheric neutrinos.
Furthermore, the analyst will be aware of possible problems.

A.1 Tests on the observed zenith anomaly

After obtaining the burn sample at the final neutrino level, the comparison of
distributions between data and MC have to be carried out similarly to those shown
in Sec. 3.2.3. In this process an anomalous dip in the zenith distribution has been
observed, unpredicted by the MC simulation. The question on the origin of the dip
lead to a series of tests. The possible explanations could be the improper ice model
or event selection, an unpredicted physical effect or just a statistical fluctuation due
to the lack of statistics.

The ice model influence could be excluded by using another MC neutrino sample
with a different ice model (SPICE Mie) instead of data. No dip appeared in the
SPICE Mie sample.

For the study of possible influence of attributes used in Random Forest, extensive
tests have been made. For these so-called “n-1" tests the Random Forest event
selection has been executed while eliminating one of the attributes successively.
Since 27 attributes are used for the event selection, 27 tests have been made. No
improvement could be observed in the zenith distribution.

A contingent energy-dependency of the dip, that could be a hint at unexpected
physical effects, has been tested by plotting the zenith variable versus different
energy estimators and comparing the two-dimensional data and MC distributions.
Due to a lack of statistics no conclusion about energy-dependency of the dip could
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be made. A potential energy unfolding of events within the zenith dip region also
could not be accomplished due to the low statistics.

The dip as statistical fluctuation could be identified after examination of addi-
tional independent 10 % of the data. This is a very quick, simple and reliable test,
that could exclude all other assumptions about the source of the dip. This should
be kept in mind for future analyses, as the access to more data has to be approved
by the collaboration and is therefore usually not the first choice.
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Figure A.1: Zenith distribution at the final neutrino level for burn sample (left) and
for another independent 10 % of data. The dip in the data between 2.2
and 2.4 rad observed in the burn sample is not present in the other
sample.

A.2 Background estimation with a new approach

First, a general remark should be made concerning MC simulation. The back-
ground estimation is an important step to ensure a reliable purity level in the data.
Therefore, a high amount on CORSIKA events should be prepared for the analysis
to make a solid prediction on the background events in the final data.

Furthermore, the question on the reliability of the background estimation, made
by the cross-validation has been raised during the analysis review. A possible minor
mismatch between MC and data could misalign the purity at the final level. There-
fore, a test has been developed that allows a background estimation using only data
and that confirms the background percentage predicted by cross-validations with
MC. As preparation for the test the energy unfolding of CORSIKA events after dif-
ferent signalness cuts has been performed. The goal was to estimate the increasing
background at the decreasing signalness levels and compare them to the MC.

Since the background events, which remain in the sample, are coincident muons,
the reconstruction of the track is usually of bad quality and therefore the energy
dependent variables are related to the lower energies. The unfolded energy distribu-
tions of the CORSIKA events in Fig. A.2 confirm the assumption showing contri-
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butions mainly in the first three bins. All conditions including the response matrix
for the unfolding have been kept the same, as for the data unfolding. Of course, the
neutrino sample, used for the response matrix, has been cut at the same signalness
value, as the sample, which has been used for unfolding. The CORSIKA sample has
been recognized as signal sample by TRUEE and no background assumptions have
been made within the unfolding software.

Based on this knowledge, the energy unfolding of the data sample has been car-
ried out after different signalness cuts. The unfolded event distribution has to
be examined, before the normalization to the flux. The results can be found in
Fig. A.2. As expected, the significant enhancement could be observed in the first
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Figure A.2: Left: energy unfolding of simulated background events after different
signalness cuts. As expected the coincident atmospheric muons are rec-
ognized as low energy events and cluster in the first three bins. Right:
The unfolding of data after different signalness cuts. All results are
scaled to the distribution with highest purity at high energies, since
there the contribution of background is negligible. Shown is the zoom
into lower energies, where the enhancement is visible due to the mis-
reconstructed background events. From the excess the amount of back-
ground and thus the purity of the sample is determined after different
signalness cuts and compared to the cross-validation results.

bins. The background contamination at highest signalness has been assumed to be
negligible compared to the other levels. Therefore, all other distributions has been
scaled to match the highest purity unfolding result at high energies. Subsequently,
the enhancement in the low energy bins has been determined and the amount of
background has been analyzed. The estimated purities, as comparison between the
MC-based cross-validation and data-based approach, are summarized in Tab. A.1.
The very good agreement between the two different estimation approaches proves
the reliability of the results that have been obtained with MC.
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signalness cut estimated purity [%]

data-based | MC-based

0.98 95+ 1 95 +£1
0.96 90 +1 89 £ 0.8
0.94 85+ 2.0 83 £ 0.7

Table A.1: Neutrino sample purity for different signalness cuts, estimated by using
the new data-based method and the MC-based cross-validation.

A.3 Depth-dependent tests of unfolding variables

The originally chosen unfolding variables, NCh, NString and LDirC showed very
good performance in the test mode and good results in the burn sample, as has been
shown in Ref. [MRR11]. After the division of the detector in the top and bottom
part, a large disagreement of NCh and NString between the upper and lower part
has been observed. An over-/underestimation of MC in the lower/upper part of the
detector has led to strongly divergent results. To avoid this circumstance a new set
of observables could be found, that showed minimal dependence of the burn sample
result on the detector depths. The results can be seen in Fig. A.3. Therefore, this
new set of observables is also used in the presented analysis.
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Figure A.3: Unfolding of neutrino flux measured in top (left) and bottom (right)
of the detector, separately, using different sets of observables. While
the results with the originally chosen combination of NCh, NString and
LDirC show a divergent behavior in top versus bottom, the new set of
NDirC, LDirC and Q7Tot leads to stable results.
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A.4 Resolution comparison of energy estimators

In the unfolding three observables are used at the same time, one of them directly
measured. This aims a least bias by reconstruction algorithms and therefore an
exact energy estimation. The new combination of the observables has been recog-
nized by the IceCube collaboration as a new energy estimator, equivalent to the
constructed energy estimator dEdX. Generally, every new energy estimator has to
be proven to have a comparable performance, as the commonly used estimators.
For demonstration of the performance a resolution test has been made for the new
observable combination and compared to the dEdX. This test is based on the energy
unfolding of simulated mono-energetic events. The results can be found in Fig. A.4.
The resolution of the used observable combination is comparable to that of dEdX.
Since the regularization in TRUEE assumes a smooth distribution, the obtained

resolution can be considered as a pessimistic approach.
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Figure A.4: Unfolded distributions of mono-energetic events, as tests of the resolu-

tion of the commonly used energy estimator dEdX and the new combi-
nation of observables NDirC, LDirC' and ()Tot. Different MC sets with
energies logio(E,/GeV) = 3,4,5,6 have been simulated. The broaden-
ing of the unfolded peak is comparable for both energy estimators. The
standard deviations of the Gaussian fit are summarized in Tab. A.2.



Appendix A. Analysis development using 10 % of data

simulated energy logi(Ey/GeV) estimated mean and o in log,o(E,/GeV)
dEdX NDirC, LDirC, QTot
3 2.98 £0.41 2.98 £0.41
4 3.88 £0.47 3.88 £0.43
5 4.78 £0.47 4.82+0.49

Table A.2: Mean values and standard deviations of Gaussian fits to the unfolded
mono-energetic distributions, obtained by using dFdX and the new set
of observables as unfolding variables. The Gaussian fit could not be
evaluated for the logyo(E,/GeV) = 6.

It should be mentioned that a presentation of scatter plots and profile histograms
(Sec. 2.3.3) has not been sufficient to compare the performance, since the plots treat
the observables separately.

A.5 General remarks

When a new unfolding software is introduced it has to be demonstrated to which
extend the MC distribution, used for the response matrix, influences the unfolded
result. As has been explained in the Sec. 2.3.3 in the reality the dependency on
the MC is unavoidable. The main concern has been about the possible fake of a
spectrum flattening due to a flat MC. Therefore, unfolding with different neutrino
flux models for the response matrix have been required, to ensure a possibly unbiased
result. The different assumptions in the MC had no effect on the unfolded result.
In fact an even stronger deviation between the slope of MC and unfolded data is
acceptable TRUEE, as has been demonstrated in Sec. 2.3.3.

It has been requested to switch the axes of the scatter plots and profile histograms,
for the demonstration of the energy dependency of an observable (Sec. 2.3.3).
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