
Effective Maxwell equations in a

geometry with flat rings of arbitrary

shape

Agnes Lamacz and Ben Schweizer

Preprint 2012-06 April 2012

Fakultät für Mathematik
Technische Universität Dortmund
Vogelpothsweg 87
44227 Dortmund tu-dortmund.de/MathPreprints

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Eldorado - Ressourcen aus und für Lehre, Studium und Forschung

https://core.ac.uk/display/46911808?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1




Effective Maxwell equations in a geometry

with flat rings of arbitrary shape

Agnes Lamacz1,2 and Ben Schweizer1,3

April 18, 2012

Abstract: We analyze the time harmonic Maxwell’s equations in a complex
geometry. The homogenization process is performed in the case that many
small, thin conductors are distributed in a subdomain of R3. Each single
conductor is, topologically, a split ring resonator, but we allow arbitrary
flat shapes. In the limit of large conductivities in the rings and small
ring diameters we obtain an effective Maxwell system. Depending on the
frequency, the effective system can exhibit a negative effective permeability.

MSC: 35Q61, 35B27
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1 Introduction

The description of phenomena regarding the propagation of light receives renewed interest
in the last years. This is, on the one hand, due to technical progress that demands for
smaller devices and offers new possibilities. On the other hand, some more theoretical
investigations are triggered by ideas connected to key-words such as negative index meta-
materials, perfect imaging, and cloaking. We are contented to see an increasing interaction
between the more technical and the more theoretical approach.

In the field of negative index materials, two very influencial works are the theoretical
study of such materials by Veselago in [25], and the approach of Pendry and others
to the actual construction of such materials, e.g. [22]. For further material we refer
to [10, 21, 24]. The mathematical analysis of such materials is connected to a study of
singular limits in Maxwell equations. The possibility of negative effective permittivity was
shown mathematically in [5, 6]. Regarding a negative effective permeability, we refer to an
analysis of a two-dimensional model in [13], and to the three-dimensional time-harmonic
study in [8].

The contribution at hand continues the investigations of [8], since we derive another
homogenization result for the three-dimensional Maxwell scattering problem. In contrast
to that work, we analyze here the effective behavior of thin rings. This is of relevance
since experiments are usually performed with thin metallic resonators. Within the class of
essentially two-dimensional rings, we allow quite general geometries and the methods are
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2 Effective Maxwell equations in complex geometries

not restricted to circular structures that were investigated in [8]. Concerning methods,
the generalization helps to identify relevant tools, the new proofs are not taylored to a
specific ring geometry.

Problem description. For the sake of clarity, let us give here a problem description
in mathematical terms. This article is devoted to the study of the Maxwell equations
in a complex geometry. More specifically, we investigate the behavior of the time har-
monic Maxwell system in a geometry, where many, highly conducting, small objects are
distributed in a periodic fashion. We use the variable η > 0 as an index for a family of
coefficients. Investigating small structures then means to study the limiting behavior of
solutions as η → 0. The positive number η stands for a typical size of the micro-structure.
Additionally, the factor η enters the values of the permittivity in the conductive material.
Finally, as a third singular behavior, the factor η enters also in the description of the
local behavior of the micro-structure; we impose that the single element of the periodic
structure has an aspect ratio which is again connected to some power of η.

All the complex behavior of the micro-structure can be encoded in one single coeffi-
cient, the relative permittivity εη. This paper is concerned with the following problem.
Given a sequence of coefficient functions εη : R3 → C that is related to the slit-ring
geometry, let (Eη, Hη) be solutions to the time harmonic Maxwell system

curlEη = iωµ0H
η , (1.1)

curlHη = −iωεηε0E
η . (1.2)

What is, in the limit η → 0, the behavior of the solutions (Eη, Hη)?
We study (1.1)–(1.2) for a fixed absolute permeability µ0 > 0, a fixed absolute per-

mittivity ε0 > 0, and a prescribed frequency ω > 0. The relative permittivity is given by
a subset Ση ⊂ R

3, which defines the complex geometry. Using a constant κ > 0 which is
related to the conductivity in the complex structure, we treat the relative permittivity

εη =







1 + i
κ

η3
in Ση,

1 in R
3 \ Ση .

(1.3)

Further literature. As a tool for the mathematical analysis we will use two-scale
convergence as it was developed in [1, 20]. It allows to separate the macroscopic and the
microscopic behavior of oscillatory sequences of functions.

The homogenization of fibres was one of the early applications of the theory, long sub-
structures are important in elasticity problems [2] and in conductivity problems [9]. The
relevance for the Maxwell equations has been discovered and explored only later, see [10].
In this application, thin fibres can be used to create materials that behave, effectively,
like a medium with negative permittivity.

Regarding a negative permeability, i.e. the investigation of split rings, much less lit-
erature is available. Additional to the above-mentioned works [8, 13], we would like to
mention [3] for an analysis of dielectrics. For the combined effect of both negative per-
mittivity and negative permeability we refer to [18].

The singular behavior of the substructure can lead to interesting effects in the homog-
enization process, this was observed also in [16, 23], concerning non-trivial limit equations
due to a study of the long-time behavior of solutions see [15].
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From a more physical point of view, split rings have been analyzed also in [11, 19].
Regarding possible applications of negative index meta-materials we mention the effect of
cloaking, which was investigated e.g. in [7, 14, 12, 17].

Comparison with [8]. The result of the paper at hand is comparable with that of [8].
In both works, an effective Maxwell equation is derived for a singular geometry and for
singular parameters. The singularities are chosen in both contributions in such a way
that the resulting Maxwell system can have a negative effective permeability.

Some aspects have been studied in more detail in [8]. One concerns the analysis of
the scattering problem. In order to conclude such a result from our theorem 1, one has
to derive local L2-bounds for solution sequences of the scattering problem. This analysis
has been performed in [8], and we omit it here. Furthermore, the sign conditions for the
effective coefficients have been studied in more detail in [8]. Here, we restrict ourself to
a calculation for the formal limiting cell-problem, without deriving mathematically the
convergence of solutions.

In two aspects, the paper at hand presents relevant progress in the analysis of the
Maxwell system with singular parameters. One concerns the flat ring geometry. We con-
sider here, in accordance with technically manufactured meta-materials, rings that are
very thin. While some technical problems have to be resolved to deal with such struc-
tures (two-scale convergence with concentration), the cell-problems are actually easier to
analyze. A second aspect regards the generality of the geometry. While the analysis of
[8] was restricted to precisely circular rings with a very restricted slit geometry, we now
generalize to arbitrary ring shapes. Mathematically, this is reflected by the fact that we
use a weight function θY in (4.4)–(4.5), and that we cannot use a cell solution at this
point. The corresponding generalizations are an important aspect of this work, especially
when we think of the modern fish-net designs of meta-materials.

We remark that, in the cell-problem of [8], there was actually missing one contribution.
We claimed wrongly in [8] that the jump of the current across the slit in (3.15) necessarily
vanishes. We note that we only recover such a condition as a formal limit for α→ 0.

1.1 Geometry and notation

In order to complete the problem setting of (1.1)–(1.3), it remains to specify the subset Ση.
This is the main goal of this section. We will follow standard notation of homogenization
theory wherever possible. The macroscopic geometry consists, essentially, in a periodic
repetition of the microscopic geometry with a periodicity length η. The microscopic
structure is defined as a subset Ση

Y of the periodicity cell Y := Y 3 := (−1
2
, 1

2
)3. The

complex geometry is contained in a scatterer Ω ⊂ R3.
Regarding the notation we use the following system for indices. A set with lower index

Y is a subset of Y . An upper index 1, 2, or 3 indicates the Hausdorff-dimension of the
set. For η-dependent subsets of Y (or other sets that depend on the fast variable y), we
use an upper index η, for subsets of R

3 with slow variable x we use a lower index η. We
use e1, e2, e3 for the Euclidian basis vectors of R3.

Microscopic geometry. Our aim is to specify subsets of Y that describe the geometry
of the single split ring. The geometry is prescibed by two numbers α, β > 0, a subset
Σ ⊂ Y 2 := (−1

2
, 1

2
)2, and a straight line Γ ⊂ Σ. The set Σ is a two-dimensional set which

is, up to topological transformations, an annulus.
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Figure 1: Left: The two-dimensional ring Σ with the segment Γ indicating the slit position.
Right: The three-dimensional ring as a subset of Y with relative thickness 2βη and slit of
thickness 2αη3.

Further sets are defined as follows. The one-dimensional inner boundary of Σ is
denoted by ∂iΣ, the outer boundary is denoted by ∂oΣ, respectively. By Σinn we denote
the inner connected component of Y 2 \Σ. The vector fields τΣ and νΣ denote the tangent
vector and the normal vector to Σ on ∂Σ ⊂ Y 2.

One-dimensional slit. The slit is constructed starting from the one-dimensional straight
line segment Γ ⊂ Σ. We may write the segment with its tangential vector τΓ as Γ =
{γ0 + tτΓ : t ∈ (0, L(Γ))} with γ0 ∈ ∂iΣ and L(Γ) denoting the length of the segment Γ.
We assume that Γ connects the inner and the outer boundary of Σ. For ease of notation
we assume in the following that inner and outer boundary of Σ are straight lines orthogo-
nal to τΓ in a neighborhood of the end-points of Γ. Without loss of generality we assume
that the tangential vector is τΓ = e2.

Three-dimensional objects. We may regard Σ also as a subset of the periodicity cell Y .
To avoid possible confusion, we denote the set after this identification as Σ2

Y := Σ× {0}.
Accordingly, other subsets and vector fields in the plane Y 2 can be identified with objects
in the mid-plane Y 2 × {0} ⊂ Y 3.

Slit construction. A slit of finite size is first constructed in two dimensions as Γ2,η :=
Σ∩B2

αη3(Γ) ⊂ Y 2, where B2
αη3(Γ) is the two-dimensional generalized ball with radius αη3

around Γ. By our assumption on Σ, the slit Γ2,η ⊂ Σ is a rectangle of height L(Γ) and
width 2αη3. The two-dimensional ring with slit is constructed as Ση := Σ \ Γ2,η.

The slit construction is lifted to three dimensions as follows. The three-dimensional
closed ring is Σ× (−βη, βη), the three-dimensional slit is Γη

Y := Γ3,η
Y := Γ2,η × (−βη, βη),

and the three dimensional ring with narrow slit is defined as

Ση
Y := Σ3,η

Y := Ση × (−βη, βη). (1.4)

This subset Ση
Y ⊂ Y describes the single thin ring with a narrow slit.

Macroscopic geometry. The only macroscopic datum that has to be specified is the
open set Ω ⊂ R3 that describes the location of the scatterer. For an index k ∈ Z3 we define
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a shifted small cube as Y η
k := η(k + Y ), and we denote by K := {k ∈ Z3 : Y η

k ⊂ Ω} the
set of indices such that the small cube Y η

k is contained in Ω. Here and in the following, in
summations or unions over k, the index k takes all values in the index set K. The number
of relevant indices has the scaling |K| = O(η−3). With this notation, the collection of
split rings is defined as

Ση :=
⋃

k

η(k + Ση
Y ). (1.5)

Other quantities can be defined accordingly, e.g. the collection slits as Γη :=
⋃

k η(k+Γη
Y ).

We notice that the (three dimensional) volumes of the rings and of the slits have the scaling
|Ση| = O(η) and |Γη| = O(η4).

Operators. Usually, for a vector a ∈ Rn, the i-th component is denoted as ai. Due to the
many sub- and super-skripts that we have to use, we cannot always indicate components
in this simple way. As a substitute, we will indicate the corresponding projection instead.
For indices i, j, k ∈ {1, 2, 3}, j < k, we use the projection πi : C3 → C, a 7→ ai to the i-th
component, and the projection πj,k : C3 → C2, a 7→ (aj , ak).

On the two sides of the mid-plane Y 2 × {0}, we have the two half-cubes Y + := Y 2 ×
(0, 1

2
) and Y − := Y 2 × (−1

2
, 0). Corresponding to these two subdomains we can evaluate

two different trace operators, and we have the two different normal vectors ν±Σ = ∓e3 to
the surface Σ2

Y ⊂ Y 3. By trΣ± we denote the trace on Σ2
Y from Y ±. These traces allow to

define also the jump over the two-dimensional ring structure Σ2
Y , which we denote with

squared brackets. For u ∈ L2(Y ) with u|Y ± ∈ H1(Y ±), we set

[u]Σ := trΣ+(u)− trΣ−(u). (1.6)

The trace of single components of a vector field is abbreviated as tri
Σ± := trΣ± ◦ πi and

trj,k
Σ± := trΣ± ◦ πj,k. When the trace is identical from both sides we also write simply trΣ.

In two space dimensions we use the orthogonal rotation (·)⊥ : C2 → C2, the mapping
with (x1, x2)

⊥ := (−x2, x1).

1.2 Main result

Our main result is the derivation of the effective system of Maxwell equations.

Theorem 1 (Effective equations). For α, β > 0 and sets Σ,Γ ⊂ Y 2 as above, let the
local geometry be defined by (1.4). For the bounded open subset Ω ⊂ R

3, let the split ring
geometry be defined by (1.5). With the conductivity parameter κ > 0, let εη be given by
(1.3).

We consider, on a set Q with Ω̄ ⊂ Q ⊂ R3, a sequence of solutions (Eη, Hη) to the
Maxwell equations (1.1)–(1.2) on Q. We assume the boundedness

∫

Q

|Hη|2 + |Eη|2 ≤ C (1.7)

with C > 0 independent of η. Let (E,H) be a weak limit of a solution sequence for η → 0.
Then (E,H) satisfies in Q the system

curlE = iωµ0H , (1.8)

curl (M̂H) = −iωε0 N̂ E , (1.9)
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where the effective matrix fields M̂ and N̂ are given as

M̂(x) =

{

M for x ∈ Ω

1 for x ∈ R3 \ Ω
N̂(x) =

{

N for x ∈ Ω

1 for x ∈ R3 \ Ω
(1.10)

Formulas for the two effective matricesM,N ∈ C3×3 are given in (4.14) and (4.16). They
depend on solutions of cell-problems, hence on Σ and Γ, on the parameters α, β, κ > 0,
and on the frequency ω.

This article is devoted to the proof of Theorem 1. Before we start the proof, we make
some remarks on the theorem.

Remark 1. The effective system can be brought into the form of Maxwell’s equations,
if transformed field variables are used. Assuming that the matrixM is invertible, we use
Ĥ := M̂H and Ê := E as variables and define effective parameters as

µeff(x) =

{

M−1 for x ∈ Ω

1 for x ∈ R3 \ Ω
εeff(x) =

{

N for x ∈ Ω

1 for x ∈ R3 \ Ω
(1.11)

With this choice, system (1.8)–(1.9) takes the form

curl Ê = iωµeffµ0Ĥ , (1.12)

curl Ĥ = −iωεeffε0Ê . (1.13)

Outside the scatterer Ω, the transformed fields coincide with the original fields. We
can therefore recover the weak limits (E,H) of solutions of system (1.12)–(1.13) from
(E,H) = (Ê, Ĥ) on Q \ Ω.

Remark 2. With Lemma 4.3, we give a result on the sign of some effective parameters
in a limiting case. It shows that the tensor M can have eigenvalues with negative real
part. This is a crucial feature for a negative index meta-material.

Remark 3. On the generality of the theorem and on the scattering problem. The
problem of interest in applications is the scattering problem. In this context one is inter-
ested in solutions that are defined on R3, and not only on Q. Furthermore, the solutions
satisfy a boundary condition at infinity, one usually uses the Silver-Müller radiation condi-
tion with a prescribed incident field. Theorem 1 provides the effective scattering problem
for such a solution sequence, since the weak limit satisfies again the Silver-Müller condi-
tion.

One question has to be answered positively in order to conclude as indicated. Does
every solution sequence (Eη, Hη) of the scattering problem satisfy the estimate (1.7) on
bounded sets? This question has been answered affirmative in [8]. An indirect argument
must be used. Under the assumption that the energy is unbounded, we consider a rescaled
solution sequence with unit energy. We find a weakly convergent subsequence, which
satisfies, by Theorem 1 or its analog, a Maxwell system, and, by the rescaling, it satisfies
the scattering problem with vanishing incident field. A uniqueness result for the effective
system then provides that the weak limit necessarily vanishes. With a compactness result
for the solution sequence, this is in contradiction with the normalized energy.
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2 The current Jη and some mathematical tools

We use two-scale convergence of [1, 20]. By assumption (1.7), the fields Eη and Hη are
bounded in L2(Q). By the compactness result with respect to two-scale convergence, we
find a subsequence η → 0 and limit functions E0, H0 ∈ L2(Q× Y,C3) such that

Eη(x) ⇀ E0(x, y) weakly in two scales,

Hη(x) ⇀ H0(x, y) weakly in two scales.

Our main task is to identify the equations that are satisfied by (E0, H0). A useful
additional quantity in this analysis is the rescaled dielectric field Jη, which we introduce
in the next subsection. The further subsections are devoted to properties of two-scale
convergence for thin local structures. This analysis is necessary since the local geometry
of our application is singular: the relative (in Y ) thickness of the ring is O(η) and the
relative slit width is O(η3).

2.1 Current field and improved bounds

Besides Eη and Hη, we consider a third quantity, namely the rescaled dielectric field
Jη : Q→ C3. We set

Jη := ηεηE
η. (2.1)

Lemma 2.1 (Improved estimates). For every compact subdomain Q̃ ⊂⊂ Q there exists
a constant C, depending on the L2(Q)-bound for (Eη, Hη), but not dependending on η,
such that

∫

Q̃

µ0|H
η|2 + |εη| |E

η|2 ≤ C . (2.2)

Furthermore, there holds the L1-estimate

∫

Q̃

|Jη| ≤ C. (2.3)

Proof. Without loss of generality we assume that Ω̄ is contained in Q̃. We use a cut-
off function ψ ∈ C∞

c (Q,R) with ψ ≡ 1 on Q̃. To obtain (2.2), we multiply (1.2) with
iĒη(x)ψ(x) and integrate over Q. We obtain

i

∫

Q

curlHηĒηψ = ε0ω

∫

Q

εη|E
η|2ψ . (2.4)

On the left hand side we integrate by parts and use (1.1),

i

∫

Q

curlHηĒηψ = i

∫

Q

Hηcurl Ēη ψ − i

∫

Q

HηĒη ∧ ∇ψ

= ωµ0

∫

Q

|Hη|2 ψ − i

∫

Q

HηĒη ∧ ∇ψ .

Both integrals are bounded due to the L2-bounds for (Eη, Hη). We conclude that both
real and imaginary part of the right hand side of (2.4) are bounded. This provides (2.2).
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In order to show (2.3), we first observe that, to leading order in the rings, the coefficient
εη coincides with iκη−3. By (2.2) and the fact that the volume is |Ση| = O(η), we obtain

∫

Ση

|Jη| =

∫

Ση

|ηεηE
η| =

∫

Ση

∣

∣

∣

∣

η
√

|εη|
√

|εη|E
η

∣

∣

∣

∣

≤ C

(

∫

Ση

η2κη−3

)1/2
∥

∥

∥

∥

√

|εη|E
η

∥

∥

∥

∥

L2(Ση)

≤ C.

This shows the L1(Q̃)-boundedness of Jη.

2.2 Two-scale convergence with concentration on lower dimen-

sional objects

In our application, the current Jη will concentrate, in each periodicity cell, on the two-
dimensional ring Σ2

Y . We therefore need to use a variant of two-scale convergence that
allows for such concentration effects.

In order to motivate the subsequent notion of two-scale convergence with concen-
tration, we start with an example. The example is elementary in the sense that no
homogenization is considered. Let M ⊂ R

2 be a bounded two-dimensional set and let
Mη := M × (0, η) ⊂ R3 be a thin three-dimensional object, a thickened version of M . Let
furthermore Uη : R3 → R be a sequence of functions with the following two properties:

∫

R3\Mη

|Uη| → 0, and η

∫

Mη

|Uη|2 ≤ C. (2.5)

We claim that (2.5) implies the existence of a function u0 ∈ L2(M) such that, along a
subsequence η → 0,

∫

R3

Uη(x)ϕ(x) dx→

∫

M

ϕ(x1, x2, 0) u0(x1, x2) dx1 dx2 (2.6)

for every test function ϕ ∈ Cc(R
3).

The verification of (2.6) is not difficult. The Cauchy-Schwarz inequality provides
an L1(R3) bound for the sequence Uη, the weak-* compactness of measures implies the
existence of a limit measure µ ∈M(R3). We have, along a subsequence η → 0,

∫

R3

|Uη| ≤

∫

R3\Mη

|Uη|+

(

∫

Mη

|Uη|2

)1/2

|Mη|
1/2 ≤ C,

∫

R3

Uη(x)ϕ(x) dx→

∫

R3

ϕdµ.

It remains to verify the existence of an L2(M)-density u0 for the measure µ. We use
rescaled averages of Uη as new functions uη : M → R, and calculate with Jensen’s
inequality

uη(x1, x2) :=

∫ η

0

Uη(x1, x2, x3) dx3,

∫

M

|uη|2 ≤

∫

M

η

∫ η

0

|Uη|2 ≤ C.

This L2(M)-bound for uη yields, possibly for a further subsequence, the convergence
uη ⇀ u0 weakly in L2(M). It is easily verified that u0 provides a density function for µ.
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Summarizing, we see that the first property of (2.5) implies a concentration on the
lower-dimensional set M . On the other hand, the second property of (2.5) implies that
the values of the sequence Uη are of order η−1, and that they are well-distributed over
the set M .

The next result transfers the above idea to homogenization problems with thin sub-
structures. We will not give an independent proof of Proposition 2.1, but conclude the
lemma from a more general result on two-scale convergence with respect to measures, see
[4].

We will apply the lemma with m = 2 and n = 3, with thin object Ση
Y = Σ× (−βη, βη)

of volume V η = Ln(Ση) = O(η). We write here χA for the characteristic function, taking
the value 1 in A and 0 outside A.

Proposition 2.1 (Two-scale convergence with concentration). For dimensions 1 ≤ m ≤
n and d ∈ N let Σ ⊂ Y =

(

−1
2
, 1

2

)n
be a subset of Hausdorff-dimension m. Let Ση ⊂ Y

be a sequence of n-dimensional objects approximating Σ in the sense of

V η := Ln(Ση) > 0,
1

V η
χΣη

∗
⇀ Hm

Σ in M(Y ). (2.7)

We denote by Ση :=
⋃

j∈Zn η(j + Ση) the periodic distribution of scaled copies of Ση over

Rn. We consider a sequence of functions Jη : Rn → Rd with supports contained in a fixed
bounded set Q ⊂ R

n satisfying

(concentration)

∫

Q\Ση

|Jη| → 0 for η → 0, (2.8)

(equi-distribution) V η

∫

Q∩Ση

|Jη|2 dx ≤ C. (2.9)

Under these conditions, there exists a two-scale limit density j0 ∈ L
2
dx⊗dHm(Q × Σ; Rd),

such that for every test-function ϕ ∈ C∞
c (Q;C∞

per(Y ; Rd)) the following holds

lim
η→0

∫

Q

Jη(x) · ϕ

(

x,
x

η

)

dx =

∫

Q

∫

Σ

j0(x, y) · ϕ(x, y) dHm(y) dx. (2.10)

Proof. We note that conditions (2.8)–(2.9) ensure that Jη is uniformly bounded in L1(Q).
This is shown with the Cauchy-Schwarz inequality just in our preceeding example.

We will now derive Proposition 2.1 from Proposition 2.3 of [4]. To put our application
into the frame-work of [4], we define the following functions and measures on the unit
cube Y and on B := Q,

µη :=
1

V η
χΣη , µη

(

x

η

)

:=
1

V η
χΣη , µ := Hm

Σ , vη(x) := V ηJηχΣη .

With this choice, the sequence vη satisfies

∫

Q

|vη|
2 dµη

(

x

η

)

=
1

V η

∫

Q∩Ση

(V η)2|Jη|2 dx ≤ C,

by (2.9), hence the assumption of Proposition 2.3 of [4] is satisfied. That proposition
provides the existence of a two-scale limit in the sense of a measure, the existence of a
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density v0 ≡ j0 ∈ L2
dx⊗dHm(Q× Σ; Rd) and, in particular, the convergence property

lim
η→0

∫

Q∩Ση

Jη(x) · ϕ

(

x,
x

η

)

dx = lim
η→0

∫

Q

vη(x) · ϕ

(

x,
x

η

)

dµη

(

x

η

)

=

∫

Q

∫

Y

v0(x, y) · ϕ(x, y) dµ(y) dx =

∫

Q

∫

Σ

j0(x, y) · ϕ(x, y) dHm(y) dx.

This shows (2.10).

With the subsequent lemma we apply Proposition 2.1 to our setting and state the
consequence for the sequence of currents Jη = ηεηE

η in the Maxwell problem. The result
is the existence of a limiting current density j0 ∈ L2(Ω× Σ; C3).

Lemma 2.2 (Two-scale limit of the current Jη). Let Σ be the two-dimensional ring and
let Y be the three-dimensional unit cell. Let the situation be that of Theorem 1, (Eη, Hη)
a sequence of solutions to the Maxwell equations and Jη the corresponding currents. Then
there exists a density j0 ∈ L2(Ω× Σ; C3) such that

lim
η→0

∫

Q

Jη(x) · ϕ

(

x,
x

η

)

dx =

∫

Ω

∫

Σ

ϕ(x, y1, y2, 0) · j0(x, y1, y2) d(y1, y2) dx (2.11)

for every test function ϕ ∈ C∞
c (Q;C∞

per(Y ; R3)).

Proof. The construction of the set Ση is such that the geometrical assumptions of Proposi-
tion 2.1 are satisfied. By definition of the current Jη and by the choice of the permittivity
εη, there holds Jη = ηεηE

η = ηEη + i κ
η2E

ηχΣη∩Ω. This provides immediately

∫

Q\Ση

|Jη| ≤

∫

Q\Ση

η|Eη| → 0

by the uniform L2(Q)-bound for Eη. In particular, assumption (2.8) of Proposition 2.1 is
satisfied. Regarding the L2-assumption (2.9) we calculate, using V η = O(η) and Lemma
2.1 in the last inequality,

V η

∫

Q∩Ση

|Jη|2 ≤ Cη

∫

Q∩Ση

η−4|Eη|2 ≤ C

∫

Q∩Ση

|εη||E
η|2 ≤ C.

This shows that all assumptions of Proposition 2.1 are satisfied. The assertion of that
proposition provides the limit density j0 ∈ L2(Ω × Σ; C3). Relation (2.10) reduces to
(2.11).

2.3 Trace lemma for two-scale limits

Lemma 2.3 (Trace lemma). Let N ⊂⊂ (−1
2
, 1

2
)2 a surface which we identify with N0 =

N × {0} ⊂ Y . For ζ ∈ (−1
2
, 1

2
) we denote the shifted surface by N ζ := N × {ζ} ⊂ Y . Let

N ζ
η be the union of scaled surfaces, N ζ

η :=
⋃

k η(k+N ζ). The normal vector to all surfaces
is ν = e3. Below, we always consider smooth test-function ϕ0 : B × Y → R, supported on
N × (−1

2
, 1

2
).

In a domain B ⊂ R3, let Hη be a bounded sequence in L2(B,R3) with vanishing
divergence, ∇·Hη = 0. In particular, all traces below are well-defined. Then the following
holds:
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1.) The traces of Hη · e3 are essentially independent of the plane-positition ζ. More
precisely, for every z ∈ R, there holds
∣

∣

∣

∣

∣

η

∫

Nzη
η

Hη(x) · ν ϕ0(x, x/η) dH
2(x)− η

∫

N0
η

Hη(x) · ν ϕ0(x, x/η) dH
2(x)

∣

∣

∣

∣

∣

→ 0. (2.12)

2.) The traces can be evaluated from the two-scale limit. If the sequence Hη converges
weakly in the sense of two scales in L2(B × Y ) to a limit function H0 = H0(x, y), then
for every z ∈ R, there holds

η

∫

Nzη
η

Hη(x) · ν ϕ0(x, x/η) dH
2(x)→

∫

B

∫

N0

H0(x, y) · ν(y)ϕ0(x, y) dH
2(y) dx (2.13)

3.) Volume averages. Using the volumes V = N × (−βη, βη) ⊂⊂ Y and Vη :=
⋃

k η(k + V ), there holds the following convergence for averages,

1

η

∫

Vη

Hη(x) · ν ϕ0(x, x/η) dx→ 2β

∫

B

∫

N0

H0(x, y) · ν(y)ϕ0(x, y) dH
2(y) dx. (2.14)

Proof. By density, it is sufficient to consider only test-functions ϕ0(x, y) = ψ(x)ϕ(y) with
ϕ ∈ C∞

c (Y ).
1.) We use the definition of the trace. Setting ϕzη

+ (y) = ϕ(y) for y3 > zη and
ϕzη

+ (y) = 0 for y3 ≤ zη, we can write, intending only the regular part of the derivatives in
bulk integrals,

η

∫

Nzη
η

Hη(x) · ν ϕ0(x, x/η) dH
2(x) = −η

∫

Q

∇ · (Hη(x)ψ(x)ϕzη
+ (x/η))

= −

∫

Q

Hη(x) · ∇yϕ
zη
+ (x/η)ψ(x) dx+ o(1).

The difference ∇yϕ
zη
+ −∇yϕ

0
+ vanishes everywhere except for a set of vanishing measure

in Y . The L2-bound for Hη implies the claim of (2.12).
2.) The limit (2.13) is again a consequence of the definition of the surface integral. In

view of (2.12) it suffices to calculate for z = 0. We evaluate the surface integrals with the
help of volume integrals over one half of the cubes, setting Y + := {x ∈ Y |y3 > 0} and
Y +

η :=
⋃

k η(k + Y +). This allows to calculate

η

∫

N0
η

Hη · ν ϕ0(x, x/η) dH
2(x) = −

∫

Y +
η

Hη · ∇yϕ(x/η)ψ(x) dx+ o(1)

→ −

∫

B

∫

Y +

H0(x, y) · ∇yϕ(y)ψ(x) dy dx =

∫

B

∫

N0

H0(x, y) · ν(y)ϕ0(x, y) dH
2(y) dx

for η → 0. This provides relation (2.13).
3.) The volume averages are calculated with Fubini’s theorem as

1

η

∫

Vη

Hη · ν ϕ0(x, x/η) dx =

∫ βη

−βη

∫

Nζ
η

Hη · ν ϕ0(x, x/η) dH
2(x) dζ

=

∫ β

−β

(

η

∫

Nzη
η

Hη · ν ϕ0(x, x/η) dH
2(x)

)

dz

→ 2β

∫

B

∫

N0

H0(x, y) · ν(y)ϕ0(x, y) dH
2(y) dx,

where the convergence for η → 0 follows from (2.12) and (2.13).
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3 The cell problems

With the tools of section 2 we can now start with the proof of Theorem 1. In the
following, we will always consider the situation of that theorem, with (Eη, Hη) a sequence
of solutions to the Maxwell equations and Jη the corresponding currents. Upon choosing
a subsequence, we may assume the two-scale convergences to limit functions (E0, H0) and
to a limit current density j0 as follows,

lim
η→0

∫

Q

Eη(x)ϕ

(

x,
x

η

)

dx =

∫

Q

∫

Y

E0(x, y)ϕ(x, y) dy dx, (3.1)

lim
η→0

∫

Q

Hη(x)ϕ

(

x,
x

η

)

dx =

∫

Q

∫

Y

H0(x, y)ϕ(x, y) dy dx, (3.2)

lim
η→0

∫

Q

Jη(x)ϕ

(

x,
x

η

)

dx =

∫

Q

∫

Σ

ϕ(x, y1, y2, 0)j0(x, y1, y2) d(y1, y2) dx, (3.3)

for every test function ϕ ∈ C∞
c (Q;C∞

per(Y ; R3)). This section is devoted to the derivation
of limit equations for (E0, H0) and j0 in subsection 3.1 and to the analysis of those limit
equations in subsection 3.2.

3.1 Derivation of the cell problems

In this subsection we derive the cell problems for the two scale limit (E0, H0, j0). We
note that outside the scatterer Ω, i.e. for x ∈ Q \ Ω, the sequences Eη and Hη converge
strongly and the two-scale limits are independent of y.

Cell-problem for E0

Lemma 3.1 (Cell-problem for E0). Let (Eη, Hη) be a sequence of solutions of the Maxwell
equations as described in Theorem 1, and let E0(x, y) be a two-scale limit of Eη. Then,
for almost every x ∈ Ω, the function E0 = E0(x, .) satisfies, on the torus Y ,

curly E0 = 0 in Y, (3.4)

divy E0 = 0 in Y \ Σ̄2
Y , (3.5)

tr1,2
Σ E0 = 0 in Σ2

Y . (3.6)

Proof. The derivation of (3.4)–(3.5) is straight-forward. According to the spirit of two-
scale convergence, we consider arbitrary functions ψ ∈ C∞

c (Ω; R) and θ ∈ C∞
per(Y ; R3)

and consider ηψ(x)θ(x/η) as test-functions in (1.1)–(1.2). The function θ is chosen with
support in Y \ Σ̄2

Y in order to derive (3.5).
It remains to verify the trace statement (3.6). Before we perform the calculation, we

note that the trace of (the tangential components of) E0 on the two-dimensional set Σ2
Y

is well-defined in the distributional sense since E0 is in L2(Y ) and curl-free by (3.4). In
particular, the trace is independent of the side from which it is evaluated.

Step 1: Construction of special test-functions. We must derive (3.6) from the fact that
Eη has very small values in Ση. This smallness is expressed with the improved bound
(2.2), since εη has large values in Ση.

In order to derive a conclusion from (2.2), we construct a special sequence of test
functions with large gradients. We start the construction from an arbitrary function
θ ∈ C∞

c (Y 2,R3) with support in Σ. We extend θ with a function ϕ to the cube Y 3 with
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support in the half-cube Y 2×[0, 1
2
). More precisely, we choose ϕ(y) = θ(y1, y2)φ(y3), where

φ : (−1
2
, 1

2
) → R is the trivial (discontinuous) extension of a function φ̃ ∈ C∞

c

(

[0, 1
2
),R
)

with φ̃ ≡ 1 in a neighborhood of y3 = 0.
Additionally, we use the curl of ϕ, setting

ϑ :=

{

curlϕ in Y + ,

0 in Y − .

With this choice, ϑ is the regular part (with respect to the Lebesgue measure) of curlϕ.
We can now define a continuous function ϕη : Y → R3 with compact support in Y .

For η > 0 sufficiently small we set

ϕη(y1, y2, y3) :=











ϕ(y1, y2, y3 − βη) for y3 ≥ βη,

θ(y1, y2) y3 (βη)−1 for y3 ∈ (0, βη),

0 for y3 ≤ 0.

The gradient of this function has the scaling ‖∇ϕη‖L∞(Y ) = O(η−1).
Step 2: Evaluation of limit traces. In the following, we use an arbitrary function

ψ ∈ C∞
c (Ω; R) to localize the result in x. As indicated before, the tangential traces of E0

on Σ vanish due to the smallness of the electric field in the metallic structure. We exploit
the corresponding estimate (2.2) by calculating, with the Cauchy-Schwarz inequality,
∣

∣

∣

∣

∣

∫

Ση

Eη(x) · curly ϕ
η(x/η)ψ(x) dx

∣

∣

∣

∣

∣

≤ C|Ση|
1/2 1

η

(

∫

Ση

|Eη|2
)1/2

≤ Cη1/2η−1η3/2 → 0

for η → 0, where we used |Ση| ≤ Cη and |εη| = O(η−3) in Ση. In order to draw further
conclusions, we extend the integral on the left hand side to all of Ω and integrate by parts,
obtaining
∫

Ω\Ση

Eη(x) · curly ϕ
η(x/η)ψ(x) dx = η

∫

Ω

curlxE
η(x) ·ϕη(x/η)ψ(x) dx+ o(1)→ 0 (3.7)

for η → 0, where we used, concerning the limit of the integral on the right hand side, that
curlxE

η = iωµ0H
η is bounded in L2(Q).

It remains to evaluate the left hand side of (3.7) with two-scale convergence. Inserting
the curl function θ we obtain, for η → 0,

0←

∫

Ω\Ση

Eη(x) · curly ϕ
η(x/η)ψ(x) dx =

∫

Ω\Ση

Eη(x) · ϑ(x/η)ψ(x) dx

+

∫

Ω\Ση

Eη(x) · (curlyϕ
η − ϑ) (x/η)ψ(x) dx→

∫

Ω

∫

Y

E0(x, y)ϑ(y) dy ψ(x) dx.

In the last limit we exploited that ϑ is obtained from curly ϕ
η by a shift of size η, hence

the integral containing curlyϕ
η − ϑ tends to zero. For the other integral, the definition of

two-scale convergence is used to evaluate the limit. With another integration by parts we
conclude, for almost every x ∈ Ω, using curly E0(x, y) = 0 in Y ,

0 =

∫

Y

E0(x, y) · ϑ(y) dy =

∫

Y +

E0(x, y) · curlyϕ(y) dy

=

∫

Σ

(−e3 ∧ θ(y1, y2)) · tr
1,2
Σ+ E0(x, y) dy1 dy2

=

∫

Ω

∫

Σ

tr1,2
Σ E0(x, y) ·

(

π2θ
−π1θ

)

(y1, y2) dy1 dy2.
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Since the two first components π1θ and π2θ of θ were arbitrary, equation (3.6) is shown.

Representation of the electric field E0(x, y). We claim that the solution space for
system (3.4)–(3.6) is three-dimensional. Even more, every solution E0(x, ·) of that system
can be reconstructed from the three components of the average

E(x) = −

∫

Y

E0(x, y) dy.

Indeed, equation (3.4) implies that E0 is a gradient on Y , we write E0(x, ·) = E(x) +
∇yφ(x, ·), where φ is a scalar periodic potential in W 1,2

per(Y,C). Equation (3.5) implies
that φ is harmonic in Y \ Σ̄2

Y . Equation (3.6) implies that π1,2(E(x) + ∇φ) vanishes
on Σ2

Y . With these two relations, the potential φ is, up to additive constants, uniquely
determined by the vector E(x) ∈ C3. In particular, by linearity of the equations, the three
components E1(x), . . . E3(x) determine E0(x, ·) and we conclude that the microscopic field
can be written as

E0(x, y) =
3
∑

k=1

Ek(x)E
k(y). (3.8)

The shape functions Ek(y) := ek +∇φk(y) are real valued and can be obtained by solving

∆φk = 0 on Y \ Σ̄2
Y ,

trΣ φ
k(y1, y2, 0) = −(y1, y2, 0) · ek on Σ2

Y .
(3.9)

Cell-problem for (H0, j0)

In the next lemma we state and derive the cell-problem for the magnetic field and the
current density. This cell problem is much more interesting than the cell problem for the
electric field. The reason lies in the geometry of the rings: we do obtain curly H0(x, .) = 0
in Y \ Σ̄2

Y , but we cannot conclude that H0 is a gradient, since the set Y \ Σ̄2
Y is not simply

connected. Loosely speaking, it is the non-trivial vector field, which is curl-free but not a
gradient, that introduces the extra dimension in the magnetic cell problem. Later on, we
will see that the cell problem of Lemma 3.2 has a four-dimensional solution space.

Lemma 3.2 (Cell-problem for the pair (H0, j0)). Let (Eη, Hη) be a sequence of solutions
as in Theorem 1. Let H0(x, y) be a two-scale limit of Hη and let j0 ∈ L

2(Ω × Σ; C3) be
a limit density for Jη as in (3.2)–(3.3). Then, for almost every x ∈ Ω, the limit current
is two-dimensional, satisfying π3j0 = 0. With an identification and upon extending j0 by
zero to Y 2 we may also write j0 ∈ L2(Ω × Y 2; C2). The functions H0 = H0(x, ·) and
j0 = j0(x, ·) satisfy the following cell problem (3.10)–(3.15).

divy H0 = 0 in Y (3.10)

curly H0 = 0 in Y \ Σ̄2
Y (3.11)

∇(y1,y2) · j0 = 0 on Y 2 (3.12)

[(π1,2H0)
⊥]Σ = −iωε0j0 on Σ (3.13)

∇⊥
(y1,y2)

· j0 = −2βκωµ0 tr
3
ΣH0 on Σ \ Γ (3.14)

[π2j0]Γ = 2αiκ∂y2
(π1j0) on Γ . (3.15)
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We remark that the jump of π2j0 across Γ in the last relation is well-defined in the
distributional sense because of the control of the two-dimensional curl of j0 in (3.14). We
recall that e1 is normal to Γ1

Y and e2 is tangential to Γ1
Y .

Proof. Step 1. Two-dimensionality of j0 and relations (3.10)–(3.13). Equation (3.10) is
an immediate consequence of ∇x · Hη = 0 on Ω. The other relations (3.11)–(3.13) are
consequences of the Maxwell equation (1.2) for the magnetic field,

η curlxH
η = η(−iωεηε0)E

η = −iωε0J
η . (3.16)

Taking the two-scale limit, we obtain (3.11) as for the electric field E0(x, ·). Since Jη is
a curl, it has vanishing divergence ∇x · Jη = 0 on Ω. Passing to the two-scale limit one
obtains with a localization in x and an integration by parts

∫

Σ

j0(x, y1, y2) · ∇ϕ(y1, y2, 0) d(y1, y2) = 0 (3.17)

for almost every x ∈ Ω and every test function ϕ ∈ C∞
c (Y ). Upon extending j0 by zero

to all of Y 2, we may extend the integral in (3.17) also to Y 2. Using test functions of the
form ϕ(y1, y2, y3) = θ(y1, y2)φ(y3) in this relation provides

π3j0(x, y1, y2) = 0 for (y1, y2) ∈ Σ, (3.18)

∇(y1,y2) · π
1,2j0(x, y1, y2) = 0 for (y1, y2) ∈ Y

2 . (3.19)

This shows the two-dimensionality of j0 and (3.12).

We next verify (3.13), the relation between the jump of the magnetic field and the
current in Σ. We emphasize that this relation should be regarded as an extension of (3.11),
since it is concerned with the singular part of curly H0. We therefore start once more with
the Maxwell equation (3.16) for the magnetic field. Using two-scale convergence, we
obtain

curly H0(x, y) = −iωε0j0(x, y1, y2)H
2
Σ2

Y
(y). (3.20)

The two scale limit is performed with the usual choice of test-functions, on the left hand
side, η curlx is integrated by parts and the limit provides the product of H0 with curly of
the test-function. On the right hand side, we use the two-scale limit with concentration of
(3.3). The result is, in the sense of distributions, (3.20). While the regular part of (3.20)
repeats (3.11), the singular part of (3.20) provides the jump condition (3.13).

Step 2. The curl of the current density. We next want to derive relations (3.14)–(3.15),
which are consequences of the Maxwell equation (1.1) for the electric field,

curlxE
η = iωµ0H

η . (3.21)

We construct a sequence of oscillating test-functions as follows. We choose an arbi-
trary function θ ∈ C∞

c (Σ \ Γ; R) and choose for φη ∈ L2((−1
2
,+1

2
); R) the charac-

teristic function with φη(y3) = 1 for y3 ∈ (−βη, βη) and zero otherwise. We then
choose, with an arbitrary localization function ψ ∈ C∞

c (Ω,R), the oscillatory function
ϕη(x) = ψ(x)θ(x1/η, x2/η)φ

η(x3/η)e3 as a test-function. This function is pointing in the
direction normal to the ring plane.
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Multiplication of (3.21) with 1
η
ϕη, we obtain

∫

Ω

curlxE
η(x)

1

η
ϕη(x) dx =

∫

Ση

1

η2
Eη(x) η curlx ϕη(x) dx

=
1

iκ

∫

Ση

(Jη(x)− ηEη(x)) · η curlx ϕη(x) dx

→−
1

iκ

∫

Ω

ψ(x)

∫

Σ

j0(x, y1, y2) · ∇
⊥
(y1,y2)

θ(y1, y2) d(y1, y2) dx.

(3.22)

In the first equation, we have integrated by parts without boundary terms, since the
normal vector of the flat boundaries of the ring is ±e3 and the test-function points in
direction e3. Along the (thin) lateral boundaries of Ση, the test-function vanishes. In the
second equality, we have inserted the definition of Jη from (2.1); in the limit process we
exploited the property (3.3) of j0 and the L2-boundedness of Eη.

We now investigate the right hand side of (3.21), tested with 1
η
ϕη. We calculate

iωµ0
1

η

∫

Ω

Hη(x)ϕη(x) dx = iωµ0
1

η

∫

Ση

π3Hη(x)ψ(x)θ(x1/η, x2/η) dx

→ 2βiωµ0

∫

Ω

ψ(x)

∫

Σ

tr3
ΣH0(x, y1, y2) θ(y1, y2) d(y1, y2) dx,

(3.23)

where we used (2.14) of the trace lemma 2.3.
We now compare the two expressions of (3.22) and (3.23), which were calculated from

the two sides of (3.21). Since ψ was arbitrary, we obtain, for almost every x ∈ Ω,

−
1

iκ

∫

Σ

j0(x, ·) · ∇
⊥
(y1,y2) θ = 2βiωµ0

∫

Σ

tr3
ΣH0 θ (3.24)

or, equivalently,
∫

Σ

j0(x, ·) · ∇
⊥
(y1,y2) θ = 2βκωµ0

∫

Σ

tr3
ΣH0 θ .

Since θ was arbitrary, we can conclude (3.14).

It remains to derive the jump condition (3.15). We note that with this equation, we
determine the singular part of the left hand side of (3.14). Correspondingly, we use the
same calculation as for the derivation of (3.14), also with the same construction of the
test-function ϕη. The only exception is that we now consider an arbitrary test-function
θ ∈ C∞

c (Σ; R), permitting it to have non-vanishing values along the slit Γ. We restrict
ourselfs to functions θ that are independent of y1 in a neighborhood of Γ. We observe
already here that the calculation of (3.23) remains valid.

In the calculation of (3.22), we obtain one additional term at the point where we insert
the definition of Jη, due to contributions in the slit,

∫

Ω

curlxE
η(x)

1

η
ϕη(x) dx =

∫

Ση

η

iκ
(Jη(x)− ηEη(x)) · curlx ϕη(x) dx+

∫

Γη

1

η3
Jη(x) · η curlx ϕη(x) dx.

We have to analyze the additional contribution Iη, which we first simplify to

Iη :=

∫

Γη

1

η3
Jη(x) · η curlx ϕη(x) dx =

∫

Γη

1

η3
Jη(x) · e1 ∂y2

θ(x1/η, x2/η)ψ(x) dx+ o(1).
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On the right hand side appears an average of Jη · e1 over the slit, weighted with the
fixed function ∂y2

θ. To simplify further, we abbreviate with Θ : Σ → R, Θ(y1, y2) :=
∂y2
θ(y1, y2), with compact support in Σ. The integral of interest has now the form

Iη =

∫

Γη

1

η3
Jη(x) · e1 Θ(x1/η, x2/η)ψ(x) dx+ o(1).

Such slit averages are determined in Lemma 3.3 below. The lemma provides

Iη → 2α

∫

Ω

ψ(x)

∫

Γ

π1j0(x, ·)Θ(y1, y2)dH
1(y1, y2) dx.

We recall that this determined the additional term, which is introduced into (3.24) by
the fact that θ does not vanish on Γ. Recalling furthermore Θ = ∂y2

θ, we obtain instead
of (3.24) now

−
1

iκ

∫

Σ

j0(x, ·) · ∇
⊥
(y1,y2)

θ + 2α

∫

Γ

π1j0(x, ·) ∂y2
θ = 2βiωµ0

∫

Σ

tr3
ΣH0 θ

or, equivalently,
∫

Σ

j0(x, ·) · ∇
⊥
(y1,y2) θ = iκ2α

∫

Γ

π1j0(x, ·)∂y2
θ + 2βκωµ0

∫

Σ

tr3
ΣH0 θ .

Since θ was arbitrary on Γ, this provides (3.15).

Lemma 3.3 (Slit averages of Jη · e1.). For test-functions Θ ∈ C∞
c (Σ; R) and ψ ∈ C∞

c (Ω),
there holds
∫

Γη

1

η3
e1 · J

η(x) Θ(x1/η, x2/η)ψ(x) dx→ 2α

∫

Ω

ψ(x)

∫

Γ

π1j0(x, ·)Θ dH1(y1, y2) dx. (3.25)

Proof. The statement of the lemma is based on two facts: The vanishing divergence ∇·Jη

allows to evaluate the normal component of the flux through the slit. Additionally, the a
priori estimates guarantee that the flux is concentrated in the ring plane.

In this proof, we assume without loss of generality that the slit is centered along
a segment Γ1

Y ⊂ {(y1, y2, y3) : y1 = y3 = 0}, such that the slit in the single cell is
Γη

Y ⊂ {(y1, y2, y3) : |y1| < αη3, |y3| < βη}. We furthermore assume that Θ has its support
in a neighborhood of the slit, and that Θ is independent of y1 in a (smaller) neighborhood
of the slit. Our analysis will contain integrals over the extended slit Sη := {(y1, y2, y3) :
y1 ∈ (−αη3, αη3)}. In order to localize in the ring-plane we use, for δ > 0, a family of
smooth functions

φη
δ : R→ R, φη

δ(y3) = 1 ∀y3 ∈ [−βη, βη], φη
δ(y3) = 0 if |y3| > (β + δ)η.

In order to derive (3.25), we construct a test-function with a large gradient across the
slit. We choose a smooth function ϑ̃ : [0, 1/2) → R with ϑ̃(0) = 1 and with compact
support, and set

ϑη(y1) :=











(2αη3)−1(y1 + αη3) for |y1| ≤ αη3,

ϑ̃(y1 − αη3) for y1 > αη3,

0 for y1 < −αη3,

(3.26)

ϕδ
η(x) := ϑη(x1/η)φ

η
δ(x3/η)Θ(x1/η, x2/η)ψ(x). (3.27)
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Using ηϕδ
η as a test-function in the relation ∇x · Jη = 0, we obtain

0 =

∫

Ω

Jη · η∇ϕδ
η

=

∫

Sη

Jη · e1
1

2αη3
φη

δ(x3/η)Θ(x1/η, x2/η)ψ(x) +

∫

Ω\Sη

Jη · ∇y[ϑ
ηφη

δΘ]ψ(x) + o(1).

(3.28)

The first integral on the right hand side is essentially the integral, that we wish to evaluate,
except that we integrate over a region larger than Γη. For the error term, we claim that

lim
δ→0

lim
η→0

∫

Sη\Γη

|Jη|
1

η3
φη

δ(x3/η) = 0. (3.29)

Indeed, the a priori estimate for Eη guarantees
∫

Sη\Γη

|Jη|
1

η3
φη

δ(x3/η) =

∫

Sη\Γη

|Eη|
1

η2
φη

δ(x3/η)

≤
1

η2
‖Eη‖L2(Ω)|S

δ
η \ Γη|

1/2 ≤ C
1

η2
|δη · η3|1/2 = C|δ|1/2,

where we denoted by Sδ
η the part of the slit-extension where φη

δ(x3/η) does not vanish.
We have thus obtained (3.29). Similarly, we investigate an error term from the right hand
side of (3.28) as

∫

Ω\Sη

|Jη · e3||∂y3
φη

δ | ≤

∫

Ω\(Sη∪Ση)

|Jη|
1

δη
1{|y3|∈(βη,(β+δ)η)}

=

∫

Ω\(Sη∪Ση)

|Eη|
1

δ
1{|y3|∈(βη,(β+δ)η)} ≤ ‖E

η‖L2(Q)

1

δ
|δη|1/2 .

We obtain

lim
δ→0

lim
η→0

∫

Ω\Sη

|Jη| {|∂y3
φη

δ |+ |φ
η
δ |} = 0. (3.30)

The error estimates (3.29) and (3.30) allow to conclude from (3.28), by taking the
limits η → 0 and then δ → 0, the relation

lim
η→0

∫

Γη

Jη · e1
1

η3
Θ(x1/η, x2/η)ψ(x) = −2α lim

δ→0
lim
η→0

∫

Ση

Jη · ∇y[ϑ
ηΘ]ψ(x),

where the right hand side is due to the smallness of

lim
δ→0

lim
η→0

∫

[Σ×(−(β+δ)η,(β+δ)η)]\Sη

Jη · ∇y[ϑ
ηΘ]ψ(x)− lim

δ→0
lim
η→0

∫

Ση

Jη · ∇y[ϑ
ηΘ]ψ(x).

On the left, we find the integral that we wanted to determine. On the right hand side,
due to the factor ϑη, we obtain the limit of integrals over the part y1 > 0 of the ring,
hence

lim
η→0

∫

Γη

Jη · e1
1

η3
Θ(x1/η, x2/η)ψ(x) = −2α

∫

Ω

ψ(x)

∫

Σ

j0 · ∇y[ϑ̃Θ] 1y1>0(y) .

With an integration by parts, exploiting that the regular part of∇y ·j0 vanishes, we obtain
(3.25).
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Another form of the cell-problem. Since j0 has a vanishing two-dimensional diver-
gence, we can write it with a potential Φ ∈ W 1,2(Σ,C) as

j0(x, y1, y2) = ∇⊥
(y1,y2)

Φ(x, y1, y2). (3.31)

Since the normal component (with respect to Σ) of j0 has no jump, we also have the
boundary condition

j0(x, y1, y2) · νΣ = 0 for (y1, y2) ∈ ∂Σ. (3.32)

Consequently, the potential Φ satisfies the boundary condition ∇(y1,y2)Φ · τΣ = 0 on ∂Σ, it
is constant on the inner and on the outer boundary of Σ. The magnetic field H0 = H0(x, ·)
and the potential Φ = Φ(x, ·) satisfy the following set of equations.

divy H0 = 0 in Y (3.33)

curly H0 = 0 in Y \ Σ̄2
Y (3.34)

[(π1,2H0)
⊥]Σ = −iωε0∇

⊥
(y1,y2)

Φ on Σ (3.35)

−∆(y1,y2)Φ = 2κωµ0β tr
3
ΣH0 + i2ακ∂2

y2
Φ(y1, y2)H

1
Γ on Σ . (3.36)

Representation of the pair (H0(x, y), j0(x, y)). We will show in the next subsection,
that the solution space to the cell problem for (H0, j0) is four dimensional. This im-
plies that the two-scale limit functions can be written, for appropriate coefficients hk(x),
k = 0, 1, 2, 3, with the help of four basis function pairs. We therefore obtain with the
next subsection, in analogy to (3.8) for the electric field, for some fixed cell solutions
(Hk(y), jk(y)), the representation

H0(x, y) =

3
∑

k=0

hk(x)H
k(y), (3.37)

j0(x, y) =

3
∑

k=0

hk(x) j
k(y). (3.38)

This is our aim in the next subsection.

3.2 The four dimensional space of cell solutions

In this subsection we construct four basis functions (Hk,Φk), k = 0, 1, 2, 3, which are solu-
tions to the cell problem (3.31)-(3.36). By showing that the construction provides indeed
a basis of the solution space, we conclude that the solution space is four dimensional. The
aim of this subsection is the following proposition.

Proposition 3.1. The solution space to the cell problem (3.33)–(3.36) is four dimen-
sional. It is spanned by shape functions (Hk(y),Φk(y1, y2)), k = 0, 1, 2, 3, which are
uniquely determined as the solution of (3.33)–(3.36) with the normalization

∫

Y

Hk = ek, Φk|∂Σ = 0 for k ∈ {1, 2, 3}, (3.39)
∫

Y

H0 = 0, −iωε0Φ
0|∂oΣ = 1, Φ0|∂iΣ = 0. (3.40)
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The construction of solutions is based on the Lemma of Lax-Milgram in an appropriate
function space. In order to transform the problem into such a setting, we consider the
following space X,

X :=
{

u ∈ L2
per(Y,C

3) | div u ∈ L2(Y ), curl u = 0 in Y \ Σ̄2
Y ,

[π1,2u]Σ ∈ L
2(Σ), trΓ([π2u]Σ) ∈ L2(Γ)

}

,
(3.41)

equipped with the norm

‖u‖2X := ‖u‖2L2(Y ) + ‖div u‖2L2(Y ) + ‖[π1,2u]Σ‖
2
L2(Σ) + ‖trΓ([π2u]Σ)‖2L2(Γ). (3.42)

The function u will represent, later on, the magnetic field H0. Some comments should
be made concerning the definition of the space X. The condition curl u = 0 in Y \ Σ̄2

Y is
well-defined in the distributional sense; it furthermore justifies the evaluation of tangential
traces on Σ. The jump condition [π1,2u]Σ then means that the jump of the distributional
traces can be represented by a function in L2(Σ).

In order to give sense to the last condition in the definition of X, we have to give a
meaning to the distribution trΓ([π2u]Σ), the trace on Γ of the second component. For
notational convenience we assume again Γ ⊂ {y1 = 0}. We choose a definition of the
trace (as a distribution), which is consistent with the formula ∂1u2 = ∂2u1. We set, for
ϕ ∈ C∞

c (Σ),

〈trΓ([π2u]Σ), ϕ〉Γ :=

∫

Σ∩{y1>0}

u2∂1ϕ− u1∂2ϕ. (3.43)

We note two facts about this definition. 1. The definition is independent of the values of
ϕ outside Γ. 2. The trace from the side y1 < 0 is identical to the trace from y1 > 0. Both
facts 1. and 2. follow from the definition of the trace on Σ. For φ ∈ C∞

c ((−1
2
, 1

2
),R) and

φ(y3 = 0) = 1 there holds (formally, we exploit ∂3u2 = ∂2u3 and ∂3u1 = ∂1u3),
∫

Σ

u2∂1ϕ− u1∂2ϕ =

∫

Σ×(0,1/2)

u2∂3φ∂1ϕ− u3φ∂2∂1ϕ− u1∂3φ∂2ϕ+ u3φ∂1∂2ϕ = 0,

(3.44)

the last equality being due to curl u = 0 outside Σ.

Since we want to employ the Lax-Milgram lemma to find solutions, we next define a
sesquilinear form on X. We introduce the number k0 > 0 through k2

0 = ε0µ0ω
2 and define

the sesquilinear form b : X ×X → C as

b(u, v) :=

∫

Y

div u div v̄ − i2βk2
0

∫

Y

u · v̄ +
1

κ

∫

Σ

[π1,2u]Σ [π1,2v̄]Σ

+ 2αi

∫

Γ

trΓ([π2u]Σ) trΓ([π2v̄]Σ).

The form b is continuous on X×X. We claim that, for every anti-linear form 〈f, .〉 : X →
C, there holds

∃! u ∈ X : b(u, v) = 〈f, v〉 ∀v ∈ X. (3.45)

The existence result of (3.45) is a consequence of the Lax-Milgram lemma, but we
have to construct a modified bilinear form in order to satisfy a coercivity property. We
consider the sesquilinear form

b̃(u, v) := b(u, v) +

(
∫

Y

u

)(
∫

Y

v̄

)

.
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We claim that, for a sufficiently small angular variable ̟ > 0, there exists a positive
constant cc > 0, such that the rotated bilinear form satisfies

Re[e−̟ib̃(u, u)] = (cos̟)

∫

Y

|div u|2 − (sin̟)2βk2
0

∫

Y

|u|2

+ (cos̟)
1

κ

∫

Σ

∣

∣[(π1,2u)]Σ
∣

∣

2
+ (sin̟)2α

∫

Γ

|trΓ([π2u]Σ)|2 + (cos̟)

∣

∣

∣

∣

∫

Y

u

∣

∣

∣

∣

2

≥ cc ‖u‖
2
X . (3.46)

Let us sketch the argument for the positivity property (3.46). The only negative term is
the second integral, and the other terms are equivalent to the norms. We therefore only
have to justify that the second term is, in absolute value, bounded by the other integrals
for sufficiently small ̟ > 0. This can be seen with a contradiction argument. Assume
that there exists a sequence of functions uk ∈ X with the normalization ‖uk‖L2(Y ) = 1
which satisfies at the same time div uk → 0 in L2(Y ), [(π1,2uk)]Σ → 0 in L2(Σ), and
∫

Y
u → 0. Then every weak limit u of a subsequence k → ∞ has vanishing divergence

in Y , vanishing curl in Y \ Σ2
Y , vanishing jump across Σ2

Y , and vanishing average. This
implies that the limit u is constant in Y . The compensated compactness lemma can
be applied to uk on Y and implies the strong convergence uk → u = 0 in L2(Y ), in
contradiction to the normalization of uk. The contradiction shows (3.46).

At this point, the Lax-Milgram lemma implies that, for every f̃ ∈ X∗, there exists a
unique solution of b̃(u, v) = 〈f̃ , v〉 ∀v ∈ X. In order to show the existence statement of
(3.45), we argue as follows. Given f ∈ X∗, we construct

〈f̃ , v〉 := 〈f, v〉 −
1

i2βk2
0

3
∑

k=1

〈f, ek〉 · 〈ek, v〉 .

We claim that the solution u ∈ X of b̃(u, .) = 〈f̃ , .〉 provides the desired solution of (3.45).
Indeed, inserting the test-function v = ek, we obtain b̃(u, ek) = 〈f̃ , ek〉, hence

(

1− i2βk2
0

)

∫

Y

u · ek =

(

1−
1

i2βk2
0

)

〈f, ek〉

and thus
∫

Y
u ·ek = −(i2βk2

0)
−1〈f, ek〉. We conclude that b̃(u, v)−b(u, v) = 〈f̃ , v〉−〈f, v〉,

we have therefore solved with u equation (3.45). A similar calulation shows that solutions
of (3.45) are also solutions of b̃(u, v) = 〈f̃ , v〉 ∀v ∈ X, which implies the uniqueness
statement of (3.45).

In the following, the form f will be chosen either as a function with support away
from the ring,

〈f, v〉 :=

∫

Y

g · v̄ ∀v ∈ X, where g ∈ L2(Y,C3), div g = 0, supp g ⊂ Y \ Σ̄2
Y , (3.47)

or we choose the special form f = f0,

〈f0, v〉 :=

∫

Σ

∇(y1,y2)θ0 · [π
1,2v̄]Σ, ∀v ∈ X, (3.48)

where θ0 ∈ H1(Σ) is the unique solution of

∆(y1,y2)θ0 = 0 on Σ,

θ0|∂oΣ = 1, θ0|∂iΣ = 0.
(3.49)



22 Effective Maxwell equations in complex geometries

We emphasize that, in both cases (3.47) and (3.48), the distribution f has a vanishing
divergence in the sense that it vanishes on functions in v ∈ X ∩ C∞

per(Y ; C3), which are
gradients. For f as in (3.47), this follows from the fact that the divergence of g vanishes.
For f as in (3.48), it is a consequence of the fact that the jumps [π1,2v̄]Σ vanish for such
test-functions.

We have the following lemma. We use here the vector
∫

Y
f ∈ C3 defined by ej ·

∫

Y
f :=

〈f, ej〉 for unit vectors ej ∈ C3.

Lemma 3.4 (Solution property). Let f ∈ X∗ be either as in (3.47) or as in (3.48). Let
u ∈ X be the unique solution to the variational equation b(u, v) = 〈f, v〉 for all v ∈ X.
Then the following holds.

1. There exists a unique potential Φ ∈ H1(Σ) with Φ|∂iΣ = 0 such that −iωε0∇Φ =
[π1,2u]Σ.

2. Setting H0 := u and with Φ as in 1., the pair (H0,Φ) solves (3.33)-(3.36).

3. There holds −i2βk2
0

∫

Y
H0 =

∫

Y
f .

Proof. Item 1. We have seen already in (3.44), that the two-dimensional curl of traces
of π1,2u on Σ vanishes, hence it vanishes on all of Y 2. Therefore, there exists a potential
Φ̃ ∈ H1(Σ) with ∇Φ̃ = [π1,2u]. Since Φ̃ is constant outside Σ, it is constant on the inner
and on the outer boundary. We fix the value on the inner boundary ∂iΣ to be 0. This
determines an additive constant and we obtain Φ with a normalization in a unique way
from Φ̃.

Item 2. The solution property (3.34) is implemented in the space X, see (3.41).
Property (3.35) was obtained in Item 1. It remains to verify (3.33) and (3.36).

Verification of (3.33). We want to show for the L2(Y )-function w := div u the property
w = 0. This is done by an appropriate choice of a test-function in the relation b(u, v) =
〈f, v〉. We choose the curl-free test function v := ∇Ψ, where Ψ ∈ H1

per(Y ) is the solution
of the Helmholtz problem ∆Ψ + i2βk2

0Ψ = w. Then v is an admissible test function: it
satisfies div v = ∆Ψ = w − ik2

0Ψ ∈ L
2
per(Y ) and, as a gradient, it has a vanishing curl.

As already noted above, there holds 〈f, v〉 = 0, since v is a gradient. We can therefore
calculate

0 = b(u, v) =

∫

Y

div u ∆Ψ̄− i2βk2
0

∫

Y

u · ∇Ψ̄

+
1

κ

∫

Σ

[(π1,2u)]Σ[(π1,2∇Ψ̄)]Σ + 2αi

∫

Γ

trΓ([π2u]Σ) trΓ([∂y2
Ψ̄]Σ)

=

∫

Y

div u
(

∆Ψ̄ + i2βk2
0Ψ̄
)

=

∫

Y

|w|2.

In the third equality we exploited once more that jumps of Ψ vanish; we performed an
integration by parts in the second integral. We conclude that w := div u vanishes, hence
(3.33) is verified.

Verification of (3.36). We construct a function ϕ(y) = θ(y1, y2)φ(y3) with θ ∈ C∞
c (Σ,C)

arbitrary, and φ̃ ∈ C∞
c ([0, 1

2
),R) with φ̃ ≡ 1 in a neighborhood of y3 = 0. Extending φ̃

trivially to a (discontinuous) function φ : (−1
2
, 1

2
) → R, we finally set v = ∇regϕ, where

∇regϕ denotes the regular part (with respect to the Lebesgue measure) of ∇ϕ.
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We claim that v is an admissible test-function, i.e. v ∈ X. Indeed, as a gradient, v
has a vanishing curl. Furthermore, due to v · e3 = 0 in a neighborhood of Σ, there holds
div v ∈ L2(Y ). The jumps across Σ are smooth functions on Σ, hence v ∈ X is satisfied.

We now evaluate both sides of b(u, v) = 〈f, v〉 for the special test-function v. We insert
the jump [π1,2v]Σ = ∇(y1,y2)θ and obtain from the definition of b, exploiting div u = 0 from
the last step,

b(u, v) =

∫

Y

div u
(

∆ϕ̄+ i2βk2
0ϕ̄
)

+ i2βk2
0

∫

Σ

u · e3 trΣ+ϕ̄

+
1

κ

∫

Σ

[(π1,2u)]Σ[(π1,2v̄)]Σ + 2αi

∫

Γ

trΓ[π2u]ΣtrΓ[π2v̄]Σ

= i2βk2
0

∫

Σ

u · e3 θ̄ −
iωε0

κ

∫

Σ

∇(y1,y2)Φ∇(y1,y2)θ̄ + 2αωε0

∫

Γ

∂y2
Φ ∂y2

θ̄.

We next evaluate the right hand side of b(u, v) = 〈f, v〉. For f ∈ X∗ as in (3.47),
〈f, v〉 = 0 is satisfied for gradients v, since g has vanishing divergence and is supported
away from Σ. For f = f0 as in (3.48), we calculate

〈f0, v〉 =

∫

Σ

∇(y1,y2)θ0 [π1,2v̄]Σ =

∫

Σ

∇(y1,y2)θ0 ∇(y1,y2)θ̄(y1, y2) = 0,

by the choice of θ0 in (3.49) with ∆(y1,y2)θ0 = 0 on Σ. We obtained b(u, v) = 〈f, v〉 = 0,
i.e.

i2βk2
0

∫

Σ

u · e3 θ −
iωε0

κ

∫

Σ

∇(y1,y2)Φ∇(y1,y2)θ + 2αωε0

∫

Γ

∂y2
Φ ∂y2

θ = 0

⇔

∫

Σ

∇(y1,y2)Φ∇(y1,y2)θ = 2βκωµ0

∫

Σ

u · e3 θ − i2ακ

∫

Γ

∂y2
Φ ∂y2

θ.

Since θ was an arbitrary function on Σ, this shows (3.36). We have therefore concluded
that the pair (H0,Φ) solves the cell problem (3.33)–(3.36).

Item 3. The normalization can be calculated directly with the unit vector ej , j =
1, 2, 3, as

∫

Y

f · ej = 〈f, ej〉 = b(u, ej) = −i2βk2
0

∫

Y

u · ej

This was the claim.

Proof of Proposition 3.1. We have shown in Lemma 3.4 that some functions u ∈ X have
the following property: setting H0 := u and solving −iωε0∇Φ = [π1,2H0]Σ and Φ|∂iΣ = 0
for Φ, we obtain a solution (H0,Φ) of the cell-problem (3.33)–(3.36). On the other hand,
every cell-problem solution (H0,Φ) provides with u := H0 such a member of X. In this
sense, cell-problem solutions can be identified with elements of X.

In the following, we denote by V ⊂ X subset of all functions u ∈ X that provide a
solution (H0,Φ) of the cell-problem. Proposition 3.1 states that the solution space is four
dimensional. This is shown once that we prove that the linear map

L : V ∋ u 7→

(
∫

Y

u · e1,

∫

Y

u · e2,

∫

Y

u · e3,Φ|∂oΣ

)

∈ C
4 is one to one. (3.50)



24 Effective Maxwell equations in complex geometries

With the last entry, we mean the value of the constant function Φ on the outer ring
boundary. Actually, property (3.50) yields also that the normalization of the proposition
can be used to identify the basis functions.

Step 1. Injectivity of L. We show the following statement. Every solution u ∈ V,
which satisfies

∫

Y

u = 0, Φ|∂oΣ = Φ|∂iΣ = 0, (3.51)

vanishes idenically. To this end, let u ∈ V be such a function.
Because of div u = 0 and normalization (3.51), we can write u as the curl of a periodic

function ψ ∈ H1
per(Y,C

3), u = curlψ. We use ψ as a test-function in (3.34) and obtain

0
(3.34)
=

∫

Y \Σ̄2
Y

curl u · ψ̄ =

∫

Y \Σ̄2
Y

u · curl ψ̄ −

∫

Σ

[e3 ∧ u]Σ · ψ̄

= ‖u‖2L2(Y ) −

∫

Σ

[(π1,2u)⊥]Σ · π
1,2ψ̄

(3.35)
= ‖u‖2L2(Y ) + iωε0

∫

Σ

∇⊥
(y1,y2)Φ · π

1,2ψ̄

(3.51)
= ‖u‖2L2(Y ) − iωε0

∫

Σ

Φ∇⊥
(y1,y2)

· (π1,2ψ̄) = ‖u‖2L2(Y ) − iωε0

∫

Σ

Φ π3ū

(3.36)
= ‖u‖2L2(Y ) −

iε0

2βκµ0

∫

Σ

∇(y1,y2)Φ∇(y1,y2)Φ̄−
ε0α

βµ0

∫

Γ

∂y2
Φ∂y2

Φ̄

Consequently, ‖∇(y1,y2)Φ‖L2(Σ) = 0 and therefore also the last (negative) term vanishes.
Hence, ‖u‖2L2(Y ) = 0, which concludes the injectivity part.

Step 2. Surjectivity of L. In order to show surjectivity of L, we apply Lemma 3.4
with four special elements f0, f1, f2, f3, such that the corresponding solutions U0, U1, U2, U3

have the desired properties. For k ∈ {1, 2, 3} we choose 〈fk, v〉 = −i2βk2
0

∫

Y
gk · v̄, where

gk is a divergence-free L2(Y )-function vanishing on Σ, with
∫

Y
gk = ek. For instance,

for k ∈ {1, 2, 3}, we may take gk to be compactly supported in a small cylinder with
principal axis Γl and constant in the direction ek where, with R = 1/2 − δ close to 1/2
and J = (−1/2, 1/2),

Γ1 = J × {R} × {R}, Γ2 = {R} × J × {R}, Γ2 = {R} × {R} × J, (3.52)

δ > 0 being so small that Γl ∩ Σ̄ = ∅. The remaining element f0 is the one of (3.48). It
remains to study the properties of the corresponding solutions Uk.

By item 3 of Lemma 3.4, there holds−i2βk2
0

∫

Y
Uk =

∫

Y
fk. For the special distribution

f0, the average is 〈f0, 1〉 = 0, since constant test-functions v := ej have vanishing jumps
across Σ. By construction, the other averages are 〈fk, ej〉 = −i2βk2

0

∫

Y
gk ·ej = −i2βk2

0δk,j.
This shows that the functions Hk := Uk are normalized as requested in (3.39)-(3.40).

It remains to verify that U0 does not vanish identically. Once this is shown, we have
obtained four linearly independent solutions in V. The remaining normalizations of (3.40)
can then be achieved by subtracting appropriate multiples of U0 from Uk.

To check this last point, we consider a test function v ∈ X similar to one in the
proof of Lemma 3.4. We set ϕ(y) = θ0(y1, y2)φ(y3), where φ̃ ∈ C∞

c ([0, 1
2
),R) satisfies

φ̃ ≡ 1 in a neighborhood of y3 = 0 and is extended trivially to a (discontinuous) function
φ : (−1

2
, 1

2
) → R. The function θ0 is the special function from the definition of f0. We

use v = ∇regϕ as a test-function and obtain b(U0, v) = 〈f0, v〉 =
∫

Σ
|∇(y1,y2)θ0|

2 > 0. This
shows that U0 cannot vanish identically, and proves the proposition.
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4 Slit-analysis and derivation of effective equations

4.1 A relation for the strength of the ring-current

In the last section we have identified four cell-problem solutions Hk(y), k ∈ {0, 1, 2, 3},
such that, for some coefficients hk(x), the cell solution H0(x, y) has necessarily the form
H0(x, y) =

∑3
k=0 hk(x)H

k(y), see (3.37). In this section we will establish an additional
linear relation between the components hk(x) namely

h0(x) =
3
∑

k=1

λkhk(x) (4.1)

for almost every x ∈ Ω. Relation (4.1) establishes a connection between the averaged
magnetic field (related to the factors h1(x), ..., h3(x)) and the strength of the ring current
(related to the factor h0(x)). The coefficients λk are introduced below, they are frequency
dependent. This fact is due to the physical background of the appearance of the ring
current: the ring is in resonance with the electromagnetic field. As a result, moderate
averaged magnetic fields h1(x), ..., h3(x) can create large ring currents and a large ampli-
tude factor h0(x) in (4.1). The derivation of that formula is based on a careful analysis
of the field in the ring and in the slit.

Based on the four cell-problem solutions Hk(y), we first define the eight constants DH
k ,

DJ
k ∈ C for k ∈ {0, 1, 2, 3}. The construction is such that the constants DH

k measure the
magnetic field Hk(y) through the ring, the constants DJ

k measure the current in the ring.
We choose a weight function θY : Y 2 → [0, 1] with the following properties. We recall

the notation that the inner simply connected component of Y 2 \ Σ was denoted as Σinn,
we use here the notation Σc := Σ ∪ Σinn for the ring together with the interior part. The
set Σc is an open subset of Y 2 = (−1

2
, 1

2
)2, possibly convex, necessarily connected and

simply connected. There holds ∂Σc = ∂oΣ. We demand

θY ∈ C
0,1(Y 2), supp(θY ) ⊂ Σ̄c, θY |∂Σc = 0, θY |Σinn ≡ 1, (4.2)

∇θY ≡

(

0
−1/L(Γ)

)

in a neighborhood of Γ. (4.3)

Property (4.3) expresses that θY is affine in a small neighborhood of Γ. The value of
the (constant) gradient is then determined by the boundary condition on outer and inner
boundary.

With this weight function, we define constants DH
k , D

J
k from the four cell-solutions as

DH
k :=

∫

Σc

e3 ·H
k(y1, y2, 0) θY (y1, y2) dy1 dy2 (4.4)

DJ
k :=

∫

Σ

∇(y1,y2)θY (y1, y2) · (−iωε0)∇(y1,y2)Φ
k(y1, y2) dy1 dy2. (4.5)

Lemma 4.1 (Electric field in the slit I). Let the two-scale limit of Hη be characterized with
coefficients hk(x) as in (3.37). Then, for an arbitrary localization function ψ ∈ C∞

c (Ω),
there holds

lim
η→0

1

η2L(Γ)

∫

Γη

π1Eη(x)ψ(x) dx =

∫

Ω

ψ(x)
3
∑

k=0

(

−2iβωµ0D
H
k −

1

ωε0κ
DJ

k

)

hk(x) dx,

(4.6)
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We recall the relation ∇Φk = −(jk)⊥, which shows that DJ
k is a measure for the

current of the k-th basis function of the cell problem. The lemma is a consequence of the
Maxwell equation for the electric field: the Stokes formula relates the electric field in ring
and slit with the magnetic field through the ring.

Proof. We start from (1.1), the relation curlEη = iωµ0H
η. The proof of the lemma

consists in the choice of an appropriate test-function in this relation. We choose ϕη(x) :=
ϕη(x/η), where ϕη is defined by the weight function θY and a characteristic function in
the ring as ϕη(y) := θY (y1, y2)χ(−βη,βη)(y3)e3. We use the test-function 1

η
ϕη(x)ψ(x) in the

Maxwell equation and obtain, for the left hand side,

1

η

∫

Ω

curlEη(x) · ϕη(x)ψ(x) dx =
1

η

∫

Ω

Eη(x) · curl(ϕηψ)(x) dx

= −
1

η2

∫

Ση

π1,2Eη(x) · ∇⊥
(y1,y2)θY

(

x1

η
,
x2

η

)

ψ(x) dx−
1

η2L(Γ)

∫

Γη

π1Eη(x)ψ(x) dx+ o(1).

In the last line we have used the fact that θY is constant in Σi and that ∇(y1,y2)θY (y1, y2) =
(0,−1/L(Γ))T for (y1, y2) ∈ Γη. The last integral coincides with the left hand side of (4.6).
We calculate for the other integral

− lim
η→0

1

η2

∫

Ση

π1,2Eη(x) · ∇⊥
(y1,y2)

θY

(

x1

η
,
x2

η

)

ψ(x) dx

= lim
η→0

i

κ

∫

Ση

π1,2(Jη(x)− ηEη(x)) · ∇⊥
(y1,y2)θY

(

x1

η
,
x2

η

)

ψ(x) dx

=
i

κ

∫

Ω

ψ(x)

∫

Σ

∇⊥
(y1,y2)Φ(x, y1, y2) · ∇

⊥
(y1,y2)θY (y1, y2) dy1 dy2 dx

=
−1

ωε0κ

3
∑

k=0

∫

Ω

ψ(x)DJ
k hk(x) dx,

applying the two scale convergence with concentration for Jη with the limit density j0 =
∇⊥

(y1,y2)
Φ(x, y1, y2), and using formula (3.38) in the last line.

It remains to evaluate the right hand side of (1.1), tested with 1
η
ϕη(x)ψ(x). We obtain

iωµ0
1

η

∫

Ω

Hη(x) · ϕη(x)ψ(x) dx = iωµ0
1

η

∫

Ση∪Σinn
η ∪Γη

e3 ·H
η(x) θY

(

x1

η
,
x2

η

)

ψ(x) dx

→ i2βωµ0

∫

Ω

ψ(x)

∫

Σ∪Σinn

e3 ·H0(x, y1, y2) θY (y1, y2) dy1 dy2 dx,

= i2βωµ0

3
∑

k=0

∫

Ω

ψ(x)DH
k hk(x) dx

applying the trace Lemma 2.3 in the second line and the representation (3.37) in the last
line. This concludes the proof of Lemma 4.1.

The next lemma provides a characterization that confirms the physical intuition: the
average of the electric field across the slit equals the strength of the current in the ring
and can hence be expressed by the pre-factor h0(x). In mathematical terms, we have the
following result.
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Lemma 4.2 (Electric field in the slit II). Let the two-scale limit of Hη be characterized
with coefficients hk(x) as in (3.37). Then, for an arbitrary localization function ψ ∈
C∞

c (Ω), the electric field in the slit has the average

lim
η→0

1

2αη2

∫

Γη

e1 · E
η(x)ψ(x) dx = −

i

ωε0

∫

Ω

ψ(x)h0(x) dx. (4.7)

Proof. The proof is quite similar to the evaluation of slit averages in Lemma 3.3. The main
difference is that we now want to evaluate an integral over all of Γη, not only an integral
over a subset. The principal idea is once more to start from the relation ∇x · Jη = 0 and
to choose an appropriate test-function.

In the y1-direction we choose a smooth function ϑ̃ : [0, 1/2) → R with ϑ̃(0) = 1 and
with compact support. The trivial extension to y1 < 0 is denoted by ϑ. We modify this
function to a continuous function with large gradients, setting

ϑη(y1) :=











(2αη3)−1(y1 + αη3) for |y1| ≤ αη3,

ϑ̃(y1 − αη3) for y1 > αη3,

0 for y1 < −αη3.

(4.8)

For the y2-direction along the slit we choose θδ : R → R with θδ(y2) = 1 for (0, y2) ∈ Γ,
such that the support of θδ is confined to a δ-ball around this set. Finally, in the y3-
direction, we choose φη

δ : R → R with φη
δ(y3) = 1 for y3 ∈ [−βη, βη] and φη

δ(y3) = 0 for
|y3| > (β + δ)η. We now define our oscillating test-function as

ϕδ
η(x) := ϑη(x1/η)θδ(x2/η)φ

η
δ(x3/η)ψ(x). (4.9)

The claim of (4.7) is a consequence of

0 =

∫

Ω

∇x · J
η ηϕδ

η =

∫

Ω

Jη · η∇x ϕ
δ
η =

∫

Ω

Jη · ∇y(ϑ
ηθδφ

η
δ)ψ + o(1)

=

∫

Γη

Jη(x) · e1
1

2αη3
ψ(x) dx+

∫

Ση

Jη(x) · ∇y(ϑθδ)(x1/η − αη
3, x2/η)ψ(x) dx+ ρ(δ, η).

We will give below the arguments that show that limδ→0 limη→0 ρ(δ, η) = 0. Before we do
so, let us draw conclusions from the above relation.

We note that the first integral on the right hand side coincides, because of Jη = ηEη in
the slit, with the expression on the left hand side of (4.7). The second integral converges,
by the two-scale convergence with concentration of Jη, and the smoothness of ∂y1

ϑ̃, to
the double integral
∫

Ση

Jη(x) · ∇y(ϑθδ)(x1/η − αη
3, x2/η)ψ(x) dx

→

∫

Ω

∫

Σ

j0(x, y1, y2) · ∇y(ϑθδ)(y1, y2) dy1 dy2 ψ(x) dx

= −

∫

Ω

∫

Γ

π1j0(x, 0, y2) dy2 ψ(x) dx = −

∫

Ω

∫

Γ

3
∑

k=0

hk(x) π
1jk(0, y2) θδ(y2) dy2 ψ(x) dx.

We now insert π1jk(0, y2) = −∂y2
Φk(0, y2), the normalization Φk|∂Σ = 0 for k = 1, 2, 3

and, for k = 0, the normalization (−iωε0)Φ
0|∂oΣ = 1 and Φ0|∂iΣ = 0, see Proposition
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3.1. The integral
∫

Γ
∂y2

Φk(0, y2) therefore vanishes for k 6= 0 and it is equal to i/(ωε0) for
k = 0. This provides the claim of (4.7).

Analysis of error terms. It remains to verify limδ→0 limη→0 ρ(δ, η) = 0. One of the
error terms in ρ(δ, η) is

∫

Ω\Ση

|Jη(x)|∂y2
θδ(x2/η) dx ≤ C

η

δ

∫

Ω

|Eη(x)| → 0.

Another error term is due to an integral over ∂y1
ϑ in the extensions Sδ

η . We denote here
by Sδ

η only the relevant part, which extends in each cell by δ in the y2-direction and by
δη in the y3-direction, it is of width 2αη3 in y1-direction. This allows to calculate with
the Cauchy-Schwarz inequality

∫

Sδ
η\Γη

1

η2
|Eη(x)| dx ≤

C

η2
‖Eη‖L2(Ω)|(S

δ
η \ Γη)|

1/2 ≤
C

η2
|η3 · δ · δη|1/2 ≤ Cδ.

The integrals which are due to contributions of ∂y3
φη

δ for |y3| > βη are treated similarly,
they have actually already been analyzed in Lemma 3.3.

With the results of the above lemmas we are now able to establish a linear relation
between the components hk(x), k ∈ {1, 2, 3} and the averaged strength of the electric field
in the ring h0(x). A comparison of the expressions of Lemma 4.1 and Lemma 4.2 yields,
since the function ψ was arbitrary, the following relation between the factors hk(x).

Corollary 4.1 (Frequency dependent relation between the factors hk(x) and h0(x)).
For almost every x ∈ Ω, with the constants DH

k , D
J
k of (4.4)–(4.5), using once more

k2
0 := ω2µ0ε0, there holds

3
∑

k=0

(

2βk2
0D

H
k −

i

κ
DJ

k

)

hk(x) =
2α

L(Γ)
h0(x). (4.10)

The averaged strength of the electric field in the ring, h0(x), can therefore be written in
terms of hk(x), k ∈ {1, 2, 3}, as

h0(x) =
3
∑

k=1

λkhk(x), (4.11)

where the three constants λk are defined by

λk := −
2βω2µ0ε0D

H
k − iD

J
k /κ

2βω2µ0ε0DH
0 − iD

J
0 /κ− 2α/L(Γ)

. (4.12)

At this point, we have a complete description of the microscopic behavior of the mag-
netic field. We recall that the magnetic field H(x) is constructed as a weak limit of the
solutions Hη, hence the three components H1(x), ..., H3(x) of H(x) provide the averaged
strength of the magnetic field in the three directions. Since Y -averages of the two-scale
limit provide the weak limit of a sequence, we conclude that the coefficients h1(x), ..., h3(x)
must coincide with the averaged magnetic field components H1(x), ..., H3(x). The remain-
ing coefficient h0(x) is then determined by (4.11). We have the two-scale limit of the
magnetic field characterized as

H0(x, y) = H1(x)H
1(y) +H2(x)H

2(y) +H3(x)H
3(y) +

(

3
∑

k=1

λkHk(x)

)

H0(y). (4.13)
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4.2 Proof of the main theorem

We use the three cell-problem solutions El(y), l = 1, 2, 3 of (3.9), and the four cell-problem
solutions Hk(y), k = 0, 1, 2, 3 of Proposition 3.1 to define effective tensors as follows. The
matrix N ∈ C3×3 is defined as

Nk,l :=

∫

Y

Ek(y) · El(y) dy. (4.14)

Four circulation vectors Mk ∈ C
3, k = 0, 1, 2, 3, are defined by

Mk · el :=

∫

Γl

Hk(y) · el dH
1(y) for l = 1, 2, 3. (4.15)

In this definition, Γl is a line that does not intersect conv(Σ2
Y ), it connects the faces

{yl = −1/2} and {yl = 1/2} and the end-points are identified in the periodic setting. The
fact that the curl of Hk vanishes outside Σ2

Y implies that the definition of the circulation
vectors Mk is independent of the choice of the line Γl. From the vectors Mk we obtain
the effective matrixM∈ C3×3 as

Mk,l := (Mk + λkM0) · el (4.16)

for k, l = 1, 2, 3.

The effective macroscopic problem. In order to prove Theorem 1, it remains to
verify the effective equation (1.9), which is the averaged version of (1.2), i.e.

curlHη = −iωεηε0E
η . (4.17)

All we have to do is to construct an appropriate oscillating test-function for this relation.
Within the cell Y we use a cut-off function ϑ ∈ C∞

per(Y ) with the property that ϑ ≡ 1 in
a neighborhood of the cell-boundary ∂Y , and with ϑ ≡ 0 in a neighborhood of conv(Σ2

Y ).
With the coordinate function yl, we then use

pl(y) := ∇y[ylϑ(y)], supp(pl) ∩ conv(Σ2
Y ) = ∅, curly p

l ≡ 0,

∫

Y

pl = el. (4.18)

For the localization in x we choose ψ ∈ C∞
c (Q). We finally choose as an oscillating

test-function in (4.17) the function ϕη(x) := ψ(x)pl(x/η).
We first calculate the result, when the right hand side of (4.17) is tested with ϕη.

Since pl vanishes on Ση, the relative permittivity εη is identical to 1 on the support of
the test-function. Using the characterization of the two-scale limit E0(x, y) from (3.8),
we find

∫

Q

(−iωε0εηE
η)(x) · ϕη(x) dx = −iωε0

∫

Q

Eη(x) · pl(x/η)ψ(x) dx

→ −iωε0

3
∑

k=1

∫

Ω

ψ(x)Ek(x)

∫

Y

Ek(y) · pl(y) dy dx− iωε0

3
∑

k=1

∫

Q\Ω

ψ(x)El(x) dx

= −iωε0

∫

Q

ψ(x)
3
∑

k=1

N̂k,lEk(x) dx,
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where N was defined in (4.14) and N̂(x) is constructed from N as in (1.10). In the last
equation we exploited the fact that scalar product of the E-field with pl is identical to
scalar product with El. We use the representation of the cell solution Ek(y) := ek+∇φk(y)
from (3.9) to calculate with integration by parts

∫

Y

Ek(y) · (El(y)− pl(y)) dy =

∫

Y

Ek(y) · ∇y(yl + φl(y)− [ylϑ(y)]) dy

= −

∫

Σ2
Y

[Ek(y) · e3]Σ (yl + φl(y)) dH2(y) = 0,

using in the last equality that yl + φl(y) vanishes on Σ2
Y . We now evaluate the left hand

side of (4.17), tested with ϕη. We integrate by parts, use that the fine-scale curl of
the test-function vanishes, curlyp

l(y) = 0, and obtain from the characterization of the
two-scale limit H0(x, y) =

∑3
k=1Hk(x)H

k(y) +
∑3

k=1 λkHk(x)H
0(y) in (4.13)

∫

Q

curlHη · ϕη = −

∫

Q

Hη(x) · p
l(x/η) ∧ ∇ψ(x) dx→ −

∫

Q\Ω

H(x) ∧ el · ∇ψ(x) dx

−

∫

Ω

3
∑

k=1

Hk(x)

∫

Y

(Hk(y) + λkH
0(y)) ∧ pl(y) · ∇ψ(x) dy dx.

To evaluate the Y -integral, we calculate for k = 0, 1, 2, 3, exploiting curly H
k = 0 on

Y \ Σ̄2
Y ,

∫

Y

Hk(y) ∧ pl(y) dy =

∫

Y

Hk(y) ∧ ∇y[ylϑ(y)] dy = −

∫

Y

curly(H
k(y) yl ϑ(y)) dy

= −

∫

∂Y

ν ∧Hk(y)yl dH
2(y) = −

∫

{yl=1/2}

el ∧H
k(y) dH2(y) = −el ∧Mk ,

with the circulation vector Mk of (4.15).

We can now compare the two expressions that were obtained from testing (4.17).
Recalling that we extended N andM by unit matrices outside Ω to define N̂ and M̂ , see
(1.10), there holds

− iωε0

∫

Q

ψ(x) N̂(x) · E(x) dx

=

∫

Q\Ω

el ∧H(x) · ∇ψ(x) dx+

∫

Ω

el ∧

(

3
∑

k=1

Hk(x)(Mk + λkM0)

)

· ∇ψ(x) dx

=

∫

Q

el · curlx(M̂(x)H(x))ψ(x) dx.

The localization function ψ was arbitrary and the index l ∈ {1, 2, 3} was arbitrary, hence
we obtain, in the distributional sense on Q,

−iωε0 N̂(x) · E(x) = curlx(M̂(x) ·H(x)).

This was the claim in the effective equation (1.9) and we have thus shown Theorem 1.
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4.3 Sign-properties of the effective coefficients

In order to show that the proposed design can generate indeed a negative permeability,
we conclude this study with an investigation of sign properties of the effective matrixM
of (4.16) in a limiting case. We consider the entry M3,3 and claim that, for appropriate
parameters α, β, and κ, the real part ℜ(M3,3) can have both signs, depening on the
frequency ω > 0.

We will not perform a rigorous proof for the above claim. Instead, we will show the
following. We consider the cell problem which is obtained formally by choosing extreme
parameters α and κ. We study solutions to this simplified cell problem and show that,
evaluating the circulation vectors Mk and the coefficients DH

k for those solutions, the
corresponding entryM3,3 has a real part of arbitrary sign.

Our original interest is the cell-problem (3.33)–(3.36). We send, formally, κ→∞ and
α→ 0. Then (3.36) reduces to the relation tr3

ΣH0 = 0, and the simplified system reads

divy H0 = 0 in Y (4.19)

curly H0 = 0 in Y \ Σ̄2
Y (4.20)

e3 ·H0 = 0 on Σ2
Y . (4.21)

The normalization of the four special solutions H0(y), ..., H3(y) from (3.39)–(3.40) is
as follows. The Y -averages of Hk are ek for k ≥ 1 and vanish for H0. For the other
normalization, we study a closed curve Γr, winding once through the ring, with tangential
vector τr such that τr = e3 in the point Γr ∩ Σinn. Then there holds, for k ≥ 0,

∫

Y

Hk · el = δk,l l = 1, 2, 3,

∫

Γr

Hk(y) · τr(y) dH
1(y) = δk,0 . (4.22)

The next lemma investigates sign properties for the solutions of the above reduced cell-
problem.

Lemma 4.3. Let H0, ..., H3 be the four solutions of system (4.19)–(4.21), normalized by
(4.22). We consider the corresponding circulation vectors Mk of (4.15) and the coefficients
DH

k , D
J
k as in (4.4)–(4.5). Then there holds

Mk, D
H
k , D

J
k are real for all k = 0, 1, 2, 3, with − e3 ·M0, e3 ·M3, D

H
0 , D

H
3 > 0. (4.23)

Once the lemma is shown, we can conclude the following. The definition of λk in (4.12)
implies that, for a large conductivity constant κ > 0 and appropriate choices of α and β,
the factors λk can have large absolute value and the real part can have both signs. By
the definition ofM in (4.16), the number ℜ(M3,3) can then have both signs.

Proof. The fact that the solutions are real is due to the real character of equations (4.19)–
(4.22). The solutions Hk can be constructed almost explicitely as gradients. We will use
periodic functions Ψ : Y → R solving

∆Ψ = 0 on Y \ Y 2 , (4.24)

e3 · ∇Ψ = 0 on Σ± . (4.25)

with periodic boundary conditions on ∂Y . We then set H = ∇Ψ. With this construction,
H solves (4.19) outside Y 2 and (4.20)–(4.21). In order to obtain a solution H̃0 = ∇Ψ0,
we use Ψ = Ψ0 that satisfies the further boundary conditions, using Σc = Σ ∪ Σinn,

Ψ0 = ∓1 on (Σinn)± , (4.26)

Ψ0 = ±µ on (Y 2 \ Σc)± , (4.27)
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for some µ > 0. We note that Ψ0 is anti-symmetric with respect to y3 = 0, there holds
Ψ0(y1, y2, y3) = −Ψ0(y1, y2,−y3). This implies that H̃0 · e3 is without jump across Y 2,
hence H̃0 has vanishing divergence on all of Y . Regarding the normalization, we can
achieve, using the trace from y3 > 0,

∫

Y

H̃0(y) · e3 dy = −2

∫

Y 2

Ψ0(y1, y2) dy1 dy2 = 0

with an appropriate choice of µ > 0. Since H̃0 is non-trivial and the other components
of the average of H̃0 also vanish, we obtained, up to a multiplicative factor, the desired
function H0. Concerning the multiplicative factor, we calculate

∫

Γr

H̃0(y) · τr(y) dH
1(y) = 2µ+ 2,

hence we obtain the cell solution as H0 := (2µ+ 2)−1H̃0. The constant DH
0 from (4.4) is

DH
0 =

∫

Σc

e3 ·H
0(y1, y2, 0) θY (y1, y2) dy1 dy2 = (2µ+ 2)−1

∫

Σinn

∂3Ψ
0θY > 0,

and the circulation vector M0 ∈ C3 of (4.15) is

M0 · e3 =

∫

Γ3

H0(y) · e3 dH
1(y) = −2µ < 0.

Similarly, we obtain H3. We solve (4.24)–(4.25), now with Ψ = Ψ3 satisfying

Ψ3 = ∓1 on (Y 2 \ Σ)± . (4.28)

Since Ψ3 has equal jumps in Σinn and in Y 2 \ Σc, the curve integrals over H̃3 = ∇Ψ3

vanish. Since gradients of Ψ3 point in positive y3-directions, we obtain H3 = νH̃3 with a
positive factor ν > 0. The corresponding constants are

DH
3 =

∫

Σc

e3 ·H
3(y1, y2, 0) θY (y1, y2) dy1 dy2 = ν

∫

Σinn

∂3Ψ
3θY > 0,

and the circulation vector M3 ∈ C3 of (4.15) has

M3 · e3 =

∫

Γ3

H3(y) · e3 dH
1(y) > 0.

This shows the lemma.
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