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ABSTRACT 

 
Ischemic Heart Disease (IHD) is a major cause of death. Early and accurate detection of IHD 
along with rapid diagnosis are important for reducing the mortality rate. Magnetocardiogram 
(MCG) is a tool for detecting electro-physiological activity of the myocardium. MCG is a fully 
non-contact method, which avoids the problems of skin-electrode contact in the Electrocardio-
gram (ECG) method. However, the interpretation of MCG recordings is time-consuming and 
requires analysis by an expert. Therefore, we propose the use of machine learning for identifi-
cation of IHD patients. Back-propagation neural network (BPNN), the Bayesian neural net-
work (BNN), the probabilistic neural network (PNN) and the support vector machine (SVM) 
were applied to develop classification models for identifying IHD patients. MCG data was ac-
quired by sequential measurement, above the torso, of the magnetic field emitted by the myo-
cardium using a J-T interval of 125 cases. The training and validation data of 74 cases em-
ployed 10-fold cross-validation methods to optimize support vector machine and neural net-
work parameters. The predictive performance was assessed on the testing data of 51 cases us-
ing the following metrics: accuracy, sensitivity, and specificity and area under the receiver op-
erating characteristic (ROC) curve. The results demonstrated that both BPNN and BNN dis-
played the highest and the same level of accuracy at 78.43 %. Furthermore, the decision thresh-
old and the area under the ROC curve was -0.2774 and 0.9059, respectively, for BPNN and 
0.0470 and 0.8495, respectively, for BNN. This indicated that BPNN was the best classifica-
tion model, BNN was the best performing model with sensitivity of 96.65 %, and SVM em-
ploying the radial basis function kernel displayed the highest specificity of 86.36 %. 
 
Keywords: Ischemia, magnetocardiography, data mining, Back-propagation neural network, 
Bayesian Neural network, Probabilistic Neural network, Support vector machine 
 
 

INTRODUCTION 

 
Heart diseases are major causes of death 

worldwide. The World Health Organization 
reported that the global numbers of death 

caused by cardiovascular diseases are in-
creasing every year. This is especially criti-
cal in developing counties which have in-
creased from 14 to 25 million for 1990 to 
2020, respectively. Ischemic heart disease 
(IHD) is considered to be a foremost disor-
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der of the heart. It is a disease affected by 
long-term deficiency of oxygen and nutrient 
of the cardiac muscle due to inadequate 
supply of blood circulation. This may lead 
to cardiac tissue damage and cause sudden 
cardiac death as a consequence of heart at-
tack.  

Early diagnosis of IHD can help reduce 
the rate of mortality (Faculty of Science 
Thaksin University, 2006). Electrocardi-
ography (ECG) is traditionally applied to 
monitor defective electrophysiological ac-
tivity of the heart. Nonetheless, in some cir-
cumstances, notification of normal ECG 
may be obtained albeit in the presence of 
angina (Tantimongcolwat et al., 2008). 
Measurement of ECG signal by electrode-
skin contact is disturbed by many type of 
noises (Ayari et al., 2009). Therefore, mag-
netocardiography (MCG), a highly sensitive 
and contactless monitoring method of the 
physiological activity of the heart, has been 
developed. MCG essentially measures the 
magnetic field emission by electrophysio-
logical activity of the heart. The magnetic 
field is recorded using superconducting 
quantum interference device (SQUID) that 
is without any sensor contact to the body, 
which is an advantage of MCG over that of 
ECG (Koch, 2001). 

MCG is more sensitive to tangential 
currents in the heart than ECG, and it is 
also sensitive to vortex current, which can-
not be detected by ECG. In a normal heart, 
the main direction of the activation wave-
form is radial, from endocardium to epicar-
dium. For these reasons, MCG may show 
ischemia-induced deviations from the nor-
mal direction of depolarization and repo-
larization with better accuracy than that of 
ECG (Tsukada et al., 2000; Yamada and 
Yamaguchi, 2005). MCG is affected less by 
conductivity variations in the body (lungs, 
muscles, and skin) than ECG. In addition, 
because MCG is a fully non-contact 
method, therefore problems in the skin-
electrode contact as encountered in ECG 
are avoided (Kanzaki et al., 2003; Tsukada 
et al., 1999; Tavarozzi et al., 2002). 

Nowadays, medical informatics has in-
creasingly been used to analyze large quan-
tities of data that are stored in large data-
bases which is made possible by the avail-
ability of powerful hardware and software 
along with the use of automated tools. But 
the interpretation of MCG recordings re-
mains a challenge since there are no data-
bases available from which precise rules 
could be deduced. The analysis of MCG 
data by experts is time-consuming and this 
is in concomitant with the shortage of ex-
perts possessing knowledge on the analysis 
of MCG data. Thus, methods to automate 
the interpretation of MCG recordings by 
minimizing human efforts are important for 
diagnosis of IHD in patients. 

In this study, we used three different 
types of neural network and three different 
types of support vector machine for identi-
fication of IHD patients. The neural net-
work classification models that are employ-
yed is comprised of back-propagation neu-
ral network, bayesian neural network, and 
probabilistic neural network. The support 
vector machine classification models that 
are employed is comprised of linear, poly-
nomial, and radial basis function kernel. All 
models were trained using 10-fold cross-
validation technique and the optimal pa-
rameters for neural network and support 
vector machine were empirically deter-
mined and finally used for comparing the 
efficiency and accuracy of these classifica-
tion models.  

 

MATERIAL AND METHODS 

Data acquisition and preparation 
MCG data was obtained by making 

four sequential measurements of cardiac 
magnetic field at 36 locations (6 × 6 matri-
ces) above the torso. Each of the 36 MCG 
signals was recorded for 90 seconds using 
nine sets of SQUID sensor at a sampling 
rate of 1000 Hz. For noise reduction pur-
poses, the default filters setting at 0.05−100 
Hz was applied and followed by an addi-
tional digital low pass filter at 20 Hz (Bick 
et al., 2001). The MCG signals at a time 
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window between J-point and T-peak (J-T 
interval) of the cardiac cycle was subdi-
vided into 32 uniformly spaced points re-
sulting in a set of 1,152 descriptors for all 
of 36 MCG signals (Froelicher et al., 2002). 
These were assigned as inputs to build up 
artificial neural network models for auto-
matic classification of IHD. The MCG da-
tasets exploited in this study were acquired 
from 55 confirmed IHD cases and 70 nor-
mal individuals. Seventy-four MCG signals 
of both IHD and normal control groups 
were randomized to the training sets and the 
remainders were assigned as the testing set. 

 
Overview of artificial neural network 

Neural networks are the most widely 
used learning approach in a variety of dis-
ciplines such as business, industries and 
academia. A majority of the applications of 
neural networks has been applied for bio-
medical prediction and classification tasks. 
Mobley (Mobley et al., 2000) developed 
neural network models for automatic detec-
tion of coronary artery stenosis using 14 
risk factors for coronary artery disease. 
Chou (Chou et al., 2004) integrated the use 
of artificial neural networks with multivari-
ate adaptive regression splines approach for 
the classification of breast cancer. Liew 
compared the predictive accuracy of artifi-
cial neural networks and conventional lo-
gistic regression for the prediction of gall-

bladder disease in obese patients. In addi-
tion, neural network was applied for the 
prediction of acute coronary syndrome and 
was compared with multiple logistic regres-
sion (Green et al., 2006). 

From the above listed researches, the 
predictive accuracy of neural networks il-
lustrates good performance for prediction 
and classification tasks. Therefore, the aim 
of this study was to compare the predictive 
accuracy of three algorithms of neural net-
works for prediction of ischemic heart dis-
ease from magnetocardiograms. 

 
Overview of back-propagation neural net-
work (BPNN) 

BPNN is one of the most accepted su-
pervised feed-forward neural networks im-
plementing the use of back-propagation 
learning algorithm. Input vectors and corre-
sponding target vectors are used to train a 
neural network. A BPNN is composed of at 
least three or more layers. In this study, 
BPNN is consisted of three layers, where 
the first layer is the input layer which re-
ceives data from outside the neural net-
work, second layer is the hidden layer 
which performs processing and transforma-
tion of the input data, and third layer is the 
output layer which sends data out of the 
neural network (Haykin, 1999). Fig. 1 
shows the general BPNN architecture. 

 
 

 
 

Figure 1: Architecture of a three-layer feed-forward back-propagation neural network
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The back-propagation algorithm is 
comprised of a forward and backward path. 
Forward path involves creation of a feed-
forward network and weight initialization. 
The input vectors are propagated through 
the network layer by layer. Finally, a set of 
outputs is produced as the actual response 
of the network. The network weight and 
bias are updated in a backward path from 
the error, which compares the actual re-
sponse with the target output. The weight 
updating rule can be calculated using Eq. 1: 
 

( ) )1( −∆+=∆ nwxnw jijijji αηδ      (1) 
 

where ( )nwji∆  is the weight update per-
formed during the nth iteration, α  is the 
momentum constant, and jδ  is the error for 
any node (Mitchell, 1997). 
 
Overview of Bayesian neural network 
(BNN) 

BNN uses a logistic regression model 
and back-propagation algorithm based on a 
Bayesian framework (Gao et al., 2005). The 
class label is binary-valued y = (1,0) corre-
sponding to normal and abnormal (IHD), 
respectively. A logistic regression on a 
Bayesian method estimates the class prob-
ability for a given input by: 

 
( )XkyP |=      k = 1,0            (2) 

 
The outputs from hidden and output 

neurons were denoted by Sj and Sk, respec-
tively. 

Hidden layer: 
 

( )∑ +=
i jiijj wXwS 0tanh         (3) 

 
Output layer: 

 
0kjkjkk wSwS +=∑              (4) 

 
To allow the outputs to be interpreted 

as probabilities, the logistic regression is 
used to model the risk of occurrence of 
IHD. The logistic regression model is a S-

shaped distribution which is similar condi-
tion to the estimated probabilities to lie be-
tween 0 and 1.  

Let P(y = k|X) be the probability of the 
event y = 1 (normal case), given the input 
vector X. The logistic regression model as a 
function of network output y by: 

 

( ) ( )kS
XkyP

−+
==

exp1
1|           (5) 

 
Overview of probabilistic neural network 
(PNN) 

PNN is a supervised neural network 
(Fig. 2) that is derived from the Radial Ba-
sis Function (RBF) Network. RBF is a 
Gaussian function that scales the variable 
nonlinearly. The advantage of PNN is that 
it requires less training time (Comes and 
Kelemen, 2003). In this paper, PNN has 
three layers: input, radial basis, and com-
petitive layer. Radial basis layer consists of 
a set of RBF for evaluating the euclidean 
distances between input vector and row 
weight vectors in the weight matrix. These 
distances are nonlinearly scaled by Gaus-
sian function in the radial basis layer, which 
is fully interconnected to a competitive 
layer where it passes the results to the com-
petitive layer. Therefore, the competitive 
layer finds the shortest distance among 
them, and thus discovers the training pat-
tern closest to the input based on their dis-
tance (Specht, 1990).  
 
Overview of support vector machine 
(SVM) 

SVMs are a kind of supervised learning 
based on the statistical learning theory that 
was introduced by Vapnik and co-workers 
(Vapnik, 1998; Boser et al., 1992). The 
techniques have been further adapted by a 
number of other researchers (Cristianini and 
Shawe-Taylor, 2000; Abe, 2005) and they 
are also showing high performances in bio-
logical, chemical and medical applications 
(Yao et al., 2001; Mehta and Lingayat, 
2008; Nantasenamat et al., 2008).  
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Figure 2: Network structure of PNN

SVM is a robust technique for data 
classification and regression. SVM models 
search for a hyperplane that can linearly 
separate classes of objects (Fig. 3a). Let xi 
∈ Rn, (i = 1, 2, …, m) represents the vec-
tors and yi ∈ {-1, 1} represents the class 
labels. The term f(xi) can be represented by 
a linear function of the form by yi = f(xi) 

 
bxwxf iii += ,)(              (6) 

 
where 〈wi,xi〉 represents the inner product of 
w and x, w is weight vector and b is bias. 
SVM approximates the set of data with lin-
ear function as follows 
 

∑=
+Φ=

m

i ii bxwy
1

)(             (7) 
 

where { }m
iix 1)( =Φ  represents the feature of 

input variables subjected to kernel trans-
formation while { }m

iiw 1= and b are coeffi-
cients. 

SVM can be applied to non-linear clas-
sification using non-linear kernel functions 
to map the input data onto a higher dimen-
sional feature space in which the input data 
can be separated with a linear classifier 
(Fig. 3b). Kernel function K(x,y) represents 
the inner product 〈φ(x), φ(y)〉 in feature 
space. This study uses the following kernel 
functions: 

Linear kernel 
 

yxyxK ⋅=),(                (8) 
 

Polynomial kernel 
 

dyxyxK )(),( ⋅=              (9) 
 

where d is the degree of the polynomial  (d 
= 0 for linear kernel). 
 

Radial basis function kernel 
 

)exp(),( 2yxyyxK −−=     (10) 
 

where 0>γ . 
 
Parameter optimization of neural network  

The neural network architecture was 
selected by tuning various parameters by 
trial-and-error using root mean square error 
(RMSE) according to eq. 11. 

 

n
ap

RMSE
n

i ii∑=
−

= 1
2)(

              (11) 

 
where pi is the predicted output, ai is the 
actual output, and n is the number  of  com 
pounds in the dataset. The neural network 
parameters include the number of nodes in 
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(a) (b)

  
Figure 3: Schematics of SVM depicting objects that are linearly separable (a) and non-linear mapping 
of input space onto the feature space (b) 
 
 
the hidden layer, the number of learning 
epochs, learning rate and momentum. For 
each of the parameter calculations, 10-fold 
cross-validation was performed and the av-
erage RMSE of each parameter was calcu-
lated.  The lowest RMSE value of each pa-
rameter was chosen as the optimal value. In 
this study, to avoid overtraining 10-fold 
cross-validation was used for model valida-
tion (Kohavi, 1995), which essentially in-
volved the random separation of the data set 
into 10 fold where each fold was used once 
as the test set and the remaining nine-tenth 
was used as the training set. 

The PNN training set comprising of 74 
cases was trained using stratified 10-fold 
cross-validation. The PNN models were 
trained and validated for 10 times using pa-
rameters from the range of 0.1 to 5 at an 
interval of 0.1 (Comes and Kelemen, 2003). 
For each case, one fold was used as the test-
ing set while the remaining folds were used 
as the training set.  
 
Confusion matrix 

A confusion matrix contains the results 
about the actual and predicted classifica-
tions made by the neural network on the 
test set. Such information is often displayed 
as a two dimensional matrix. The confusion 
matrix is easy to understand as the correct 
and incorrect classification are displayed in 

the table (Witten and Frank, 2005). The 
confusion matrix for a two class classifier is 
shown in Table 1. 
 
Table 1: Confusion matrix for a two class clas-
sifier 

 
TP = True positive: Diseased individuals cor-
rectly diagnosed as sick  
 
FP = False positive: Healthy individuals wrongly 
identified as sick  
 
TN = True negative: Healthy individuals cor-
rectly identified as healthy  
 
FN = False negative: Diseased individuals 
wrongly identified as healthy 

 
Accuracy, sensitivity and specificity 

Clinical research often investigates the 
statistical relationship between the test re-
sults and the presence of disease. In this 
study, we used three components that de-
termine the performance of neural net-
works. Sensitivity is the probability that a 
test is positive (a symptom is present), 
given that the person has the disease. 

 Predicted 
Actual  

Positive Negative 

Positive TP FN 

Negative FP TN 
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FNTP
TPysensitivit
+

=              (12) 

 
Specificity is the probability that a test 

is negative (a symptom is not present), 
given that the person does not have the dis-
ease. 

 

FPTN
TNyspecificit
+

=               (13) 

 
Accuracy is the proportion of correct 

classifications in the set of predictions. 
 

FNFPTNTP
TNTPaccuracy

+++
+

=       (14) 

 
 

RESULTS 

Optimization of artificial neural network 
To achieve maximal performance fine-

tuning of the parameters were performed. 
Particularly, number of nodes in the hidden 
layer, learning epoch size, learning rate (η) 
and momentum (µ) was adjusted when us-
ing BPNN and BNN while the spread pa-
rameter was optimized when using PNN. 

The optimal number of nodes in the 
hidden layer was determined by varying the 
number of nodes from 1 to 50 while fixing 
the settings for the remaining parameters. 
The results were plotted as a function of 
RMSE. The optimal value was found to be 
24 and 11 for BPNN (Fig. 4a) and BNN 
(Fig. 4b), respectively. 
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Figure 4: Plot of the number of nodes in hidden layer as a function of RMSE (■) using BPNN (a) and 
plot of the number of nodes in hidden layer as a function of RMSE for BNN (■) using BNN (b) 
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In order to avoid overtraining of the 
predictive model, the learning epoch size 
was subsequently optimized from 50 to 
1000 in increments of 50 and learning was 
stopped once a detectable rise in RMSE for 
the leave-one-out cross-validated testing set 
was observed. By making a plot of the 
RMSE as a function of the learning epoch 
size, the best learning time was found to be 
100 and 50 for BPNN (Fig. 5a) and BNN 
(Fig. 5b), respectively. 

In the same manner, the optimal set-
tings for the learning rate and momentum 
was determined by simultaneously varying 
the number of learning rate and momentum 
in the range of 0 to 1 and subsequently 
making a surface plot of RMSE against the 
relevant learning rates and momentums 
(Fig. 6). The momentum and learning rate 

providing a minimum global surface of er-
ror was then chosen as the optimum. It had 
been found that the optimal learning rate 
and momentum of BPNN was 0.1 and 0.7, 
which was nearly similar to those observed 
in BNN (0.1 and 0.6). 

The optimization of PNN calculation 
was carried out in a trial-and-error manner 
by optimizing the spread parameter in the 
range of 0.1 to 5 with intervals of 0.1. The 
resulting prediction accuracy was then plot-
ted as a function of the spread parameter as 
shown in Fig. 7. It was observed that in-
creasing the magnitude of the spread pa-
rameter resulted in an enhancement of the 
accuracy of prediction that was kept stable 
once spread parameter was in excess of 0.9. 
Therefore, the spread parameter of 0.9 was 
chosen as the optimum. 
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Figure 5: Plot of the number of learning epoch as a function of RMSE for the training set (■) and vali-
dation set (■) using BPNN (a) and plot of the number of learning epoch as a function of RMSE for the 
training set (■) and validation set (■) using BNN (b)
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(a)

(b)

 
 
Figure 6: Surface plot of the learning rate and 
momentum as a function of RMSE for BPNN (a) 
and surface plot of the learning rate and mo-
mentum as a function of RMSE for BNN (b) 
 
 

 
 
Figure 7: Plot of the spread value as a function 
of correct classification 
 

Optimization of support vector machine 
For support vector machine calcula-

tions, the C parameter was optimized when 
using linear kernel SVM in the range of 2-17 
to 217 at an interval of 2. Fig. 8a shows the 
plotting of RMSE versus C parameter. The 
minimum value of RMSE is optimal at C 
parameter of 2-3 for linear kernel SVM. 

Polynomial kernel SVM has two pa-
rameters (exponent parameter and C pa-
rameter) that must be optimized. The expo-
nent parameter was adjusted from 2 until 10 
and the C parameter was adjusted from 2-17 
until 217 by an interval of 2. We found that 
the optimal exponent parameter is 22 and C 
parameter is 2-13 as shown in Fig. 8b. 

Finally, the RBF kernel SVM was op-
timized by adjusting the C parameter and 
gamma (γ) parameter by an interval of 2. 
The optimal value of parameter was deter-
mined by making a surface plot of RMSE 
as a function of C parameter and γ parame-
ter. The optimal C parameter and γ parame-
ter are 213 and 2-17 (Fig. 8c), respectively. 
 
Prediction of ischemic heart disease 

Machine learning models for identifi-
cation of IHD were based on three learning 
algorithms that included BPNN, BNN and 
PNN. Each of the predictive models was 
constructed by training with 74 MCG pat-
terns (26 IHD and 48 normal cases) under 
optimal parameter settings. The perform-
ance of IHD classification was then tested 
on 51 MCG patterns consisting of 29 IHD 
cases and 22 normal controls. To investi-
gate the prediction performance and to find 
the optimum decision threshold, ROC curve 
of each model was calculated and shown in 
Fig. 9. The decision threshold of BPNN and 
BNN was varied in the range of -1 to 1 and 
0 to 1, respectively. The resulting predic-
tion sensitivities were plotted as a function 
of one minus relevant specificities. Models 
giving greater area under the ROC curve 
provided better prediction performance than 
models offering the lesser area. It was ob-
served that the area under the ROC curve 
given by the BPNN model was 0.9059 which 
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Figure 8: Plot of the C parameter of linear ker-
nel SVM as a function of RMSE (a), plot of the 
C parameter of polynomial kernel SVM as a 
function of RMSE (b) and surface plot of C pa-
rameter and gamma (γ) as a function of RMSE 
(c) 
 
 
 
 

was slightly higher than the BNN model 
which was 0.8495. The optimal decision 
thresholds were 0.1 and 0.5 for BPNN and 
BNN models, respectively. As represented 
in Table 2, 25 out of 29 IHD cases could be 
correctly identified by BPNN and PNN, 
while only one IHD failed to be classified 
by BNN (see Table 2). In the classification 
of normal individuals, BPNN outperformed 
both BNN and PNN. Fifteen normal MCGs 
were correctly classified by BPNN, while 
10 and 11 normal patterns were made by 
BNN and PNN. 
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Figure 9: ROC curve showing possible trade-
offs between true positives (sensitivity) and 
false positives (1-specificity) for BPNN (■) and 
BNN (■) 

 
For the SVM models, the linear kernel 

SVM gave the highest correctly classified 
accuracy of 18 out of 22 normal cases and 
20 out of 29 IHD cases (see Table 2) but 
the highest sensitivity is obtained using po-
lynomial kernel SVM and the highest speci-
ficity is obtained from the RBF kernel SVM 
(see Table 3). 

In addition, the prediction performance 
of these six machine learning models could 
be statistically demonstrated in terms of the 
prediction accuracy, sensitivity and speci-
ficity as shown in Table 3. Comparable ac-
curacy of prediction (78.43 %) was ob-
served for BPNN and BNN learning mod-
els. However, BNN exhibited relatively 
higher sensitivity but lesser specificity of 
predictions than those made by BPNN. 
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Table 2: Confusion matrix shows the prediction results of the 51 cases in the testing set

 Predicted BPNN BNN PNN Linear SVM Polynomial 
SVM RBF SVM 

Actual 
 

 IHD Normal IHD Normal IHD Normal IHD Normal IHD Normal IHD Normal 

IHD 25 4 28 1 25 4 20 9 26 3 12 17 

Normal 7 15 10 12 11 11 4 18 12 10 3 19 

 

 
Table 3: The prediction performance of classifi-
cation models 

Classifiers Accuracy 
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

BPNN 78.43 86.21 68.18 

BNN 78.43 96.65 54.55 

PNN 70.59 86.21 50.00 

Linear 
SVM 74.51 68.97 81.82 

Polynomial 
SVM 70.59 89.66 45.45 

RBF SVM 60.78 41.38 86.36 

 

DISCUSSION 
Machine learning plays an important 

role in knowledge discovery of medical da-
ta. It is widely applied for identification or 
classification of many diseases. For exam-
ple, predicting of cancer diseases and heart 
diseases (Fenici et al., 2005; Vibha et al., 
2006; Polat and Gunes, 2007; Mobley et al., 
2000; Temurtas et al., 2009). Our previous 
works had employed various machine algo-
rithms in attempts to automatically distin-
guish between normal MCG and ischemic 
patterns. Under utilization of direct kernel-
self organizing map (DK-SOM), direct ker-
nel-partial least square (DK-PLS) and back 
propagation neural network (BPNN) on 
wavelet and time domains of MCG. 

We employed six types of machine 
learning model for identification of 
ischemic heart disease using J-T interval of 
abnormal MCG pattern as inputs (Berul et 
al., 1994; On et al., 2007). On the other 
hand, MCG had higher sensitivity for de-
tecting myocardial ischemia than conven-
tional 12-lead ECG (Sato et al., 2001). 

As seen from previous diagnosis of 
IHD heart patterns with direct kernel meth-
ods, Embrechts et al. reported classification 
accuracy between 71 % and 83 % using di-
rect kernel based self-organizing maps 
(DK-SOM), direct kernel partial least 
square (DK-PLS) and least-squares support 
vector machines (LS-SVM), which is also 
known as kernel ridge regression (Em-
brechts et al., 2003). Moreover, the back-
propagation neural network (BPNN) and 
direct kernel self-organizing map (DK-
SOM) were applied for identification of 
IHD. The BPNN obtained 89.7 % sensitiv-
ity, 54.5 % specificity and 74.5 % accuracy, 
while the DK-SOM obtained higher sensi-
tivity, specificity and accuracy than BPNN. 
The DK-SOM obtained 86.2 % sensitivity, 
72.7 % specificity and 80.4 % accuracy 
(Tantimongcolwat et al., 2008). 

In this study, we employed various al-
gorithms of neural network for classifica-
tion task. Results of BPNN and BNN shows 
that both classifiers had equal performance 
of 78.43 % accuracy which was higher than 
that of the PNN classifier, which had 
70.59 % classification accuracy. Sensitivity 
of BPNN classifier (86.21 %) was lower 
than that of BNN classifier (96.55 %), 
while specificity of BPNN classifier 
(68.18 %) was higher than that of BNN 
classifier (54.55 %). Although PNN classi-
fier had the lowest accuracy but it also ex-
hibited the highest specificity (73.33 %). In 
addition, linear kernel SVM came out to be 
the best performing classifier with a classi-
fication accuracy of 74.51 % but such re-
sults is still less than that of BPNN and 
BNN. The polynomial kernel SVM had the 
best sensitivity (89.66 %) but was also less 
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than BNN. Finally, the RBF kernel had the 
highest specificity (86.36 %) as compared 
with the other classifiers. 
 

CONCLUSION 
This paper presents a comparative 

analysis of prediction model for IHD identi-
fication by using three algorithms of neural 
network and three kernels of support vector 
machine. The 125 cases were randomly 
separated into 74 cases for training set and 
51 cases for testing set. In order to optimize 
the neural network structure, we used a 10-
fold cross-validation on training set. The 
optimal parameters of neural network was 
determined by averaging the values from 10 
runs. 

Comparison of the prediction perform-
ance of IHD identification was performed 
using three neural network algorithms and 
three support vector machine kernels as ap-
plied on the 51 cases of testing sets. The 
result shows that BPNN and BNN gave the 
highest classification accuracy of 78.43 %, 
while RBF kernel SVM gave the lowest 
classification accuracy of 60.78 %. BNN 
presented the best sensitivity of 96.55 % 
and RBF kernel SVM displayed the lowest 
sensitivity of 41.38 %. Both polynomial 
kernel SVM and RBF kernel SVM pre-
sented the minimum and maximum speci-
ficity of 45.45 % and 86.36 %, respectively. 
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