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Abstract

Hilbert transform pairs of wavelets, biorthogonal wavelets and frames were found

to be attractive in many applications. The Hilbert transform pairs are, however,

hardly adoptable for applications, since their two-scale symbols are not trigono-

metric polynomials. Moreover, the symbols can not be implemented as FIR filters,

nor rational IIR filters. That is the reason why approximations are constructed by

many researchers in spite of the theoretical existence of the Hilbert transform pairs

of wavelets, biorthogonal wavelets, and frames. But these conventional approaches

have two drawbacks. Firstly, the wavelets and refinable functions do not have closed

forms. Secondly, the symmetry, or ”linear phase”, of the wavelets and refinable func-

tions is an important constraint in many applications. But, the results, however,

show that it is not easy to get symmetric Hilbert transform pairs of wavelets (or

generators of frames).

In the first half of this thesis, we study the construction of Hilbert transform pair

of MRA tight frames, which overcomes the drawbacks of the conventional construc-

tions. Namely, our first research contributions are as follows:

• We show that for a given MRA tight frame {ψj,k,`}, the family {Hψj,k,`}
is an MRA tight frame as well. Furthermore, we present a general method

producing an MRA tight frame {Tψj,k,`} from a given one, where T is a

linear operator including the Hilbert transform.

• For the sake of the application, we demonstrate an approximate Hilbert

transform {Ψ̃j,k,`} such that Ψ̃j ≈ Hψj and Ψ̃j has closed form and almost

symmetry.

In the second half of this thesis, we focus on the work of Zhao. He constructed

the biorthogonal wavelet {Λψ, Λ−1ψ̃} for a given biorthogonal wavelet {ψ, ψ̃} and

applied it to the filtered backprojection algorithm of computed tomography. The

Λ-operator is defined by Λ = HD , where D is the differential operator. The Λ-

operator appears in the inversion formula for the Radon transform and plays an

important role in the filtered backprojection algorithm. His construction is based

on the general method of generating a biorthogonal wavelet from a given one. The



associated filters are described by IIR filters and they were approximated by FIR

filters by truncation.

We generalize the result of Zhao to MRA bi-frames in association with the first two

results of this thesis. Namely, the other main results of this thesis are as follows:

• We show that it is possible to construct the MRA bi-frame ({Λψj,k,`}, {Λ−1ψj,k,`})
for a given MRA tight frame {ψj,k,`}. In addition, we present a general

method generating an MRA bi-frame
(
{Tψj,k,`}, {T−1ψ̃j,k,`}

)
from a given(

{ψj,k,`}, {ψ̃j,k,`}
)
, where the linear operator T (possibly unbounded) in-

cludes the Hilbert transform, differentiation/integration, and the Λ-operator.

• Using the second result of this thesis, we present an approximation of

({Λψj,k,`}, {Λ−1ψj,k,`}) .

In addition to the approximation, we propose an approximation of the Ram-Lak

filter. We expect that this result can be employed in the filtered backprojection

algorithm of computed tomography.



Acknowledgements

Many people have contributed in various ways to this thesis. First and foremost,
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CHAPTER 1

Mathematical background

1.1. Introduction

It is well-known that wavelets and frames of L2(R) have advantages in time-

frequency analysis and other applications ([5, 17, 21, 31]). In particular, spline

wavelets and frames have been of great interest due to their benefits in the following

points: size of the time-frequency window, computational complexity and efficiency,

simplicity in implementation, smoothness and symmetry of the wavelets, and order

of approximation ([5]). One of the basic methods for such constructions involves

cardinal B-splines, which are taken for the simplest functions with such properties.

In addition, they possess ’total positivity’ that controls zero-crossing and shapes of

the spline curves. Their properties are known to be crucial to computation, graphical

display, real-time processing of discrete data ([5]).

Chui et al. ([7, 8]) constructed spline MRA tight frame whose generators have high

order of vanishing moments apart from the good properties of splines. We will recall

the approach and demonstrate new examples in chapter 3 and the appendix. These

examples will be adopted for the demonstration of the main result of this thesis. In

section 3.4, algorithms of DFRT (Discrete Frame Transformation) will be given.

Recently, Hilbert transform pairs of wavelets, biorthogonal wavelets and frames

were found to be attractive in many applications ([15, 16, 18, 26, 27, 28, 30]).

The Hilbert transform pairs are, however, hardly adoptable for applications, since

their two-scale symbols are not trigonometric polynomials. Moreover, the symbols

can not be implemented as FIR filters, nor rational IIR filters ([26]). That is the

reason why approximations are constructed by many researchers in spite of the the-

oretical existence of the Hilbert transform pairs of wavelets, biorthogonal wavelets,

frames, see e.g. [15, 16, 18, 26, 27, 28]. Kingsbury proposed the dual-tree wavelet

transform in [18], where he constructed a pair of wavelet frames, each having 2 gener-

ators, and such that the generators of one frame are approximate Hilbert transforms
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of the generators of the other. Selesnick ([26]) showed that, when an MRA (Mul-

tiresolution analysis) wavelet ψ is given, Hψ is an MRA wavelet as well, where H
denotes the Hilbert transform. The relations between the two refinable functions

and two-scale symbols are given. Furthermore, he imposed several constraints on

the two-scale symbols in order to obtain approximate Hilbert transform pairs of

wavelets ([26]), biorthogonal wavelets ([27]), and frames ([28]). He calls the cor-

responding discrete transform the double-density dual-tree DWT ([28]). Gopinath

generalized the result of Kingsbury ([18]) and Selesnick ([26, 27, 28]) to an approx-

imately shift invariant redundant dyadic wavelet transform - the phaselet transform

([15, 16]). For biorthogonal wavelets, these constructions are special cases of a gen-

eral approach of Zhao, who showed how one can construct new MRA biorthogonal

wavelets {Tψj,k, T
−1ψ̃j,k} from given ones ([30]), where T is a linear (possibly un-

bounded) operator and ψj,k = 2j/2ψ(2j · −k). In his work, the Hilbert transform

pair of the given MRA biorthogonal wavelet was demonstrated as a special case.

All these approaches have two drawbacks. Firstly, the wavelets and refinable func-

tions do not have closed forms. Similar to the construction of Daubechies wavelets,

the two-scale symbols are found so that the resulting wavelets form a Hilbert trans-

form pair. Then the function values of the corresponding wavelets and refinable

functions at the dyadic points are computed by the cascade algorithm. But, in some

applications and industry standards, explicit analytic formulation of the functions

are required ([7]). Secondly, the symmetry, or ”linear phase”, of the wavelets and

refinable functions is an important constraint in many applications ([27, 28]). The

results ([15, 16, 26, 27, 28]), however, show that it is not easy to get symmetric

Hilbert transform pairs of wavelets (or generators of frames).

The first half of this thesis is devoted to the generalization and development

of these results to the MRA tight frames. First, we introduce the definition and

several properties of the Hilbert transform in chapter 2. In addition, some basic

notions and formulas relating to the filtered backprojection algorithm of computed

tomography are given. Then we examine the existence of the MRA tight frame

{Hψj,k,`} as well as its approximation under the assumption that an MRA tight

frame {ψj,k,` := 2k/2ψj(2
k · −`), 1 ≤ j ≤ r, k, ` ∈ Z} is given. In particular, we are

interested in the MRA tight frames which are characterized by [7] and [13], that
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enable the generators to have a high order of vanishing moments. We will recall the

characterizations in chapter 4.

In summary, we study the solutions of the following questions.

(Q 1) For a given MRA tight frame {ψj,k,`}, is the family {Hψj,k,`} an MRA tight

frame as well? Furthermore, can we find a general method producing an

MRA tight frame {Tψj,k,`} from a given one, where T is a linear operator

including the Hilbert transform?

(Q 2) Can we find an approximate Hilbert transform {Ψ̃j,k,`} such that Ψ̃j ≈ Hψj

and Ψ̃j has closed form and symmetry?

For the solution of (Q 1) we adopt the approaches of Selesnick ([26, 27, 28]) and

Zhao ([30]) and show in chapter 4 that they work for MRA tight frames as well.

In addition, a general way will be given, that enables us to go from an MRA tight

frame to another. Furthermore, in Theorem 4.12 we suggest an alternative descrip-

tion (4.20)-(4.23) of Selesnick’s approach. On the basis of our new description, we

suggest an answer of (Q 2) in chapter 5 using Thiran allpass filters which were

employed in [15, 16, 26, 27, 28]. In particular, our new description contains a for-

mulation of the Hilbert transform pair in terms of B-splines of order m and m + 1.

When we adopt some examples of the spline MRA tight frames of order m, we find

their approximate Hilbert transforms as finite linear combinations of B-splines of

order m + 1 as well, i.e. they have closed forms, and are almost symmetric unlike

the afore-mentioned approaches. Furthermore, our approximate Hilbert transforms

have compact support, high order of vanishing moments, and enough regularity.

On the other hand, we show that Ψ̃j satisfies the characterizing identities of MRA

tight frames approximately. From this fact, we introduce the notion of approximate

MRA tight frames in chapter 5. In chapter 6, we lay emphasis on the tightness of

the approximate Hilbert transforms. Namely, for given spline MRA tight frames we

search their approximate Hilbert transforms which are themselves spline MRA tight

frames. For examples, we take some spline MRA tight frames from chapter 3 and

the appendix and demonstrate their approximate Hilbert transforms.
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Next, we take the operator Λ = HD into account, where D is the differential opera-

tor. The Λ-operator appears in the inversion formula for the Radon transform and

plays an important role in the filtered backprojection algorithm. In the second half

of this thesis, we focus on the work of Zhao ([30]). He constructed the biorthogonal

wavelet {Λψ, Λ−1ψ̃} for a given biorthogonal wavelet {ψ, ψ̃} and applied it to the fil-

tered backprojection algorithm of computed tomography. His construction is based

on the general method of generating a biorthogonal wavelet from a given one ([30,

Theorem 4.1]). The associated filters are described by IIR filters and they were ap-

proximated by FIR filters by truncation. Our study is devoted to the generalization

of Zhao’s result to MRA bi-frames in association with the solutions of (Q 1) and (Q

2). Namely, we will seek the solutions of the following problems.

(Q 3) Can we construct the MRA bi-frame ({Λψj,k,`}, {Λ−1ψj,k,`}) for a given

MRA tight frame {ψj,k,`}? In addition, can we find a general method gener-

ating an MRA bi-frame
(
{Tψj,k,`}, {T−1ψ̃j,k,`}

)
from a given

(
{ψj,k,`}, {ψ̃j,k,`}

)
,

where the linear operator T (possibly unbounded) includes the Hilbert

transform, differentiation/integration, and the Λ-operator?

(Q 4) Can we find an approximation of ({Λψj,k,`}, {Λ−1ψj,k,`})?

In the study of the solution of (Q 3), we begin with the characterization of MRA

bi-frames which will be given in Proposition 7.1. After that we take a close look at

the formulation of the Λ-operator and we reveal that the commutation of the MRA

tight frame {Hψj,k,`} brings us the desired MRA bi-frame. For the general method

in (Q 3), we generalize the result of [30, Theorem 4.1] and extend the solution of

(Q 1). These results will be given in Theorem 7.9. In section 7.5, we deal with

the lifting scheme for MRA bi-frames, which is not included as a special case of

Theorem 7.9. Furthermore, we show in chapter 8 that (Q 4), again, is answered by

the commutation of the proposed solution of (Q 2). As in the case of approximate

MRA tight frames, we introduce the notion of approximate MRA bi-frames. Using

the approximation, we propose an approximation of the Ram-Lak filter. We expect

that this result can be employed in the filtered backprojection algorithm of computed

tomography.
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1.2. Orthonormal wavelets

In this section we give some basic notions which will be used throughout this

dissertation. The Fourier transform of f ∈ L2(R) is defined as

f̂(ξ) =

∫

R
f(x)e−ixξdx, ξ ∈ R.

The inner product and norm for the space L2(R) are

〈f, g〉 =

∫ ∞

−∞
f(x)g(x)dx, ‖f‖L2(R) = 〈f, f〉1/2.

A function ψ ∈ L2(R) is an orthonormal wavelet provided that the system {ψj,k :

j, k ∈ Z} is an orthonormal basis for L2(R), where

ψj,k(x) = 2j/2ψ(2jx− k) for all j, k ∈ Z.

In other words, ψ ∈ L2(R) is an orthonormal wavelet if

〈ψj,k, ψ`,m〉 = δj,`δk,m ∀ j, k, `,m ∈ Z(1.1)

and every f ∈ L2(R) can be written as

f =
∞∑

j,k=−∞
cj,kψj,k, cj,k = 〈f, ψj,k〉(1.2)

with strong convergence in L2(R). A multiresolution analysis (MRA) consists of a

sequence of closed subspaces Vj, j ∈ Z, of L2(R) satisfying ([17, p.44])

(1) Vj ⊂ Vj+1 for all j ∈ Z,

(2) f(·) ∈ Vj ⇔ f(2·) ∈ Vj+1 for all j ∈ Z,

(3)
⋂

j∈Z Vj = {0},
(4)

⋃
j∈Z Vj = L2(R),

(5) There exists a function φ ∈ V0, such that {φ(·−k)|k ∈ Z} is an orthonormal

basis for V0.

The function φ is called scaling (or refinable) function of the MRA. The condition

(5) can be weakened to {φ(· − k)|k ∈ Z} being a Riesz basis for V0, viz. for every

f ∈ V0 there exists a unique sequence (αn)n∈Z ∈ `2(Z) such that

f(x) =
∑

n∈Z
αnφ(x− n),
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with convergence in L2(R), and

A
∑

n∈Z
|αn|2 ≤

∥∥∥∥∥
∑

n∈Z
αnφ(x− n)

∥∥∥∥∥

2

L2(R)

≤ B
∑

n∈Z
|αn|2

with constants 0 < A ≤ B < ∞ independent of f . It is known ([17]) that condition

(3) is obsolete.

We say that the wavelet ψ is associated with an MRA, or that ψ is an MRA wavelet,

if there exists a function φ ∈ L2(R) such that the system {φ(· − k)|k ∈ Z} is an

orthonormal basis for V0, where

Vj :=

j−1⊕

k=−∞
Wk, Wk = closL2(R)span{ψk,` : ` ∈ Z}.(1.3)

(Note that Vj satisfies (1) to (4) automatically from its definition, since {ψj,k : j, k ∈
Z} is an orthonormal basis for L2(R).) Shortly, ψ is an MRA wavelet if the sequence

of the spaces (Vj)j∈Z constitutes an MRA. If we have such an MRA wavelet, every

function f ∈ L2(R) can be approximated as closely as desired by fn ∈ Vn for some

n ∈ Z, by the property (4). By the fact that Vn = Vn−1

⊕
Wn−1, we obtain

fn = fn−1 + gn−1

= fn−` + gn−` + · · ·+ gn−1,(1.4)

where gk ∈ Wk, k = n − 1, . . . , n − `. The decomposition in (1.4) is called wavelet

decomposition. The function fn−` is a coarse approximation of f and gn−1, . . . , gn−`,

are differences or details of f ([5, p.19]). This decomposition provides a multilevel

description of f , which has very important applications in signal/image processing

([31, p.151, 214]).

Now from the fact that φ ∈ V0, ψ ∈ W0 and V1 = V0

⊕
W0, φ and ψ are linear

combinations of φ1,k = 21/2φ(2 ·−k), k ∈ Z. That is to say, there exist two sequences

{pk} and {qk} ∈ `2(Z) such that

φ(x) =
∑

k∈Z
pkφ(2x− k),(1.5)

ψ(x) =
∑

k∈Z
qkφ(2x− k),(1.6)

6



for all x ∈ R. The formulas (1.5) and (1.6) are called two-scale relations of the refin-

able function and wavelet, respectively ([5, p.19]). Each of the sequences {pk} and

{qk} is called two-scale sequence of the refinable function and wavelet, respectively.

If we take Fourier transforms, the formulas (1.5) and (1.6) are equivalent to

φ̂(ξ) = P (ξ/2)φ̂(ξ/2), P (ξ) :=
1

2

∑

k∈Z
pke

−ikξ,

ψ̂(ξ) = Q(ξ/2)φ̂(ξ/2), Q(ξ) :=
1

2

∑

k∈Z
qke

−ikξ.

We call P and Q the two-scale symbols of the refinable function and wavelet, re-

spectively ([5, p.122]).

It is well known that the constructions of such φ and ψ are based on the periodic

function P (ξ) such that

P (0) = 1(1.7)

and

|P (ξ)|2 + |P (ξ + π)|2 = 1, Q(ξ) = e−iξP (ξ + π).(1.8)

We call P and Q that satisfy (1.7) and (1.8) conjugate quadrature filters (CQF) ([4,

p.313]). In addition, P and Q are called finite impulse response (FIR) filters, if only

finitely many coefficients pk (resp. qk) are nonzero. They are called infinite impulse

response (IIR) filters otherwise. The associated refinable function φ and wavelet ψ

are defined by

φ̂(ξ) =
∞∏

k=1

P (2−kξ)

and

ψ̂(ξ) = Q(ξ/2)φ̂(ξ/2) = e−iξ/2P (ξ/2 + π)φ̂(ξ/2).

For efficiency in computation and applications, wavelets with the following proper-

ties are desirable,

• φ and ψ have compact support and are smooth,

• ψ has L vanishing moments, i.e.
∫ ∞

−∞
tkψ(t)dt = 0, for 0 ≤ k < L,

• ψ is symmetric or antisymmetric,

7



• φ and ψ have finite two-scale sequences, i.e. the two-scale symbols P and

Q are trigonometric polynomials.

1.3. Biorthogonal wavelets

It is known that the CQF’s have some disadvantages for practical design and ap-

plications. One of them is that they cannot be both FIR and linear phase (real and

symmetrical coefficients) ([4, p.314]). This is one of the reasons so-called biorthogo-

nal wavelets are considered. A pair {ψ, ψ̃} of functions is called biorthogonal wavelet,

if each set {ψj,k : j, k ∈ Z} and {ψ̃j,k : j, k ∈ Z} is a Riesz basis of L2(R) and they

are biorthogonal to each other in the sense ([17, p.423])

〈ψj,k, ψ̃`,m〉 = δj,`δk,m ∀ j, k, `, m ∈ Z.

For any f ∈ L2(R) two possible decompositions exist in these bases ([21, p.266]),

namely

f =
∑

j∈Z

∑

k∈Z
〈f, ψ̃j,k〉ψj,k =

∑

j∈Z

∑

k∈Z
〈f, ψj,k〉ψ̃j,k.

A biorthogonal wavelet {ψ, ψ̃} is called an MRA biorthogonal wavelet, when a pair

of associated scaling functions {φ, φ̃} in L2(R) exists, with ([21, p.266])

〈φ0,k, φ̃0,m〉 = δk,m ∀ k, m ∈ Z.

In other words, the spaces Vj and Ṽj which are defined as in (1.3) define two MRA’s

of L2(R)

{0} ⊂ . . . ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ . . . ⊂ L2(R),

{0} ⊂ . . . ⊂ Ṽ−1 ⊂ Ṽ0 ⊂ Ṽ1 ⊂ . . . ⊂ L2(R),

where {φ(· − k)|k ∈ Z} is a Riesz basis of V0, and {φ̃(· − k)|k ∈ Z} is a Riesz basis

of Ṽ0. For every j ∈ Z the biorthogonality implies that

Vj⊥W̃j, Ṽj⊥Wj, Vj+1 = Vj

⊕
Wj, Ṽj+1 = Ṽj

⊕
W̃j,

Vj ∩Wj = {0}, Ṽj ∩ W̃j = {0}
and thus

L2(R) =
⊕

j∈Z
Wj =

⊕

j∈Z
W̃j.

8



The corresponding two-scale relations are:

φ(x) =
∑

k∈Z
pkφ(2x− k), ψ(x) =

∑

k∈Z
qkφ(2x− k),

φ̃(x) =
∑

k∈Z
p̃kφ̃(2x− k), ψ̃(x) =

∑

k∈Z
q̃kφ̃(2x− k).

When an MRA biorthogonal wavelet is given, every f ∈ L2(R) can be decomposed

by both

f =
∑

j∈Z

∑

k∈Z
〈f, ψ̃j,k〉ψj,k =

∑

k∈Z
〈f, φ̃m,k〉φm,k +

∑
j≥m

∑

k∈Z
〈f, ψ̃j,k〉ψj,k(1.9)

and

f =
∑

j∈Z

∑

k∈Z
〈f, ψj,k〉ψ̃j,k =

∑

k∈Z
〈f, φm,k〉φ̃m,k +

∑
j≥m

∑

k∈Z
〈f, ψj,k〉ψ̃j,k,(1.10)

for every m ∈ Z.

As in the case of the MRA wavelets, we can construct an MRA biorthogonal

wavelet using the set of two-scale symbols. An MRA biorthogonal wavelet {ψ, ψ̃}
with refinable functions {φ, φ̃} can be constructed by two-scale symbols {P, P̃ , Q, Q̃}
if each of {ψj,k, j, k ∈ Z} and {ψ̃j,k, j, k ∈ Z} forms a Riesz bases of L2(R) and the

two-scale symbols

P (ξ) :=
1

2

∑

k∈Z
pke

−ikξ, P̃ (ξ) :=
1

2

∑

k∈Z
p̃ke

−ikξ,

Q(ξ) := e−iξP̃ (ξ + π), Q̃(ξ) := e−iξP (ξ + π),(1.11)

satisfy

P (ξ)P̃ (ξ) + P (ξ + π)P̃ (ξ + π) = 1, for a.e. ξ ∈ R,(1.12)

P (0) = 1 = P̃ (0), Q(0) = 0 = Q̃(0).(1.13)

In this case, the pairs {ψ, ψ̃} and {φ, φ̃} are determined by the two-scale symbols

φ̂(ξ) =
∞∏

j=1

P (2−jξ), ψ̂(ξ) = Q(ξ/2)
∞∏

j=2

P (2−jξ),

̂̃φ(ξ) =
∞∏

j=1

P̃ (2−jξ), ̂̃ψ(ξ) = Q̃(ξ/2)
∞∏

j=2

P̃ (2−jξ).

9



Now we introduce the decomposition and reconstruction algorithms of MRA biorthog-

onal wavelets. When f ∈ L2(R) is given, we have from (1.9)

f(x) =
∑

k∈Z
c̃m,kφm,k(x) +

∑
j≥m

∑

k∈Z
d̃j,kψj,k(x),

where c̃m,k := 〈f, φ̃m,k〉, d̃j,k := 〈f, ψ̃j,k〉. The following decomposition and recon-

struction algorithms are well known ([30, p.358]):

Decomposition:

c̃m−1,k =
∑

`∈Z
p̃`−2kc̃m,`, d̃m−1,k =

∑

`∈Z
q̃`−2kc̃m,`

Reconstruction:

c̃m,k =
∑

`∈Z
(pk−2`c̃m−1,` + qk−2`d̃m−1,`)

1.4. Frames

Now we introduce the notion of a frame which allows us to replace the orthonor-

mality condition (1.1) by a weaker one ([21, p.397]). Recall that, if ψ ∈ L2(R) is an

orthonormal wavelet, we have for every f ∈ L2(R)

∑

j,k∈Z
|〈f, ψj,k〉|2 = ‖f‖2

L2(R).(1.14)

Moreover, the function f can be recovered from the numbers cj,k = 〈f, ψj,k〉 and the

function ψj,k as in (1.2). It is particularly useful for applications, such as encoding

and reconstructing sounds and other signals ([17, p.397]), to relax condition (1.1)

and to allow redundancy of such systems, and yet still be able to recover f , as in

(1.2). These considerations lead us to the notion of a frame. In general, a family of

functions {ϕj : j ∈ J} ⊂ L2(R) is called a frame of the Hilbert space L2(R), if there

exist two constants A and B, 0 < A ≤ B < ∞, such that

A‖f‖2
L2(R) ≤

∑

j∈J
|〈f, ϕj〉|2 ≤ B‖f‖2

L2(R) for all f ∈ L2(R).(1.15)

If the family {ϕj : j ∈ J} satisfies only

∑

j∈J
|〈f, ϕj〉|2 ≤ B‖f‖2

L2(R) for all f ∈ L2(R),

10



we call it a Bessel family. The constants A and B in (1.15) are called frame bounds.

When A = B we say that the frame is tight. If we have a tight frame, we can recover

every f ∈ L2(R) by

f =
1

A

∑

j∈J
〈f, ϕj〉ϕj.(1.16)

A tight frame in which the family {ϕj, j ∈ J} is composed of shifts and scales of r

(in our work r = 2 or 3) generators, i.e.

{ϕj, j ∈ J} = {ψj,k,` := 2k/2ψj(2
k · −`), 1 ≤ j ≤ r, k, ` ∈ Z},

is called a wavelet tight frame. Moreover, if the generators are associated with a

refinable function, we call it an MRA tight frame. In chapter 4, we deal with such

MRA tight frames having high order of vanishing moments. Even if a frame is not

tight, we have a reconstruction formula similar to (1.16) using its dual frame. For

details see [17, Chapter 8].

Now, we introduce the notion of bi-frame ([13]) which can be understood as a

generalization of biorthogonal wavelets. When {ψ1, . . . , ψr, } and {ψ̃1, . . . , ψ̃r, } are

two families in L2(R), the pair of systems
(
{ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}, {ψ̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}

)

is called a bi-frame, if each of the two systems is a Bessel family, and they present

the perfect reconstruction formula

f =
∑

j,k,`

〈f, ψ̃j,k,`〉ψj,k,` =
∑

j,k,`

〈f, ψj,k,`〉ψ̃j,k,`, for all f ∈ L2(R).

Note that each of the two systems is necessarily a frame. When each of two systems

is a frame with an underlying MRA, the system is called an MRA bi-frame. MRA

bi-frames will be dealt with in chapter 7.
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CHAPTER 2

Hilbert transform and filtered backprojection

The Hilbert transform appears in the inversion formula for the Radon trans-

form as well as in the filtered backprojection algorithm of computed tomography.

We introduce the definitions and basic properties of the Hilbert transform, Radon

transform, and the filtered backprojection algorithm. These properties will be used

for the generation of Hilbert transform pairs of MRA tight frames in chapter 4 and

for the construction of approximate MRA tight frames in chapter 5.

2.1. Hilbert transform

In this section we introduce the notion of Hilbert transform and its basic prop-

erties. The terminology in this section is mainly taken from [3, Chapter 8].

Definition 2.1. [3, p.306] The Hilbert transform of a function f ∈ Lp, 1 ≤ p <

∞, is defined as the Cauchy principal value,

(Hf)(x) = PV

[
1

π

∫ ∞

−∞

f(u)

x− u
du

]
≡ lim

δ→0+
f∼δ (x),(2.1)

where f∼δ (x) =
1

π

∫

|u|≥δ

f(u)

x− u
du.

From the definition we have the following basic properties of the Hilbert trans-

form for f, g ∈ Lp, 1 ≤ p < ∞ ([3, pp.310-315]):

(i) The Hilbert transform Hf exists a.e.

(ii) (Linearity) H(αf + βg) = αHf + βHg a.e. for α, β ∈ C.

(iii) (Shift-invariance) H(f(·+ h))(x) = Hf(x + h) a.e. for each h ∈ R.

(iv) (Homogeneity) H(f(α·))(x) = Hf(αx), for α > 0.

(v) If f is an even (resp. odd) function, then Hf is odd (resp. even).

Some further results which are useful in forthcoming chapters are presented in the

next Proposition ((a)− (c) are from [3, pp.311-323] and (d) is from [2]).

12



Proposition 2.2. Let f ∈ Lp(R), 1 < p < ∞. Then

(a) Hf belongs to Lp(R) and satisfies

‖Hf‖Lp ≤ Cp‖f‖Lp

with some constant Cp independent of f . Moreover,

lim
δ→0+

‖Hf − f∼δ ‖Lp = 0,

i.e. the limit (2.1) exists not only pointwise a.e. but also in the Lp-norm. Especially

for f ∈ L2(R), we have

‖f‖L2(R) = ‖Hf‖L2(R).

(b)(Hilbert formula) For every g ∈ Lp′(R), 1
p

+ 1
p′ = 1,

∫

R
f(x)g(x)dx =

∫

R
Hf(x)Hg(x)dx.

In particular, for p = p′ = 2, we have

〈f, g〉L2(R) = 〈Hf,Hg〉L2(R).

(c) H(Hf)(x) = −f(x) a.e. and generally,

Hrf = (−1)br/2c ·




f, r even,

Hf, r odd.
(2.2)

(d) If f, . . . , f (k−1) ∈ AC(R) and f (k) ∈ Lp(R), then Hf, . . . , (Hf)(k−1) ∈ AC(R)

and

DkHf = HDkf a.e.(2.3)

Note that (a) doesn’t hold, in general, for f ∈ L1(R). For example, when

f(x) = 1
(1+x2)

∈ L1, its Hilbert transform Hf(x) = x
1+x2 is not in L1(R) any more

([3, p.315]). Furthermore, (a) means that the Hilbert transform defines a bounded

linear mapping from Lp to Lp. In particular, for L2(R) it preserves the norm.

It follows from (b) that H is a unitary operator on L2(R), and (c) implies that

H : Lp → Lp is bounded, linear, onto ([3, p.323]) and invertible with

H−1 = −H.
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In (d) the notation AC(R) means the space of all absolutely continuous functions,

and D is the differential operator. Hence, Hf inherits the regularity of the function

f , and the Hilbert transform and the differential operator commute under the given

regularity condition. This commutation property will contribute to the construction

of our MRA bi-frames in chapter 7.

Instead of Definition 2.1, we can give another formulation through the Fourier trans-

form. In the distributional sense, Definition 2.1 is expressed as ([3, p.324])

(Hf)(x) =

(
1

πu
∗ f

)
(x).(2.4)

For f ∈ L2(R), this gives us

(Hf )̂ (ξ) =

(
1

πu

)̂
(ξ)f̂(ξ) = −i sgn(ξ)f̂(ξ).(2.5)

Sometimes (2.5) is used as the definition of the Hilbert transform of f ∈ Lp(R), 1 <

p ≤ 2 ([26]).

Next, let us look at the close connection between the Hilbert transform and wavelets.

Firstly, if ψ ∈ L2(R) is an orthonormal wavelet, so is Hψ. Indeed, if we combine

the properties (ii)-(iv), we have for an orthonormal wavelet ψ ∈ L2(R) that

H(ψj,k) = H(2j/2ψ(2j · −k)) = 2j/2H(ψ(2j · −k)) by (ii)

= 2j/2(Hψ)(2j · −k) by (iii) and (iv)

= (Hψ)j,k.(2.6)

The unitarity of H implies that Hψ is also an orthonormal wavelet. Furthermore,

when two wavelets ψ1 and ψ2 are given satisfying ψ2 = Hψ1, then the function

η := ψ1 + iψ2 satisfies

η̂(ξ) =





2ψ̂1(ξ) a.e. ξ > 0,

0 a.e. ξ ≤ 0,
(2.7)

since

ψ̂2(ξ) =




−iψ̂1(ξ) a.e. ξ > 0,

iψ̂1(ξ) a.e. ξ ≤ 0.

It is well-known that {ηj,k|j, k ∈ Z} is an orthonormal basis of the Hardy space

H2(R) := {f ∈ L2(R)|f̂(ξ) = 0, a.e. ξ ≤ 0}. η is called a Hardy wavelet ([15]).
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The support behavior of Hardy wavelets in the Fourier domain made them useful

in many applications ([15]), and several results appeared recently dealing with (ap-

proximate) Hilbert transform pairs of wavelets ([15, 16, 18, 26, 27, 28]). One of

our main results is devoted to finding Hilbert transform pairs of MRA tight frames

and their approximations. One of the applications of Hilbert transform pairs of

wavelets/frames is the algorithm of filtered backprojection of computerized tomog-

raphy ([30]), since the operator H appears in the inversion formula of the Radon

transform, as will be explained in the next section.

2.2. Algorithm of filtered backprojection of computerized tomography

In this section we present some background on the filtered backprojection algo-

rithm. Not only the definitions of the Radon transform and its dual but also the

inversion formula of the Radon transform and the filtered backprojection algorithm

will be presented. The notations in this section are taken from [22, 23]. As the

domain of the Radon transform, one usually defines the Schwartz space ([22, p.180])

S(Rn) = {f ∈ C∞(Rn) : supx∈Rn |xjDkf(x)| < +∞ ∀ j,k ∈ Zn
+}.

The (n− 1)-dimensional unit sphere in Rn is denoted by Sn−1.

Definition 2.3. [23, p.9] The Radon transform

Rf(θ, s) =

∫

H(θ,s)

f(x)dx =

∫

θ⊥
f(sθ + y)dy(2.8)

is the integral of f ∈ S(Rn) over the hyperplane H(θ, s) := {x ∈ Rn : x · θ = s}
perpendicular to θ ∈ Sn−1 with (signed) distance s ∈ R from the origin, where

θ⊥ := {x ∈ Rn : x · θ = 0}.

Note that for n = 2, Rf is the integral over a straight line. Furthermore, Rf is

a function on the unit cylinder

Cn = {(θ, s) : θ ∈ Sn−1, s ∈ R} ⊂ Rn

and Rf ∈ S(Cn) ([23, pp.9-10]), where

S(Cn) = {g ∈ C∞(Cn) : sj ∂k

∂sk
g(θ, s) < +∞ ∀ j, k = 0, 1, 2, . . .}.
15



The dual operator R], called backprojection, is known as

R]g(x) =

∫

Sn−1

g(θ,x · θ) dθ, x ∈ Rn, g ∈ S(Cn).

Thus if we have g = Rf , the value (R]g)(x) is the average of the integrals of f over

all hyperplanes (straight lines for n = 2) which contains x ([23, p.10]). Furthermore,

we have the following inversion formula for the Radon transform for an arbitrary

dimension n ≥ 2 ([23, p.11]),

f =
1

2
(2π)−n+1I−αR]Iα+1−nRf,(2.9)

where I−α and Iα+1−n are the Riesz potentials in Rn and Cn, respectively. Note

that the Riesz potential Iα in Rn is defined by ([23, pp.5-11])

(Iαf)∧(ξ) = |ξ|−αf̂(ξ), α < n,

and the Riesz potential Iα in Cn by

(Iαg)∧(θ, σ) = |σ|−αĝ(θ, σ), α < 1,

where the univariate Fourier transform with respect to s is used. For n = 2 and

α = 0, we have in (2.9) ([23])

f =
1

4π
R]I−1Rf,

where I−1 is the Riesz potential in C2. Note that

(I−1g)∧(θ, σ) = |σ|ĝ(θ, σ) = sgn(σ)σĝ(θ, σ) = (HDg)∧(θ, σ).

Hence, we have

I−1 = HD,

where both the Hilbert transform H and the differential operator D are with respect

to the second variable s ∈ R of g ([23]). From now on we set for convenience

Λ := I−1,(2.10)

and use it in our inversion formula ([22]),

f(x) =
1

4π
(R]ΛRf)(x) =

1

4π
(R]HDRf)(x)(2.11)

=
1

4π

∫

S1

(H ∂

∂s
g)(θ,x · θ)dθ, g = Rf, x ∈ R2.(2.12)
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If we apply the definition of the Hilbert transform, we get Radon’s inversion formula

([23, p.12])

f(x) =
1

4π2

∫

R

1

t

∫

S1

∂

∂s
g(θ,x · θ + t)dθdt.(2.13)

From Radon’s inversion formula we want to point out an important practical aspect.

Note that g(θ,x · θ) is the integral of f over the straight line perpendicular to θ

through x ([22]). If we want to recover f at some point x ∈ R2 using (2.13),

we should compute the integrals along all straight lines through x + tθ for each

θ ∈ S1 and t ∈ R. In other words, computing f at some point x ∈ R2 requires

the integrals along all straight lines through the support of f ([22]). In this sense

Radon’s inversion formula is not local, and, generally, neither are the inversion

formulas in even dimensions ([22, 23]). This is the reason why some alternative

reconstruction algorithms are developed. The standard reconstruction algorithm in

two dimensions is the filtered backprojection algorithm ([22]). It is based on the

formula ([22, 23])

(R]g) ∗ f = R](g ∗ Rf),

where f ∈ S(Rn) and g ∈ S(Cn). Let g = wb and Wb = R]wb. Then the filtered

backprojection algorithm is obtained as

Wb ∗ f = R](wb ∗ Rf).

The main idea is to choose Wb as an approximation of the δ-distribution and to

determine wb by Wb = R]wb ([23]). Usually Wb is chosen to be the low-pass filter

with cut-off frequency b. Then Wb ∗ f is an approximation to f which is computed

by convolving (”filtering”) the given data Rf by wb, followed by the backprojection

operator R] (”backprojection”) ([22, pp.102-103], [23, p.81]). On the other hand,

there are several wavelet-based reconstruction algorithms (see [30]). For example,

Zhao ([30]) constructed an MRA biorthogonal wavelet {Φ, Φ̃, Λψ, Λ−1ψ} and applied

it to the decomposition of the given Rf and the reconstruction of ΛRf . Finally the

backprojection R] was applied to get the original f . This approach motivated our

study of construction of MRA bi-frames ({Λψj,k,`}, {Λ−1ψj,k,`}) and its approxima-

tion.
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CHAPTER 3

MRA tight frames of splines on an interval

Recently Chui et al. ([8, 11]) constructed MRA tight frames of splines on an

interval. The frame elements have compact support and a high order of vanishing

moments up to the order of the splines. In addition, the examples in [8, 11] reveal

that 2 or 3 symmetric/antisymmetric frame elements of the tight frame on an in-

terval can be adopted as frame generators of L2(R). In other words, the technique

of the construction of the MRA tight frames on an interval is available for the con-

struction of tight frames of L2(R) ([8]). In this chapter, we present several examples

of MRA tight frames on an interval using the approach in [8]. In particular, we

address that 2 or 3 interior wavelets generate a tight frame of L2(R) and they will

be employed in the examples of coming chapters.

3.1. Background on spline MRA tight frames on an interval

In this section we introduce basic notions and notations which are required for

the construction of spline MRA tight frames on an interval. Furthermore, we recall

several facts regarding the construction. They are mainly taken from [8, 11].

Let I = [a, b] be a bounded interval and m ≥ 2 be the order of the B-splines which

will be used as refinable functions for the description of the frame elements. Fur-

thermore, let (tj)j≥0 be a sequence of knot vectors such that

t0 ⊂ t1 ⊂ · · · ⊂ I,
⋃
j≥0

tj = I,(3.1)

lim
j→∞

h(tj) = 0, where h(tj) := maxk{t(j)k+1 − t
(j)
k }.(3.2)

Each knot vector

tj := {t(j)k : −m + 1 ≤ k ≤ Mj}, Mj ∈ N(3.3)
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is assumed to have m stacked knots at the boundaries of the interval I, and their

interior knots may be nonuniformly spaced and have multiplicities from 1 to m. In

other words, we consider each knot vector tj as an ordered set whose elements may

have multiplicities up to m such that

t
(j)
k ≤ t

(j)
k+1 and t

(j)
k < t

(j)
k+m for all k,(3.4)

t
(j)
−m+1 = · · · = t0 = a and t

(j)
Mj−m+1 = · · · = t

(j)
Mj

= b.(3.5)

For each tj, we consider the normalized B-splines of order m defined by

Ntj ;m,k(x) := (t
(j)
k+m − t

(j)
k )[t

(j)
k , . . . , t

(j)
k+m](· − x)m−1

+ ,(3.6)

where −m + 1 ≤ k ≤ Mj − m and [t
(j)
k , . . . , t

(j)
k+m] denotes the divided difference

of order m. Note that Ntj ;m,k is strictly positive on its support [t
(j)
k , t

(j)
k+m] and is

a polynomial of degree m − 1 in each interval (t
(j)
i , t

(j)
i+1), k ≤ i ≤ k + m − 1. In

addition, it has m − µ
(j)
i − 1 continuous derivatives at each t

(j)
i , where µ

(j)
i is the

multiplicity of the knot t
(j)
i ∈ tj. Now, we define Vj, j ≥ 0, to be the space of splines

of order m, generated by the family

Φj :=
[
Ntj ;m,k;−m + 1 ≤ k ≤ Mj −m

]

of the normalized B-splines with respect to tj. We have generally Mj = ](tj) −m

denoting the number of the normalized B-splines over the knot vector tj. The

sequence of spaces {Vj}j≥0 is called a nonstationary MRA of L2(I) ([8, 11]). Each

family Φj is also considered as a row vector.

Example 3.1. We look at the quadratic B-splines, of order m = 3, over

t := {0, 0, 0, 0.5, 1, 1.5, . . . , 4, 4.5, 5, 5, 5}

and

t̃ := {0, 0, 0, 0.7, 1.2, 1.2, 1.8, 2, 2, 3.1, 3.7, 4.7, 5, 5, 5}.
The knot vector t is equidistant and has simple knots except at the boundaries,

whereas t̃ is non-equidistant and has multiplicity 2 at the knot 1.2. Figure 3.1 shows

the families, say Φ and Φ̃, of the normalized B-splines with respect to t and t̃,

respectively. Note that the interior functions of Φ are composed of shifts of a single

function, but those of Φ̃ are not.
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Figure 3.1. B-splines of order 3 over t (left) and t̃ (right).

From the fact that Vj and Vj+1 are nested we have the refinement relation

Φj = Φj+1Pj.(3.7)

Namely, each Ntj ;m,k,−m+1 ≤ k ≤ Mj−m, is a linear combination of Ntj+1;m,k,−m+

1 ≤ k ≤ Mj+1 −m. The Mj+1 ×Mj matrix Pj is sparse and can be computed by

the Oslo-algorithm ([8]). Chui et al. ([8]) constructed families

Ψj := [ψj,k; 1 ≤ k ≤ nj] = Φj+1Qj, j ≥ 0,(3.8)

that generate a so called MRA tight frame of L2(I) (with respect to a quadratic form

T0). We give its definition first.

Definition 3.2. [8] Assume that {Φj}j≥0 is a locally supported family. Let S0 be

a spsd (symmetric positive semi-definite) matrix, that defines the quadratic form T0

T0f := 〈f, Φ0〉S0〈f, Φ0〉T , f ∈ L2(I).(3.9)

Then the family {Ψj}j≥0 constitutes an MRA tight frame of L2(I) (with respect to

T0), if

T0f +
∑
j≥0

nj∑

k=1

|〈f, ψj,k〉L2(I)|2 = ‖f‖2
L2(I) for all f ∈ L2(I).(3.10)

Note that this definition is slightly different from that of usual MRA tight frames

of L2(R). If S0 = I, the identity matrix, then {Ψj}j≥0 ∪ {Φ0} is a tight frame in

the usual sense. Now we introduce the notion locally supported. A function family

{Φj}j≥0 is said to be locally supported, if the sequence

h(Φj) := maxk∈Mj
length(suppφj,k)
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converges to zero. If the sequence of knot vectors (tj)j≥0 satisfies (3.2) and Φj is the

family of the normalized B-splines over tj in (3.6), then it is known that {Φj}j≥0

is locally supported ([8]). A general characterization of the MRA tight frame (with

respect to T0) is also provided in [8], and we present it here for the next section.

Theorem 3.3. [8] Let {Φj}j≥0 be a locally supported family and S0 an spsd ma-

trix such that ‖T0f‖L2(I) ≤ ‖f‖2
L2(I) for all f ∈ L2(I). Then {Ψj}j≥0 = {Φj+1Qj}j≥0

defines an MRA tight frame with respect to T0, in the sense of Definition 3.2, if and

only if there exist spsd matrices Sj of dimensions Mj × Mj, j ≥ 1, such that the

following conditions hold:

(i) The quadratic forms

Tj = 〈f, Φj〉Sj〈f, Φj〉T

satisfy

lim
j→∞

Tjf = ‖f‖2
L2(I), f ∈ L2(I).

(ii) For each j ≥ 0, we have the identity

Sj+1 − PjSjP
T
j = QjQ

T
j .(3.11)

3.2. Stationary spline MRA tight frames on an interval

For a given m, the order of the B-spline, and L, the order of vanishing moments,

and an interval I = [0, n], n ∈ N, we want to look at the practical aspect of the

construction of spline MRA tight frames (with respect to T0) of L2(I) using Theorem

3.3. In particular, we are interested in the stationary case, where

tj = I ∩ 2−jZ, j ≥ 0,(3.12)

and both boundary points 0 and n have multiplicity m. Throughout our work, we

will deal with the stationary case only (for the general case see [8, 11]). It is clear

that the nested sequence of knot vectors tj, j ≥ 0, in (3.12) satisfies (3.1) and (3.2).

Now, the family Φj of B-splines in (3.6) provides the basis of the MRA spline space

Vj, j ≥ 0. First, the matrices Pj, j ≥ 0, are computed by the Oslo-algorithm as

we already mentioned. Then spsd matrices Sj, j ≥ 0, are obtained by the method
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in [8] so that condition (i) of Theorem 3.3 holds. Moreover, the matrix on the

left hand side of condition (ii) in Theorem 3.3 is positive semi-definite. Finally,

each matrix Qj is obtained by a factorization of the matrix Sj+1 − PjSjP
T
j and

defines the family Ψj = Φj+1Qj, j ≥ 0. We have, in the end, an MRA tight frame

{Ψj}j≥0 = {Φj+1Qj}j≥0 (with respect to T0) of L2(I).

The very core of the work of Chui et al. ([8]) is the construction of such Sj’s

that eventually provide an MRA tight frame with L vanishing moments. Indeed,

the Mj × Mj matrix Sj is designed to be an approximate inverse of the Gramian

matrix Γ(tj) := [〈Ntj ;m,k, Ntj ;m,`〉] so that ΦjSj defines an approximate dual of Φj

(for further details see [8]).

Note that each family Φj is composed of 2m − 2 ”boundary functions” (B-

splines with a multiple boundary knot) and Mj − (2m − 2) ”interior functions”

(B-splines with simple knots only). For example, the family Φ in Figure 3.1 has 4

boundary functions and 8 interior functions. In the stationary case, the boundary

functions of Φj, j ≥ 1, are just scales of those of Φ0 and the interior functions of

Φj are also shifts and scales of those of Φ0. More precisely, the first m − 1 B-

splines Ntj ;m,−m+1, · · · , Ntj ;m,−1, (”left boundary functions”) have a multiple knot

0, and the last m − 1 B-splines Ntj ;m,Mj−2m+2, · · · , Ntj ;m,Mj−m, (”right boundary

functions”) have a multiple knot n. Moreover, these boundary functions are dilates

of Nt0;m,−m+1, · · · , Nt0;m,−1, and Nt0;m,Mj−2m+2, · · · , Nt0;m,Mj−m. Note that the right

boundary functions are reflection of the left boundary functions, as

Ntj ;m,Mj−2m+1−k(x) = Ntj ;m,k(n− x), −m + 1 ≤ k ≤ −1.

The interior B-splines Ntj ;m,0, · · · , Ntj ;m,Mj−2m+1, satisfy

Ntj ;m,k(x) = Nt0;m,0(2
jx− k), 0 ≤ k ≤ Mj − 2m + 1,

i.e. they are shifts and dilates of a single cardinal B-spline. The families Ψj in (3.8)

which we will construct have a similar structure; there is a fixed number s ∈ N
of ”boundary wavelets” satisfying ψj,k(x) = 2j/2ψ0,k(2

jx), 1 ≤ k ≤ s, at the left

boundary and

ψj,nj+1−k(x) = ψj,k(n− x), 1 ≤ k ≤ s,
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at the right boundary. All other functions ψj,k (”interior wavelets”) are dilates and

shifts of a fixed small number r = 2 or 3 of interior wavelets of Ψ0. Namely, in the

stationary case,

ψj,s+rk+` = 2j/2ψ0,s+`(2
j · −k), 1 ≤ ` ≤ r,

holds and we call ψ0,s+1, . . . , ψ0,s+r, the generators of the interior wavelets.

This structure does not depend on the stepsize 2−j if the interval I = [0, n] is

large enough such that the boundary scaling functions/wavelets at the left and right

boundary do not overlap. In this sense we call this construction scaling-invariant.

Hence, due to the scaling-invariant construction, we only need to find the family

Ψ0 for an MRA tight frame (with respect to T0) of L2(I). In other words, we will

find just a factorization Q0Q
T
0 of the matrix S1 − P0S0P

T
0 . The matrix Q0 has s

first columns defining the boundary wavelets, its s last columns are the reflection of

the first s columns, and the ”interior” columns are shifted versions of r generating

columns.

There is a close connection between spline MRA tight frames (with respect to

T0) on an interval and spline MRA tight frames on the real line. In the stationary

case, the examples of spline MRA tight frames (with respect to T0) ([8, 11]) suggest

that the interior wavelets of Ψ0 are splines with simple integer knots obtained as

shifts of 3 fixed symmetric generators ψ1, ψ2, ψ3, for m = 4, L = 4 ([8, 11]) (or

two symmetric generators for m = 2, L = 2 ([7, 8, 11])). Moreover, it was revealed

([8, 11]) that these 3 (or 2) generators constitute a spline MRA tight frame of L2(R)

{ψj,k,` = 2k/2ψj(2
k · −`) : j = 1, 2, 3 (or j = 1, 2), k, ` ∈ Z}

in the sense of
3 (or 2)∑

j=1

∑

k∈Z

∑

`∈Z
|〈f, ψj,k,`〉L2(R)|2 = ‖f‖2

L2(R).

In other words, these 3 (or 2) generators satisfy both of the characterizations [11,

Theorem 1] and [13, Proposition 1.11 (OEP)] of MRA tight frames of splines in

L2(R). These recently developed characterizations will be recalled in section 4.1. In

the next section and in the appendix, we extend the results. Namely, we construct

MRA tight frames on an interval of order m = 3, 4, 5, 6, and take r = 2 or 3

symmetric/antisymmetric generators ψ1, · · · , ψr, of interior wavelets of Ψ0. In the
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next chapter, we point out that the generators constitute an MRA tight frame of

L2(R).

3.3. Examples of stationary spline MRA tight frames on an interval

We develop some new examples of the spline MRA tight frames on an interval

which were not given in the work of Chui et al. ([8, 11]). For the construction,

we employ the method introduced in [8] for m = 3 (L = 1, 3), 4 (L = 2), 5 (L =

3, 5), 6 (L = 4, 6), where m denotes the order of the spline and L is the order of

vanishing moments of the frame elements. Although the approach in [8] includes

the nonstationary case, we consider only the stationary case for the sake of the

scaling-invariant construction and a simple algorithm of DFRT (Discrete Frame

Transformation).

In this section, we briefly present the general approach of the construction. The

main process of the construction is devoted to the factorization of the spsd matrix

in (3.11) for j = 0

S1 − P0S0P
T
0 = Q0Q

T
0 .

In each case, we consider the following two equidistant and simple knot vectors on

I = [0, n]

t0 = {0, · · · , 0︸ ︷︷ ︸
m

, 1, 2, · · · , n− 1, n, · · · , n︸ ︷︷ ︸
m

},(3.13)

t1 = {0, · · · , 0︸ ︷︷ ︸
m

, 0.5, 1, · · · , n− 1, n− 0.5, n, · · · , n︸ ︷︷ ︸
m

}.(3.14)

We define the families Φ0 and Φ1 of normalized B-splines of order m over the knot

vectors. The interval I = [0, n] is chosen so that the left and right boundary functions

of Φ0 do not overlap and 2 or 3 generators of the interior wavelets are apparently seen.

For given m and L, the scaling-invariant construction reveals the same generators

for different values of n, if n is large enough.

First, we compute the matrix P0 for the two knot vectors t0 and t1. The matrices

S0 and S1 depend on m, L, and the knot vectors t0 and t1, respectively and they

are computed by matlab routines in [20]. It is shown in [8, Theorem 5.7] that the

matrix S1 − P0S0P
T
0 is positive semi-definite and has the representation

S1 − P0S0P
T
0 = Et1;m,LZLET

t1;m,L,(3.15)
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where Et1;m,L is used for the description of the Lth order derivatives of the B-

splines of order m + L ([8, p.155]). The matrix ZL is sparse, symmetric, and can be

factorized on the basis of [8, Theorem 6.2] and consequently reads ZL := Q̂Q̂T . As

a result we have the representation

S1 − P0S0P
T
0 = Et1;m,LZLET

t1;m,L(3.16)

= Et1;m,LQ̂Q̂T ET
t1;m,L = Q0Q

T
0 ,(3.17)

where the matrix Q0 := Et1;m,LQ̂ defines the family Ψ0. We obtain the factorization

of ZL in a similar way as in the examples in [8] so that the interior wavelets of Ψ0

are symmetric/antisymmetric. In order to simplify the computation of the factor-

ization we employ the symmetric reductions suggested in [8]. Namely, we multiply

tridiagonal matrices (I −Ki) and (I −KT
i ) to the left and right side of ZL to get

a matrix Z̃L with a smaller bandwidth. In the examples, the symmetric reductions

are performed 0 ≤ j ≤ 3 times to get a matrix Z̃L

Z̃L = (I −Kj) · · · (I −K1)ZL(I −KT
1 ) · · · (I −KT

j ).(3.18)

Each matrix I −Ki will be precisely given in each example and has the inverse

(I −Ki)
−1 = I + Ki.(3.19)

Finally, we find a factorization Z̃L = BBT , with B = [B`, Bi, Br], where B` and Br

are, so called, the left and right blocks of B, and Bi is the interior block matrix.

In the factorization we determine the block Bi first, and then find the other blocks

from

Z̃L −BiB
T
i = B`B

T
` + BrB

T
r .

Namely, the matrix Bi will be determined so that the elements of the matrix Z̃L −
BiB

T
i are zero except at the blocks in the first and last diagonal corners. Moreover,

the right block is positive semi-definite and the 180◦-rotation of the left. Through

the Cholesky factorization we get a matrix B`, and rotate it to get Br. Hence, from

(3.18) and (3.19), we have

ZL = (I + K1) · · · (I + Kj)BBT (I + Kj) · · · (I + K1)
T ,
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and from (3.16) and (3.17)

S1 − P0S0P
T
0

= Et1;m,L(I + K1) · · · (I + Kj)BBT (I + Kj)
T · · · (I + K1)

T ET
t1;m,L

= Et1;m,LQ̂Q̂T ET
t1;m,L = Q0Q

T
0 .

As mentioned in [8], we have two representations of the elements of Ψ0. One is from

the matrix Q0 using Ψ0 = Φ1Q0, namely

ψ0,k(x) =

M1−m∑
i=−m+1

qi,kNt1,m;i(x), k = 1, . . . , n1,(3.20)

where, for convenience, the elements qi,k of Q0 carry the row index −m + 1 ≤
i ≤ M1 − m. The second equivalent representation is from the matrix Q̂ = (I +

K1) · · · (I + Kj)B

ψ0,k(x) =

M1−m−L∑
i=−m+1

q̂i,k
dL

dxL
Nt1,m+L,i(x), k = 1, . . . , n1,(3.21)

with respect to the Lth order derivatives of the B-splines of order m+L. We employ

the latter since it requires fewer coefficients and shows clearly that both the boundary

and interior wavelets have L vanishing moments. The matrices (I+K1) · · · (I+Kj)B`

and (I + K1) · · · (I + Kj)Bi give the coefficients of the left boundary wavelets and

the interior wavelets, respectively. The right boundary wavelets are reflections of

the left.

Note that each frame element has L vanishing moments and compact support. Par-

ticularly, the interior wavelets are m−2 times continuously differentiable and consist

of shifts and dilates of the 2 or 3 symmetric/antisymmetric generators. The coef-

ficients of the 2 or 3 interior wavelets and those of left boundary wavelets will be

given in expansion (3.21) in each example. For convenience, we give three exam-

ples for (m,L) = (3, 3), (5, 5), and (6, 4) in this chapter and further examples for

(m, L) = (3, 1), (4, 2), (5, 3), and (6, 6) in the appendix.

3.3.1. Construction of a quadratic spline tight frame with 3 vanishing

moments (m = 3, L = 3).

For the construction we take I = [0, 6], i.e. n = 6 in (3.13) and (3.14). Then from
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representation (3.15) we have the 11× 11 matrix

Z3 =
1

100




0.085938 0.052083 0.008681 0 0 0

0.052083 0.262587 0.167191 0.063477 0.010579 0

0.008681 0.167191 0.673289 0.385132 0.125902 0.031738

0 0.063477 0.385132 0.723877 0.490926 0.190430

..

. 0.010579 0.125902 0.490926 0.948385 0.498861

0 0.031738 0.190430 0.498861 0.771484 · · ·
... 0.005290 0.031738 0.144857 0.498861

0 0 0.031738 0.190430

0 0 0.005290 0.031738

0 0 0 0

0 0 0 0




.

Note that the last 5 columns of Z3 are the 180◦-rotation of the first 5 columns. Now,

we employ the symmetric reductions by

Z̃3 = (I −K1)Z3(I −KT
1 ),(3.22)

where

Z̃3 =
1

100




0.085938 0.052083 0 0 0 0 0

0.052083 0.262587 0.112847 0.063477 0 0 0

0 0.112847 0.520110 0.253906 0 0 0

0 0.063477 0.253906 0.723877 0.338542 0.190430 0

.

.. 0 0 0.338542 0.670573 0.338542 0

0 0 0.190430 0.338542 0.771484 0.338542 · · ·
..
.

..

. 0 0 0.338542 0.670573

0 0 0.190430 0.338542

0 0 0 0

0 0 0 0

0 0 0 0




.

and

I −K1 =




1
1

−1/6 1 −1/6
1

−1/6 1 −1/6
1

−1/6 1 −1/6
1

−1/6 1 −1/6
1

1




.(3.23)

The last 11 × 4 block of the Z̃3 is the 180◦-rotation of the first 11 × 4 block. Each

matrix I −Ki that appears in our work has the same structure as I −K1. Thus, for

convenience, we use the notation T11,1,−1/6 for this matrix. Generally, Tj,k,α denotes
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a tridiagonal matrix of dimensions j × j that has exactly the same structure as the

matrix (3.23) with k×k unit block matrix at both diagonal ends. In addition, Tj,k,α

has α instead of −1/6 in (3.23). The relation (I −Kj)
−1 = I + Kj in (3.19) reads

as T−1
j,k,α = Tj,k,−α. Now for the factorization of Z̃3 = BBT , with B = [Bl, Bi, Br],

we suggest the 11× 7 block matrix Bi given by

Bi =




0
0
0
a b

c d
b a b

c d
b a

0
0
0




.(3.24)

The 3 repeating columns of Bi will result in 3 antisymmetric interior wavelets in

the end. We compare the 5th and 6th columns of the matrices Z̃3 and BiB
T
i to

determine a, b, c, d as in Table 3.1.

13/3840 bc 39/20480 b2

103/15360 c2 + d2 13/3840 bc

13/3840 bc 79/10240 a2 + 2b2

0 0 13/3840 bc

0 0 39/20480 b2

Table 3.1. The 5th and 6th columns of Z̃3 and BiB
T
i .

Then we have,

b =
√

39/20480, c = 13/(3840× b),

a =
√

79/10240− 2b2, d =
√

103/15360− c2.

as one possible solution. Hence, we have

Z̃3 −BiB
T
i = B`B

T
` + BrB

T
r ,

and the elements of Z̃3 − BiB
T
i are zero except at the first and last 4× 4 blocks at

both diagonal corners. The first block is positive definite and its 180◦-rotation is the

last block. Through the Cholesky factorization of the first block we get the 11 × 4

matrix B`, and rotate it to get Br. Now, the matrix T11,1,1/6Bi gives the coefficients

of 7 interior wavelets

ψj(· − k), 1 ≤ j ≤ 3, 0 ≤ k ≤ 1, ψ1(· − 2),
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which are given by 3 generators ψ1 := ψ0,5, ψ2 := ψ0,6, and ψ3 := ψ0,7. Table 3.2

gives their coefficients in expansion (3.21).

i q̂0,4+i q̂1,4+i q̂2,4+i q̂3,4+i q̂4,4+i

1 25/24 25/4 25/24

2 0.727304 4.363825 9.212519 4.363825 0.727304

3 2.621470

Table 3.2. Coefficients (*100) of interior wavelets ψ0,4+i, i = 1, 2, 3,

in expansion (3.21).

The supports of ψ1, ψ2, ψ3, are

supp ψ1 = [0, 4], supp ψ2 = [0, 5], supp ψ3 = [1, 4].

The graphs of the three generators are shown in Figure 3.2.
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Figure 3.2. Three antisymmetric generators of the quadratic spline

tight frame with 3 vanishing moments and simple interior knots.

Table 3.3 lists the coefficients in (3.21) of the 4 boundary wavelets for the left

endpoint of the interval. The reflections of these functions give the 4 boundary

i q̂−2,i q̂−1,i q̂0,i q̂1,i q̂2,i

1 2.931510 1.776673 0.296112

2 4.806466 3.369007 1.320649 0.220108

3 7.363799 3.268805 0.544801

4 0.226876 1.361258 0.226876

Table 3.3. Coefficients(×100) of boundary wavelets ψ0,i, i =

1, . . . , 4, in expansion (3.21).
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wavelets at the other endpoint 6. The graphs of the boundary wavelets for the left

endpoint are shown in Figure 3.3.
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Figure 3.3. Boundary wavelets of the quadratic spline tight frame

with 3 vanishing moments and simple interior knots.

3.3.2. Construction of a quartic spline tight frame with 5 vanishing

moments (m = 5, L = 5).

We take n = 11 in (3.13) and (3.14) for the construction. For a factorization of the

21× 21 matrix Z5 in (3.15) we get

Z̃5 = T21,4,−5/16T21,3,−1/10Z5T
T
21,3,−1/10T

T
21,4,−5/16,

by two symmetric reductions. Now we are going to get a factorization Z̃5 = BBT ,

where B = [Bl, Bi, Br]. We take the 21× 10 block matrix Bi given by

Bi =




0
...
0
a e
b c f
a d g a

c f b
e a

... e
c f
d g a
c f b

e a
0
...
0




,
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where Bi has 6 null rows at the top and the bottom, and find a solution similarly

to the previous example. A numerical solution is

a = 0.366152× 10−2, b = 1.152073× 10−2, c = 0.059178× 10−2, d = 0.284117× 10−2,

e = 0.571251× 10−2, f = 0.999690× 10−2, g = 2.402380× 10−2.

From the columns of the matrix T21,3,1/10T21,4,5/16Bi we obtain the coefficients (see

Table 3.4) of 10 interior wavelets

ψj(· − k), 1 ≤ j ≤ 3, 0 ≤ k ≤ 2, ψ1(· − 3),

which are given by 3 antisymmetric generators ψ1 := ψ0,10, ψ2 := ψ0,11, and ψ3 :=

ψ0,12. Their supports are

supp ψ1 = [0, 8], supp ψ2 = [1, 8], supp ψ3 = [0, 9],

and their graphs are shown in Figure 3.4.

i q̂0,9+i q̂1,9+i q̂2,9+i q̂3,9+i q̂4,9+i q̂5,9+i q̂6,9+i q̂7,9+i q̂8,9+i

1 0.011442 0.114422 0.515686 1.380918 0.515686 0.114422 0.011442

2 0.014796 0.147964 0.313710 0.147964 0.014796

3 0.017852 0.178516 0.781998 1.928950 2.788170 1.928950 0.781998 0.178516 0.017852

Table 3.4. Coefficients(*100) of interior wavelets ψ0,9+i, i = 1, 2, 3,

in expansion (3.21).
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Figure 3.4. Three antisymmetric generators of interior wavelets of

the quartic tight frame with 5 vanishing moments and simple interior

knots.
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i q̂−4,i q̂−3,i q̂−2,i q̂−1,i q̂0,i q̂1,i q̂2,i q̂3,i q̂4,i q̂5,i q̂6,i

1 0.083801 0.129096 0.080878 0.022197 0.002220

2 0.268477 0.371396 0.278256 0.114840 0.026368 0.002637

3 0.651194 0.800265 0.509584 0.217970 0.067069 0.013719 0.001372

4 1.000536 1.325019 0.963876 0.456642 0.149937 0.036015 0.006370 0.000637

5 1.298451 1.525510 1.069101 0.522368 0.178372 0.038223 0.003822

6 0.149179 1.491788 1.508878 0.940359 0.364858 0.082067 0.008207

7 0.050778 0.507781 1.818456 1.427776 0.598845 0.138202 0.013820

8 0.009743 0.097426 0.086200 0.023169 0.002317

9 0.000335 0.003345 0.011374 0.003345 0.000335

Table 3.5. Coefficients (*100) of the 9 boundary wavelets ψ0,i, i =

1, . . . , 9, in expansion (3.21).

Furthermore, the columns of the matrix T21,3,1/10T21,4,5/16B` give the coefficients

(see Table 3.5) of the 9 boundary wavelets for the left endpoint of the interval. The

graphs of them are shown in Figure 3.5.
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Figure 3.5. Boundary wavelets of the quartic tight frame with 5

vanishing moments and simple interior knots.

3.3.3. Construction of a quintic spline tight frame with 4 vanishing

moments ( m = 6, L = 4).
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We consider n = 12 in (3.13)-(3.14) and search for a factorization of the 25 × 25

matrix Z4 from representation (3.15). First, we get

Z̃4 = T25,5,−5/16T25,4,−1/10Z4T
T
25,4,−1/10T

T
25,5,−5/16

by two symmetric reductions. In order to get a factorization of Z̃4 we set

Z̃4 = BBT ,

where B = [B`, Bi, Br] and Bi is the 25× 13 block matrix given by

Bi =




0

..

.
0
a e
b c f
a d g a

c f b
e a

. . . e
c f
d g a
c f b

e a
0

..

.
0




.

In addition, Bi has 7 null rows at the top and bottom. A solution is

a = 0.742456× 10−2, b = 3.700562× 10−2, c = 0.285988× 10−2, d = 1.520220× 10−2,

e = 1.398466× 10−2, f = 2.447316× 10−2, g = 6.367207× 10−2.

The columns of the 25×13 matrix T25,4,1/10T25,5,5/16Bi represent the coefficients (see

Table 3.6) of the 13 interior wavelets

ψj(· − k), j = 1, 2, 3, 0 ≤ k ≤ 3, ψ1(· − 4).

They are shifts of the 3 symmetric generators ψ1 := ψ0,11, ψ2 := ψ1,12, and ψ3 :=

ψ0,13, whose supports are

supp ψ1 = [0, 8], supp ψ2 = [1, 8], supp ψ3 = [0, 9].

The three generators are shown in Figure 3.6.

The columns of the 25× 10 matrix T25,4,1/10T25,5,5/16B` give the coefficients (see

Table 3.7) of the 10 boundary wavelets for the left endpoint of the interval. Figure

3.7 shows them.

Remark 3.4. 1. If we extend the bounded intervals to R, each matrix Bi has

infinite dimension and 2 or 3 columns (from the bounded interval case) are repeated

with their nonzero entries shifted by 2 rows at a time. Eventually, no boundary
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i q̂0,i+10 q̂1,i+10 q̂2,i+10 q̂3,i+10 q̂4,i+10 q̂5,i+10 q̂6,i+10 q̂7,i+10 q̂8,i+10

1 0.023202 0.232018 1.182118 4.164597 1.182118 0.232018 0.023202

2 0.076106 0.761056 1.672431 0.761056 0.076106

3 0.043702 0.437021 1.929577 4.874089 7.342024 4.874089 1.929577 0.437021 0.043702

Table 3.6. Coefficients(*100) of interior wavelets ψ0,10+i, i = 1, 2, 3,

in expansion (3.21).
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Figure 3.6. Three symmetric generators of the interior wavelets of

the quintic spline tight frame with 4 vanishing moments and simple

interior knots.

i q̂−5,i q̂−4,i q̂−3,i q̂−2,i q̂−1,i q̂0,i q̂1,i q̂2,i q̂3,i q̂4,i q̂5,i q̂6,i

1 0.17537 0.18268 0.06905 0.00863

2 0.54686 0.58634 0.32338 0.08574 0.00857

3 1.32579 1.23516 0.66480 0.22620 0.04840 0.00484

4 2.35354 2.32681 1.27944 0.47586 0.12939 0.02479 0.00248

5 3.35991 3.41191 2.14596 0.93804 0.29198 0.06671 0.01137 0.00114

6 4.13071 3.98100 2.46809 1.09545 0.35095 0.07315 0.00732

7 0.45761 4.57611 3.57169 1.99741 0.73193 0.16127 0.01613

8 0.15721 1.57207 5.58467 3.96854 1.55834 0.35197 0.03520

9 0.04454 0.44540 0.39910 0.10744 0.01074

10 0.00142 0.01422 0.04836 0.01422 0.00142

Table 3.7. Coefficients (*100) of the 10 boundary wavelets ψ0,i, i =

1, . . . , 10, in expansion (3.21).

matrices B`, Br, occur. In other words, our construction of interior frame elements

reveals 2 or 3 generators of a tight frame of L2(R). For details, see the work of Chui

et al. ([9]). Through numerical computations using the characterizations [7, 11, 13]
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Figure 3.7. Boundary wavelets of the quintic spline tight frame

with 4 vanishing moments and simple interior knots.

of MRA tight frames that will be introduced later, we will verify that they are actually

MRA tight frames of L2(R).

3.4. Discrete frame transformation (DFRT)

Once we have an MRA tight frame on an interval, we can construct the so-

called DFRT (Discrete Frame Transformation) in a similar fashion as the DWT

(Discrete Wavelet Transformation). Namely, for a given input signal [ck]k=1,...,Mj
∈

`2(Mj), j > 0, Mj = {1, 2, . . . , Mj}, we can compute the coefficient sequences

Cj−J ∈ `2(Mj−J), J ≤ j, and Di ∈ `2(Ni), j − J ≤ i ≤ j − 1, Ni = {1, 2, . . . , ni},
of the decomposition and, likewise, the reconstruction by a pyramidal algorithm.

Depending on the nature of the input data we divide the algorithms into simple

DFRT and preprocessed DFRT. We deal with the stationary case consistently as in

the previous section.

3.4.1. Simple DFRT decomposition and reconstruction.

Let a spline MRA tight frame, with splines of order m on some interval I =
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[a, b], a, b ∈ R, be given. Moreover, the associated knot vectors tj, j ≥ 0, are assumed

to have the form (3.3) and satisfy (3.4), (3.5), and (3.12). The B-splines φj,k’s are

defined on these vectors. Now we suppose that input data [ck]k=1,2,··· ,Mj
are given

with

ck := cj,k = 〈f, φj,k〉, k ∈ {1, . . . , Mj},

for some f ∈ L2(I). The knot sequences of coarser levels tj−1, tj−2, · · · , tj−J , de-

termine the matrices Pj−k of the refinement relations Φj−k = Φj−k+1Pj−k in (3.7)

and Sj−k in (3.11). Moreover, the frame elements are defined by the matrices Qj−k

as in (3.8). For convenience, we employ the notions of row vectors Cj := [cj,k]k =

[〈f, φj,k〉]k = 〈f, Φj〉 and Dj := [dj,k]k = [〈f, ψj,k〉]k = 〈f, Ψj〉, which are called

core and detail part of the input at depth j, respectively. Using these notations we

describe the algorithms of decomposition and reconstruction.

Theorem 3.5. Let j > 0 and Cj := [cj,k]k = 〈f, Φj〉 be given for some f ∈ L2(I).

Then we have

(i) [Decomposition] Cj−1 = CjPj−1, Dj−1 = CjQj−1.

(ii) [Reconstruction] CjSj = Cj−1Sj−1P
T
j−1 + Dj−1Q

T
j−1.

Proof.

We begin with the decomposition. From the definition of Cj and the refinement

relation (3.7) we have

CjPj−1 = 〈f, Φj〉Pj−1 = 〈f, ΦjPj−1〉 = 〈f, Φj−1〉 = Cj−1

The identity Dj−1 = CjQj−1 follows analogously using (3.8).

The reconstruction algorithm follows from (i) and (3.11),

Cj−1Sj−1P
T
j−1 + Dj−1Q

T
j−1 = Cj(Pj−1Sj−1P

T
j−1 + Qj−1Q

T
j−1) = CjSj. ¤

Remark 3.6. 1. Cj is obtained from (ii), if Sj is invertible.

2. If we want to reconstruct Cj from its decomposition Cj−J , Di, i = j − 1, j −
2, . . . , j − J , we do not need to compute the inverse of Sj at each level. Namely, if

we employ the notation CS
j := CjSj, (ii) is equivalent to

CS
j = CS

j−1P
T
j−1 + Dj−1Q

T
j−1.(3.25)
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We get CS
j−J by multiplying Cj−J by Sj−J at the coarsest level, and apply (3.25) until

we obtain CS
j . Finally we obtain Cj = CS

j S−1
j . (see Figure 3.9).

We present the diagrams of the simple DFRT decomposition and reconstruction.

Cj Pj−1
// Cj−1

// Pj−2
// Cj−2

//

Qj−1
// Dj−1

// Qj−2
// Dj−2

// · · ·

· · · Cj−J+1 Pj−J
// Cj−J

//

Qj−J
// Dj−J

//

Figure 3.8. Simple DFRT decomposition.

Cj−J Sj−J
// P T

j−J
// +

Dj−J QT
j−J

//

CS
j−J+1

// . . .

Dj−J+1 . . .

CS
j−1 P T

j−1
// + CS

j
// S−1

j
// Cj

//

Dj−1 QT
j−1

//

Figure 3.9. Simple DFRT reconstruction.

3.4.2. Preprocessed DFRT decomposition/reconstruction.

We suppose, as in the previous section, that we have an MRA tight frame on an

interval. Now let the input Ĉj := [ĉj,k]k be a row vector in RMj whose entries are

the coefficients of some function f ∈ Vj for some j > 0,

f =

Mj∑

k=1

ĉj,kφj,k = ĈjΦ
T
j .(3.26)

In order to apply the algorithm of the decomposition as in (i) of Theorem 3.5,

however, we need the coefficients

Cj = 〈f, Φj〉.

Namely, we are required to transform the input Ĉj to Cj before we perform the

decomposition. This is the reason why we call this algorithm ’preprocessed DFRT’.

In the next theorem we are going to deal with the preprocessed DFRT decomposition

and reconstruction. Here, Γj denotes the Gramian matrix of the basis Φj of Vj, i.e.

Γj = 〈ΦT
j , Φj〉.
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Theorem 3.7. Let Ĉj be the row vector in (3.26). Then we have

(i) [Decomposition] Cj = ĈjΓj, Cj−1 = CjPj−1, Dj−1 = CjQj−1.

(ii) [Reconstruction] CjSj = Cj−1Sj−1P
T
j−1 + Dj−1Q

T
j−1, Ĉj = CjΓ

−1
j .

Proof.

The definition of Γj directly implies Cj = ĈjΓj. The decomposition in (i) is identical

to (i) of Theorem 3.5. The first part of the reconstruction is also the same as that

of Theorem 3.5, and Ĉj = CjΓ
−1
j is obvious. ¤

Remark 3.8. If we want to reconstruct Ĉj from Cj−J and Di, i = j−1, . . . , j−J ,

we compute CiSi using (ii) in each step until we get CjSj. Then the last step of the

reconstruction is to get Ĉj using Ĉj = CS
j S−1

j Γ−1
j . Namely, the matrices S−1

j and

Γ−1
j are necessary only one time at the end of the algorithm.

In order to reconstruct Ĉj in (ii) we need to compute two inverse matrices

S−1
j , Γ−1

j , in which the computational complexity is high. For a simpler algorithm, we

recall that the spsd matrix Sj is designed as an approximation of Γ−1
j , i.e. S−1

j ≈ Γj

or S−1
j Γ−1

j ≈ I. If we apply this property to the given function f in (3.26), we

have an alternative decomposition/reconstruction algorithm. Namely, we define

f̃ := ĈjS
−1
j Γ−1

j ΦT
j and C̃j := 〈f̃ , Φj〉, where f̃ is taken for an approximation to f

and brings us

C̃j = 〈f̃ , Φj〉 = ĈjS
−1
j Γ−1

j 〈ΦT
j , Φj〉 = ĈjS

−1
j Γ−1

j Γj = ĈjS
−1
j .

This relation allows us to describe the algorithms without use of the matrix Γ−1
j .

Theorem 3.9. Let Ĉj be the row vector in (3.26) and C̃j = 〈f̃ , Φj〉, D̃j =

〈f̃ , Ψj〉. Then we have

(i) [Decomposition] C̃j = ĈjS
−1
j , C̃j−1 = C̃jPj−1, D̃j−1 = C̃jQj−1.

(ii) [Reconstrucion] Ĉj = C̃j−1Sj−1P
T
j−1 + D̃j−1Q

T
j−1.

Proof.

Firstly, at the beginning of the decomposition we compute C̃j = ĈjS
−1
j and then

analogously to the proof of Theorem 3.5 we have the decomposition (i). For the

reconstruction we have

C̃jSj = C̃j−1Sj−1P
T
j−1 + D̃j−1Q

T
j−1,
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which is identical with

Ĉj = C̃j−1Sj−1P
T
j−1 + D̃j−1Q

T
j−1.

Hence, we have (ii). ¤

Remark 3.10. If we want to decompose the input Ĉj to the (j − J)th level, we

perform the preprocessing C̃j = ĈjS
−1
j in advance. Then we have the core and detail

parts only by multiplying C̃j−k+1 by the matrices Pj−k’s and Qj−k’s for k = 1, . . . , J,

(see Figure 3.10). On the other hand, if we want to reconstruct Ĉj from the C̃j−J

and D̃j−k’s for k = 1, . . . , J , we multiply C̃j−J by Sj−J at the coarsest level, and then

reconstruct the original Ĉj with the ordinary pyramidal scheme (see Figure 3.11).

Ĉj S−1
j

// C̃j
// Pj−1

// C̃j−1
//

Qj−1
// D̃j−1

// · · ·

· · · C̃j−J+1 Pj−J
// C̃j−J

//

Qj−J
// D̃j−J

//

Figure 3.10. Preprocessed DFRT decomposition.

C̃j−J Sj−J
// P T

j−J
// +

D̃j−J QT
j−J

//

Ĉj−J+1
// . . .

D̃j−J+1
. . .

Ĉj−1 P T
j−1

// + Ĉj
//

D̃j−1 QT
j−1

//

Figure 3.11. Preprocessed DFRT reconstruction.
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CHAPTER 4

Generation of Hilbert transform pairs of MRA tight frames

This chapter is devoted to the study of Hilbert transform pairs of MRA tight

frames of L2(R). We suppose that an MRA tight frame {ψj,k,`} of L2(R) is given.

Then we construct its Hilbert transform {Hψj,k,`} that is also an MRA tight frame

of L2(R). For the construction we will show that Selesnick’s ([26, 27]) and Zhao’s

([30]) approaches can be extended to MRA tight frames of L2(R). At the end, we

reveal a general method generating an MRA tight frame from a given one. This

method covers the generation of the Hilbert transform of a given MRA tight frame.

We begin with the recently developed characterizations of MRA tight frames of

L2(R).

4.1. Characterizations of MRA tight frames of L2(R)

The characterizations of MRA tight frames were developed in parallel and inde-

pendently in [7, 11, 13]. The characterization of Daubechies et al. ([13]) is more

general and includes that of Chui et al. ([7, 11]). One of the salient differences is

that the latter requires a compactly supported refinable function. Since we want to

develop the Hilbert transform of frames, we need the more general characterization

in [13]. By [11, Theorem 1] and [7, Theorem 1], one can characterize the tight

frames generated by a compactly supported refinable function.

Assumption 4.1. [7] (a) The refinable function φ is compactly supported, real-

valued, piecewise Lip α for some α > 0, and satisfies φ̂(0) = 1. Furthermore, it

satisfies a two-scale relation

φ(x) =

n2∑

k=n1

pkφ(2x− k), a.e. x ∈ R,

for some real numbers pk. In other words,

φ̂(ξ) = p(ξ/2)φ̂(ξ/2), a.e. ξ ∈ R,(4.1)
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where the corresponding two-scale trigonometric polynomial p is defined by

p(ξ) :=
1

2

n2∑

k=n1

pke
−ikξ, ξ ∈ R.

We further assume that

p(ξ) =

(
1 + e−iξ

2

)m

p0(ξ),

for some m ≥ 1, with a trigonometric polynomial p0 that satisfies p0(π) 6= 0.

Next, we consider a finite family {ψj ∈ L2(R), j = 1, . . . , r} defined by two-scale

relations

ψ̂j(ξ) = qj(ξ/2)φ̂(ξ/2), j = 1, . . . , r,(4.2)

where qj are trigonometric polynomials that have real coefficients and vanish at

ξ = 0. Namely,

qj(ξ) =
(
1− e−iξ

)Lj
qj
0(ξ),(4.3)

where Lj ≥ 1 and qj
0 are trigonometric polynomials as well and satisfy qj

0(0) 6= 0.

Each of the functions ψj has, as a result, compact support and at least one vanishing

moment. The next characterization asserts when the family of shifts and dilates

{ψj,k,` = 2k/2ψj(2
k · −`) : 1 ≤ j ≤ r, k, ` ∈ Z}

is an MRA tight frame of L2(R).

Proposition 4.2. [11, Theorem 1] Let φ be a refinable function with compact

support and two-scale trigonometric polynomial p with real coefficients such that

Assumption 4.1 is satisfied. Let qj be trigonometric polynomials with real coefficients

vanishing at ξ = 0. Then the functions ψj, j = 1, · · · , r, defined in (4.2) generate a

tight frame of L2(R), if and only if there exists a VMR (Vanishing Moment Recovery)

function S, defined a.e. in R, that satisfies the following properties:

(i) S is a trigonometric polynomial with real coefficients and nonnegative values for

all ξ ∈ R, and S(0) = 1;

(ii) for a.e. ξ ∈ R the following two equations hold;

S(2ξ) |p(ξ)|2 +
r∑

j=1

|qj(ξ)|2 = S(ξ),(4.4)
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S(2ξ)p(ξ)p(ξ + π) +
r∑

j=1

qj(ξ)qj(ξ + π) = 0.(4.5)

Remark 4.3. 1. If we take Nm, the cardinal B-spline of order m (degree m−1),

as our refinable function for m ≥ 2, it satisfies all conditions in Assumption 4.1.

Namely, we have

N̂m(ξ) =

(
1− e−iξ

iξ

)m

,

and its two-scale symbol is

pm(ξ) =

(
1 + e−iξ

2

)m

.

2. Furthermore, the VMR functions S of Nm were presented in [7, 11] so that S

satisfy (i) and (ii) of Proposition 4.2. They were designed for given m and 1 ≤ L ≤
m so that each qj has the form (4.3).

3. Note that the r ( r = 2 or 3) generators of the interior wavelets in the examples

of the previous section have equivalent expansions to those in (3.20) and (3.21).

From now on, we use the notation ψm,L
j , j = 1, . . . , r, for the generators of order

m and having L vanishing moments. The expansion (3.20) in the time domain is

equivalent to the representation

ψ̂m,L
j (ξ) = qm,L

j (ξ/2)N̂m(ξ/2), 1 ≤ j ≤ r,(4.6)

in the frequency domain, where the two-scale symbols qm,L
j are trigonometric poly-

nomials,

qm,L
j (ξ) :=

1

2

M1−m∑

`=−m+1

q`,k0+je
−i(`+m−1)ξ, 1 ≤ j ≤ r,(4.7)

and where k0 ∈ N denotes the number of ”left boundary wavelets” in (3.20) (q`,k0+j

are the elements of the (k0 + j)th column of the matrix Q0 in (3.17)). If we employ

the expansion (3.21), each qm,L
j is given by

qm,L
j (ξ) = 2Lq̂m,L

j (ξ)(1− e−iξ)L,(4.8)

where the trigonometric polynomial q̂m,L
j is defined similarly to (4.7) using the coef-

ficients of expansion (3.21). Note that q̂m,L
j (0) 6= 0 since its coefficients are positive

(see section 3.3).
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4. Numerical computations verify that the above mentioned pm, qm,L
j , and the as-

sociated VMR function, say sm,L, satisfy (i) and (ii) of the Proposition 4.2 for all

examples of section 3.3 and the appendix, which was already pointed out in Remark

3.4.

Another characterization, Oblique Extension Principle (OEP) ([13]), of tight

frames with MRA is given under the following assumptions on the two-scale symbols

and the refinable functions. The notation τ := (p, q1, · · · , qr) denotes the combined

MRA mask.

Assumption 4.4. [13] All MRA-based constructions that are considered in [13]

are assumed to satisfy the following:

(a) The combined MRA mask τ is measurable and (essentially) bounded.

(b) The refinable function φ satisfies limξ→0 φ̂(ξ) = 1.

(c) The function [φ̂, φ̂] :=
∑

k∈Zd |φ̂(·+ 2πk)|2 is essentially bounded.

Now, we give several definitions and notations taken from [13] before the char-

acterization is presented. Let the family {ψj, j = 1, · · · , r} constitute an MRA tight

frame and φ be the corresponding refinable function. The fundamental function Θ

of the parent wavelet vector F := (φ, ψ1, . . . , ψr) is defined by

Θ(ξ) :=
∞∑

k=0

r∑
j=1

|qj(2
kξ)|2

k−1∏
m=0

|p(2mξ)|2.(4.9)

From this definition, it follows that

Θ(ξ) =
r∑

j=1

|qj(ξ)|2 + |p(ξ)|2Θ(2ξ),(4.10)

which is identical with (4.4), if Θ = S. (We accept the identity Θ = S a priori, and

deal with it later in detail.) The notation for the spectrum of the shift-invariant

space V0

σ(V0) := {ω ∈ [−π, π]d : φ̂(ω + 2πk) 6= 0, for some k ∈ Zd}

appears in the following propositions. Note that if the refinable function φ has

compact support, φ̂ is entire. Hence, σ(V0) := [−π, π]d \ N , where N is a null set.
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Proposition 4.5. [13, Proposition1.7] Assume that the combined MRA mask

τ = (p, q1, . . . , qr) is bounded and, furthermore, φ̂ is continuous at the origin and

φ̂(0) = 1. Define Θ as in (4.9). Then the following conditions are equivalent:

(a) The corresponding wavelet system {ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} is a tight frame.

(b) For almost all ξ ∈ σ(V0), the function Θ satisfies:

(b1) limj→−∞ Θ(2jξ) = 1.

(b2) For ξ + π ∈ σ(V0)

Θ(2ξ)p(ξ)p(ξ + π) +
r∑

j=1

qj(ξ)qj(ξ + π) = 0.(4.11)

For the construction, however, it is not easy to build the masks p, qj, j = 1, . . . , r,

so that the fundamental function Θ and the masks satisfy all conditions of Proposi-

tion 4.5 ([13]). For that reason the following sufficient condition is proposed ([13]).

Proposition 4.6. [13, Proposition 1.11](Oblique extension principle (OEP)) Let

τ be the combined mask of an MRA that satisfies Assumption 4.4. Suppose that there

exists a 2π−periodic function Θ that satisfies the following:

(i) Θ is non-negative, essentially bounded, continuous at the origin, and Θ(0) = 1.

(ii) If ξ, ξ + π ∈ σ(V0), then

Θ(2ξ)p(ξ)p(ξ + ν) +
r∑

j=1

qj(ξ)qj(ξ + ν) =





Θ(ω), if ν = 0,

0, if ν = π.
(4.12)

Then the wavelet system {ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} defined by τ is a tight frame.

Remark 4.7. 1. Note that Proposition 4.5 does not require that the two-scale

symbols are trigonometric polynomials nor the refinable function is compactly sup-

ported. Furthermore, condition (b1) is milder than (i) of Proposition 4.2. In this

sense Proposition 4.5 is more general than Proposition 4.2. As for the two identities

(4.4) and (4.5) of the first characterization, (4.4) is the same as (4.10) and (4.5)

equals (4.11).

2. Now we need to clarify the difference between the functions S and Θ, although

they are in many cases identical as we accepted a priori. The VMR function S is

defined through the equations (4.4) and (4.5), while the fundamental function Θ is

defined by the masks in (4.9). We show that these two functions are identical when
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S is bounded. Note that the boundedness of S follows from the stability of φ ([7]).

If we apply (4.4) recursively, we have

S(ξ) =

(
S(4ξ) |P (2ξ)|2 +

r∑
j=1

|Qj(2ξ)|2
)
|P (ξ)|2 +

r∑
j=1

|Qj(ξ)|2

=

(
S(8ξ) |P (4ξ)|2 +

r∑
j=1

|Qj(4ξ)|2
)
|P (2ξ)|2 |P (ξ)|2

+ |P (ξ)|2
r∑

j=1

|Qj(2ξ)|2 +
r∑

j=1

|Qj(ξ)|2

and generally

S(ξ) = S(2Kξ)
K−1∏

`=0

∣∣P (2`ξ)
∣∣2 +

K−1∑

k=0

r∑
j=1

∣∣Qj(2
kξ)

∣∣2
k−1∏
m=0

|P (2mξ)|2 .

Finally, using (4.1), we obtain

S(ξ) = S(2Kξ)

∣∣∣∣∣
φ̂(2Kξ)

φ̂(ξ)

∣∣∣∣∣

2

+
K−1∑

k=0

r∑
j=1

∣∣Qj(2
kξ)

∣∣2
k−1∏
m=0

|P (2mξ)|2 .(4.13)

First, we show that

S(2Kξ)

∣∣∣∣∣
φ̂(2Kξ)

φ̂(ξ)

∣∣∣∣∣

2

→ 0, as K →∞ for ξ ∈ σ(V0).

Since S is bounded, it suffices to show that |φ̂(2Kξ)| → 0 a.e. as K → ∞. This

follows from the Riemann-Lebesgue lemma, if φ has compact support. In general, if

φ ∈ L2(R), then

∫ ∞

1

|φ̂(ξ)|2dξ =
∑
j≥0

∫ 2j+1

2j

|φ̂(ξ)|2dξ =
∑
j≥0

2j

∫ 2

1

|φ̂(2jξ)|2dξ < ∞.

Hence, we conclude that
∑

j≥0 |φ̂(2jξ)|2 < ∞ for a.e. ξ ∈ [1, 2], and, a fortiori,

∑
j≥0

|φ̂(2jξ)|2 < ∞ a.e. ξ ∈ [1, 2].

This implies limj→∞ φ̂(2jξ) = 0 for a.e. ξ ∈ [1, 2]. The same argument holds for the

interval [−2,−1], and this gives

lim
j→∞

φ̂(2jξ) = 0 for a.e. ξ ∈ R \ {0}.
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Now, it follows from (4.13) that

S(ξ) = lim
K→∞


S(2Kξ)

∣∣∣∣∣
φ̂(2Kξ)

φ̂(ξ)

∣∣∣∣∣

2

+
K−1∑

k=0

r∑
j=1

∣∣Qj(2
kξ)

∣∣2
k−1∏
m=0

|P (2mξ)|2



=
∞∑

k=0

r∑
j=1

∣∣Qj(2
kξ)

∣∣2
k−1∏
m=0

|P (2mξ)|2 = Θ(ξ), ξ ∈ σ(V0).

As a result, S is real and positive on σ(V0). If, in addition, φ has compact support,

S = Θ almost everywhere. In the work of Chui et al. ([7]) B-splines were chosen as

the refinable function and the associated VMR function S is constructed as a trigono-

metric polynomial. Since S is bounded and satisfies all conditions of Proposition 4.5

the same MRA tight frames are generated by both characterizations Proposition 4.2

and Proposition 4.5. In the rest of this thesis, for convenience, we use the notation

S for the fundamental function (VMR functions will be called fundamental functions

as well).

4.2. Construction of Hilbert transform pairs of MRA tight frames

In this section we present an important result of this thesis which asserts that

the Hilbert transform of a given MRA tight frame of L2(R) is an MRA tight frame

of L2(R) as well. For the proof we employ the approach introduced in [30, 26].

Namely, we suppose that an MRA tight frame of L2(R) is given which is generated

by r generators ψj. They satisfy the two characterizations (see Remark 4.3). Let

s be the associated fundamental function. Now we show how to multiply a certain

function to the two-scale symbols of the given MRA tight frame, in order that the

new two-scale symbols define the generators {Hψj, j = 1, . . . , r} of an MRA tight

frame of L2(R) with a new refinable function Φ. The new refinable function Φ does

not have compact support, in general, although the given refinable function has

compact support. This is the reason why we use Proposition 4.5 for the proof.

Theorem 4.8. Let {ψj, j = 1, . . . , r} be the generators of an MRA tight frame

of L2(R) defined by the two-scale symbols qj, j = 1, . . . , r. Furthermore, suppose that

the associated refinable function φ and its corresponding two-scale symbol p satisfy

the assumptions of Proposition 4.5. In addition, let s be the associated fundamental
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function defined in (4.9). If we define new symbols

P (ξ) := e−iθ(ξ)p(ξ), Qj(ξ) := eiθ(ξ−π)qj(ξ), j = 1, · · · , r,(4.14)

where θ is 2π-periodic and θ(ξ) = ξ/2 on [−π, π), the refinable function Φ with

Φ̂(ξ) =
∏∞

j=1 P (2−jξ) is in L2(R), and {Ψj, j = 1, · · · , r} with Ψ̂j(ξ) = Qj(ξ/2)Φ̂(ξ/2)

are the generators of an MRA tight frame of L2(R) and Ψj = Hψj, j = 1, · · · , r.

Proof.

As we mentioned above, we employ Proposition 4.5 for the proof. Firstly, it is clear

that P, Qj, j = 1, · · · , r, are measurable, since p, qj, j = 1, · · · , r, are measurable and

the function e−iθ(ξ) is piecewise continuous with has jumps at π(2k + 1), k ∈ Z (see

[26]). In addition, P,Qj, j = 1, · · · , r, are bounded, since |P | = |p|, |Qj| = |qj|, j =

1, . . . , r. Note that the combined mask (P, Q1, . . . , Qr) gives the same fundamental

function s as the combined mask (p, q1, . . . , qr). Hence, (b1) holds trivially. Secondly,

from the two-scale relation of the refinable function we have

Φ̂(ξ) =
∞∏

k=1

P (2−kξ) =
∞∏

k=1

p(2−kξ)
∞∏

`=1

e−iθ(2−`ξ)

= φ̂(ξ)e−i
∑∞

`=1 θ(2−`ξ), a.e. ξ ∈ R.(4.15)

The pointwise convergence of −∑∞
`=1 θ(2−`ξ) is shown in [26] and can be demon-

strated as in Figure 4.2. Furthermore, Φ is in L2(R) due to |Φ̂| = |φ̂| and Φ̂ is

continuous at the origin since the functions φ̂ and e−i
∑∞

`=1 θ(2−`·) are continuous at

zero as well, and clearly has value 1 at zero (see Figure 4.1).

As the next step, we show that the fundamental function s satisfies (b2) with the

two-scale symbols P, Q1, . . . , Qr. From the definitions of P and Qj, j = 1, . . . , r, we

have

s(2ξ)P (ξ)P (ξ + π) +
r∑

j=1

Qj(ξ)Qj(ξ + π)

= s(2ξ)p(ξ)p(ξ + π)e−iθ(ξ)eiθ(ξ−π) +
r∑

j=1

qj(ξ)qj(ξ + π)eiθ(ξ−π)e−iθ(ξ)

= eiθ(ξ−π)e−iθ(ξ)

(
s(2ξ)p(ξ)p(ξ + π) +

r∑
j=1

qj(ξ)qj(ξ + π)

)
= 0, a.e. ξ ∈ R.
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Taken together, we have shown that the fundamental function s and the new masks

P and Qj, j = 1, · · · , r, define the generators Ψj, j = 1, · · · , r, and the refinable

function Φ of an MRA tight frame of L2(R).

Finally we want to show that Ψj = Hψj, j = 1, · · · , r. From the two-scale relation

of generators we have for each j ∈ {1, · · · , r},

Ψ̂j(ξ) = Qj(ξ/2)Φ̂(ξ/2)

= qj(ξ/2)eiθ(ξ/2−π)φ̂(ξ/2)e−i
∑∞

k=2 θ(ξ/2k)

= ψ̂j(ξ)e
i[θ(ξ/2−π)−∑∞

k=2 θ(ξ/2k)], a.e. ξ ∈ R.(4.16)

It is clear that Ψj ∈ L2(R) from |Ψ̂j| = |ψ̂j| and the function

ei[θ(ξ/2−π)−∑N
k=2 θ(ξ/2k)]

converges pointwise to −isgn(ξ) as N → ∞ (see [26] and Figure 4.2). We have

consequently

Ψj = Hψj, j = 1, · · · , r. ¤

π 

−π 

2π 4π 
−2π −4π 0 

6π 
−6π 

Figure 4.1. −∑∞
k=1 θ(ξ/2k).

Remark 4.9. 1. The approximation order of the refinable function Φ is a matter

of interest. It is known that φ ∈ L2(Rd) provides approximation order m if and only

if the function

Λφ :=

(
1− |φ̂|2

[φ̂, φ̂]

)1/2

(4.17)

has a zero of order m at the origin ([1]). When, especially, φ has compact support

and φ̂(0) 6= 0, the condition (4.17) is equivalent to the Strang-Fix (SF) condition,
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0

π/2 

−π/2 

4π −4π 

N=2 

π/2 

−π/2 

−8π 8π 0

π/2 

−π/2 

0−16π 16π 

π/2 

0

−π/2 

N=3 

N=4 

N ®  ∞ 

−2π 0 2π 

π/2 

−π/2 

0

3π/4 

−3π/4 

2π −2π −4π 4π 

8π 6π 4π 2π 0−2π −4π −6π −8π 

7π/8 

−7π/8 

0−6π −4π −2π 2π 4π 6π 

π 

−π 

N=1 

N=2 

N=3 

N ®  ∞ 

−8π 8π 

Figure 4.2. Left: θ(ξ/2 − π) − ∑N
k=2 θ(ξ/2k), for N =

2, 3, 4, and N → ∞, Right: −∑N
k=1 θ(ξ/2k), for N =

1, 2, 3, and N →∞.

namely, φ̂ has a zero of order m at each point in 2πZd\{0}. When the given refinable

function φ in Theorem 4.8 provides approximation order m, then Φ has the same

approximation order, since

ΛΦ =

(
1− |Φ̂|2

[Φ̂, Φ̂]

)1/2

=

(
1− |φ̂|2

[φ̂, φ̂]

)1/2

= Λφ.

2. The generators Ψj, j = 1, · · · , r, and refinable function Φ do not have compact

support, in general, even if the given generators ψj, j = 1, · · · , r, and the refinable

function φ do. In other words, from (2.4) we have

Ψj = Hψj =
1

π

(
1

x
∗ ψj

)
, j = 1, · · · , r.

Hence, each Ψj is the convolution with the globally supported function 1
πx

. The

refinable function Φ, in the next place, is acquired by (4.15), in which the factor
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e−i
∑∞

k=1 θ(ξ/2k) has jumps at 2πk, k ∈ Z \ {0}, see Figure 4.1. In other words, Φ is

obtained by the convolution of φ and a globally supported function (this function will

be exactly described in Proposition 4.10) obtained by the inverse Fourier transform

of e−i
∑∞

k=1 θ(ξ/2k) in the distributional sense. Hence, Φ has a global support in the

time domain as well. However, if φ has compact support and φ̂ has a zero of order m

at each point in 2πZ\{0} (SF-condition), then Φ̂ ∈ Cm−1 around 2πZ\{0}. Thus,

Φ̂ ∈ Cm−1 globally. Consequently, Φ decays at a certain rate in the time domain.

3. Now we consider the masks P and Qj, j = 1, · · · , r. It is clear from (4.14)

that they have jumps, which implies that they are not trigonometric polynomials

any more, even though p and qj, j = 1, · · · , r, may be trigonometric polynomials.

But, Qj has the same order of root at ξ = 0, which means that the generators

Ψj, j = 1, · · · , r, have the same order of vanishing moments as ψj, j = 1, · · · , r.

4. The result of Theorem 4.8 reveals an interesting aspect of the equations (4.4) and

(4.5). That is, when the given s, p, and qj, j = 1, · · · , r, satisfy the two equations

then s, P, and Qj, j = 1, · · · , r, do as well. This can be rephrased from another

point of view, i.e. when the fundamental function s is given, p, qj, j = 1, · · · , r,

and P,Qj, j = 1, · · · , r, are different solutions of the two equations which generate

a Hilbert transform pair of tight frames with the same order of vanishing moments.

Now we want to find out what is the meaning of (4.15) in the time domain. It is

clear that Φ is the convolution of φ and a certain function or distribution as pointed

out above.

Proposition 4.10. The relation (4.15) is equivalent to

Φ(x) =

(
φ ∗ cot(π·)

π(·+ 1/2)

)
(x)

Proof.

The Fourier series of the 2π-periodic function e−iθ(ξ) on [−π, π] is

e−iθ(ξ) =
1

π

∑

k∈Z

(−1)k

k + 1/2
eikξ, ξ ∈ [−π, π].

If we use δ̂(ξ − k) = eikξ, in the distributional sense, then we have

e−iθ(ξ) =

(
1

π

∑

k∈Z

(−1)k

k + 1/2
δ(x− k)

)∧

(ξ).
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Furthermore, the scaling and translation in frequency domain yields,

e−iθ(ξ/2−π) =

(
2

π

∑

k∈Z

(−1)k

k + 1/2
e2πixδ(2x− k)

)∧

(ξ), a.e. ξ ∈ R.

Now we recall

ei[θ(ξ/2−π)−∑∞
`=2 θ(2−`θ)] =

(
1

πx

)∧
(ξ), a.e. ξ ∈ R,

which implies

e−i
∑∞

`=2 θ(2−`ξ) =

(
1

πx

)∧
(ξ)e−iθ(ξ/2−π)

=

(
2

π2x
∗

[∑

k∈Z

(−1)k

k + 1/2
e2πixδ(2x− k)

])∧

(ξ), a.e. ξ ∈ R.

The scaling ξ → 2ξ, in the end, results in,

e−i
∑∞

k=1 θ(2−kξ) =

(
1

π2x
∗

[∑

k∈Z

(−1)k

k + 1/2
eπixδ(x− k)

])∧

(ξ), a.e. ξ ∈ R.

The convolution can be simplified as follows,

(
1

π2x
∗

[∑

k∈Z

(−1)k

k + 1/2
eπixδ(x− k)

])
(y)

=

∫

R

1

π2t

∑

k∈Z

(−1)k

k + 1/2
eπi(y−t)δ(y − t− k)dt

=
1

π2

∑

k∈Z

1

(y − k)(k + 1/2)
.

Now the sum
∑

k∈Z
1

(y−k)(k+1/2)
converges for all y ∈ R\Z and is equal to the partial

fraction decomposition of π cot(πy)
y+1/2

, i.e.

1

π2

∑

k∈Z

1

(y − k)(k + 1/2)
=

cot(πy)

π(y + 1/2)
.

The refinable function Φ can be obtained by convolution of φ and cot(πy)
π(y+1/2)

, whose

sketch is given in Figure 4.3. It behaves much like 1
πy

near 0, but has additional

poles in Z. ¤
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Figure 4.3. cot(πx)
π(x+1/2)

on [−3, 3].

Remark 4.11. The formulation Φ = φ∗ cot(π·)
π(·+1/2)

presents us another aspect of the

fact that Φ is a half-sample delayed version of φ, which was pointed out by Selesnick

([26, 27]).

4.3. Another closed form of the Hilbert transform of MRA tight frames

The closed form of each Hψj, j = 1, . . . , r, and the associated refinable function

Φ were given in (4.15)-(4.16). They were described by the function eiθ(ξ), so were the

associated symbols P, Qj, j = 1, . . . , r. Now we present simpler forms which are more

suitable in the context of spline MRA tight frames. Recall that N̂m(ξ) =
(

1−e−iξ

iξ

)m

is the Fourier transform of the cardinal B-spline of order m.

Theorem 4.12. Let two-scale symbols be given by

p(ξ) =

(
1 + eiξ

2

)m

p0(ξ) = pm(ξ)p0(ξ), m ≥ 1,(4.18)

qj(ξ) =

(
1− e−iξ

2

)mj

qj
0(ξ), mj ≥ 1,(4.19)

such that they are subjected to the assumptions of Proposition 4.5, i.e. they generate

an MRA tight frame {ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} and the refinable function φ.

The refinable function is, as a result, described by φ̂(ξ) = N̂m(ξ)R(ξ), R(ξ) :=
∏∞

k=1 p0(2
−kξ) and the generators are ψ̂j(ξ) = qj(ξ/2)φ̂(ξ/2). Then the refinable

function Φ in (4.15) and the generators Ψj = Hψj, j = 1, . . . , r, in (4.16) are given
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by

Φ̂(ξ) = M(ξ)
1− e−iξ

iξ
φ̂(ξ) = M(ξ)R(ξ)N̂m+1(ξ),(4.20)

M(ξ) :=

∣∣∣∣
ξ/2

sin ξ/2

∣∣∣∣ =
|ξ|

|1− e−iξ| ,

Ψ̂j(ξ) = N(ξ/2)
1− e−iξ/2

iξ/2
ψ̂j(ξ)

=
N(ξ/2)

M(ξ/2)
qj(ξ/2)Φ̂(ξ/2) = N(ξ/2)qj(ξ/2)R(ξ/2)N̂m+1(ξ/2),(4.21)

N(ξ) :=
|ξ|

1− e−iξ
= −ieiξ/2 |ξ|/2

sin ξ/2
.

Thus the symbols P and Qj, j = 1, . . . , r, are equal to

P (ξ) =
M(2ξ)

M(ξ)

1 + e−iξ

2
p(ξ) =

1 + e−iξ

|1 + e−iξ|p(ξ),(4.22)

Qj(ξ) =
N(ξ)

M(ξ)
qj(ξ) =

|1− e−iξ|
1− e−iξ

qj(ξ).(4.23)

Proof.

We study the exponential function e−i
∑∞

k=1 θ(2−kξ) in (4.15) first. The exponent is

neither periodic nor continuous, as we noted in Figure 4.1. But its phase can be

described by

−
∞∑

k=1

θ(2−kξ) = g(ξ) + h(ξ),(4.24)

where

g(ξ) := −ξ/2 on [−2π, 2π] and 4π − periodic,

and h is piecewise constant as in Figure 4.4 (compare with Figure 4.2).

0

0 2π 4π 6π 8π −2π −4π −6π −8π 

π 

−π 

Figure 4.4. g (solid) and h (dotted).
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Hence, (4.24) gives

e−i
∑∞

k=1 θ(2−kξ) = eig(ξ)eih(ξ) = e−iξ/2A(ξ), A(ξ) := eih(ξ).(4.25)

Note that we have eig(ξ) = e−iξ/2 for ξ ∈ R by the periodicity of eig(ξ). The function

A is piecewise constant with range {−1, 1} (see Figure 4.5). Now we show (4.20).

0 2π 4π 6π 8π −2π −4π −6π −8π 

0 

1 

−1 

Figure 4.5. sin(ξ/2)
ξ/2

(solid) and A (dashed).

If we insert (4.25) into (4.15), we have

Φ̂(ξ) = e−i
∑∞

k=1 θ(2−kξ)φ̂(ξ) = e−iξ/2A(ξ)N̂m(ξ)R(ξ)

= e−iξ/2A(ξ)
iξ

1− e−iξ

(
1− e−iξ

iξ

)m+1

R(ξ)

= A(ξ)
ξ/2

sin(ξ/2)
R(ξ)N̂m+1(ξ)

=

∣∣∣∣
ξ/2

sin(ξ/2)

∣∣∣∣R(ξ)N̂m+1(ξ) = M(ξ)R(ξ)N̂m+1(ξ),(4.26)

where Nm+1 is the B-spline of order m + 1. Note that the identity

A(ξ)
ξ/2

sin(ξ/2)
=

∣∣∣∣
ξ/2

sin(ξ/2)

∣∣∣∣

is due to the same behavior of signs of A and ξ/2
sin(ξ/2)

(see Figure 4.5).

From (4.26) we show (4.22) next. The two-scale relation and (4.26) result in

P (ξ) =
Φ̂(2ξ)

Φ̂(ξ)
=

M(2ξ)R(2ξ)N̂m+1(2ξ)

M(ξ)R(ξ)N̂m+1(ξ)
=

M(2ξ)

M(ξ)

1 + e−iξ

2
p(ξ)

=
2

|1 + e−iξ|pm+1(ξ)p0(ξ) =
1 + e−iξ

|1 + e−iξ|p(ξ).(4.27)
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Finally, note that

Ψ̂j(ξ) = −isgn(ξ)ψ̂j(ξ) = N(ξ/2)
1− e−iξ/2

iξ/2
ψ̂j(ξ),

where N(ξ) = |ξ|
1−e−iξ . From the two-scale relation of ψj and (4.20) we have

Ψ̂j(ξ) = N(ξ/2)
1− e−iξ/2

iξ/2
qj(ξ/2)φ̂(ξ/2)

= N(ξ/2)
1− e−iξ/2

iξ/2
qj(ξ/2)

1

M(ξ/2)

iξ/2

1− e−iξ/2
Φ̂(ξ/2)

=
N(ξ/2)

M(ξ/2)
qj(ξ/2)Φ̂(ξ/2).

Thus, we have Qj(ξ) = N(ξ)
M(ξ)

qj(ξ). If we insert (4.26) into the last formula, we have

Ψ̂j(ξ) = N(ξ/2)qj(ξ/2)R(ξ/2)N̂m+1(ξ/2). ¤

Remark 4.13. 1. Comparing (4.14) with (4.22)-(4.23) results in

e−iθ(ξ) =
1 + e−iξ

|1 + e−iξ| =
M(2ξ)

M(ξ)

1 + e−iξ

2
,(4.28)

eiθ(ξ−π) =
1− eiξ

|1− eiξ| =
|1− e−iξ|
1− e−iξ

=
N(ξ)

M(ξ)
.(4.29)

2. Note that the identity (4.28) is also contained in Zhao’s work ([30, p.356]).

Namely,

e−iθ(ξ) = e−iξ/2sgn(cos(ξ/2)), eiθ(ξ−π) = ei(ξ−π)/2sgn(sin(ξ/2)).

3. Now we look at the Strang-Fix condition from the point of view of Theorem 4.12.

M has simple poles at 2πZ \ {0}. But, the term R(ξ)N̂m+1(ξ) has one more zero at

2πZ \ {0} than φ̂(ξ) = R(ξ)N̂m(ξ). Taken together, Φ̂ has the same number of zeros

at 2πZ \ {0} as φ̂ does. On this account, the Strang-Fix condition holds for Φ and

φ with the same order of zeros at 2πZ \ {0}.
4. We have M = |N |. Namely, the refinable function Φ̂ is described by the amplitude

factor M multiplied by R(ξ)N̂m+1(ξ). Note, however, that the function R(ξ)N̂m+1(ξ)

(or φ∗N1 in the time domain) generates a different MRA, since M is not a trigono-

metric polynomial, i.e. Φ /∈ span{φ ∗N1(· − k), k ∈ Z}.
5. For the MRA tight frames {ψm,L

j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} which appeared in sec-

tion 3.3 and the appendix, the formulations of their Hilbert transforms become much
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simpler. Recall that the refinable function is φ = Nm, i.e. R ≡ 1 a.e., and the

associated two-scale symbol is pm, i.e. p0 ≡ 1 a.e..

4.4. General method generating an MRA tight frame from a given one

We have, hitherto, examined how one can obtain an MRA tight frame of L2(R)

that is the Hilbert transform of a given MRA tight frame of L2(R). Furthermore,

we showed in Theorem 4.8 that these pairs of MRA tight frames have a common

fundamental function. Now, we want to generalize this result to the generation of a

pair of MRA tight frames of L2(R) that has the same fundamental function.

Theorem 4.14. Let two-scale symbols p, qj, j = 1, · · · , r, and a fundamental

function s satisfy the characterization of Proposition 4.5 which provides the gener-

ators {ψj, j = 1, · · · , r} of an MRA tight frame of L2(R). Now, suppose that

P (ξ) = α(ξ)p(ξ), Qj(ξ) = βj(ξ)qj(ξ), j = 1, · · · , r,

where α and βj, j = 1, . . . , r, are subjected to the following conditions:

(i) α, βj, are 2π-periodic and measurable.

(ii) α is continuous at 0, α(0) = 1, and γ(ξ) :=
∏∞

k=1 α(2−kξ) exist a.e. ξ ∈ R
with limξ→0 γ(ξ) = 1.

(iii) |α(ξ)| = |βj(ξ)| = 1, a.e. ξ ∈ R.

(iv) α(ξ)α(ξ + π) = βj(ξ)βj(ξ + π), for 1 ≤ j ≤ r.

Then {Ψj, j = 1, . . . , r} are the generators of an MRA tight frame of L2(R) with

the refinable function Φ, where Ψj = Tψj, (Tψj)
∧(ξ) = βj(ξ/2)γ(ξ/2)ψ̂j(ξ) and

Φ̂(ξ) = γ(ξ)φ̂(ξ) . Furhtermore, Ψj, j = 1, . . . , r, and Φ are generated by the two-

scale symbols P, Qj, j = 1, · · · , r, and have the same fundamental function s.

Proof.

The proof is similar to that of Theorem 4.8, i.e. we employ Proposition 4.5 for the

proof. First, we check the assumptions on the two-scale symbols P, Qj, j = 1, . . . , r,

and refinable function. P and Qj are bounded and measurable, by the assumptions

on p, qj, α, and βj. The refinable function Φ is defined by the infinite product

Φ̂(ξ) =
∞∏

j=1

P (2−jξ) =
∞∏

k=1

α(2−kξ)
∞∏

j=1

p(2−jξ) = γ(ξ)φ̂(ξ),
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where γ(ξ) :=
∏∞

k=1 α(2−kξ) is well-defined by (ii). The generator Ψj is obtained by

Ψ̂j(ξ) = Qj(ξ/2)Φ̂(ξ/2) = βj(ξ/2)γ(ξ/2)qj(ξ/2)φ̂(ξ/2)

= βj(ξ/2)γ(ξ/2)ψ̂j(ξ).

Furthermore, we have |Φ̂| = |φ̂| and |Ψ̂| = |ψ̂| from (iii) and, thus, Φ, Ψj ∈ L2(R).

Note that from |Φ̂| = |φ̂| the associated spectrums σ(V0) and σ(v0) are identical.

On the other hand, the condition limξ→0 Φ̂(ξ) = 1 follows from (ii).

It remains to show that (b1) and (b2) of Proposition 4.5 hold. We have |P | = |p| and

|Qj| = |qj| from (iii), which implies the same fundamental function S = s. Thus,

condition (b1) holds trivially. Condition (b2) is satisfied by (iv)

s(2ξ)P (ξ)P (ξ + π) +
r∑

j=1

Qj(ξ)Qj(ξ + π)

= s(2ξ)p(ξ)p(ξ + π)α(ξ)α(ξ + π) +
r∑

j=1

qj(ξ)qj(ξ + π)βj(ξ)βj(ξ + π)

= α(ξ)α(ξ + π)

(
s(2ξ)p(ξ)p(ξ + π) +

r∑
j=1

qj(ξ)qj(ξ + π)

)
= 0, for a.e ξ ∈ R.

By Proposition 4.5, {Ψj, j = 1, · · · , r} generates an MRA tight frame of L2(R). ¤

Remark 4.15. It is easy to check that the form of P and Qj in Theorem 4.8 is

a special case of Theorem 4.14. We set

α(ξ) =
1 + e−iξ

|1 + e−iξ| , βj(ξ) =
1− eiξ

|1− eiξ| , j = 1, . . . , r.

Then (i) α and βj are 2π-periodic and measurable, (ii) α is continuous at 0 and

α(0) = 1. Furthermore, the infinite product converges pointwise,

∞∏

k=1

α(2−kξ) =
∞∏

k=1

1 + e−i2−kξ

|1 + e−i2−kξ| = e−iξ/2 cos ξ/2

| cos ξ/2|(−isgn(ξ/2)),

where cos ξ/2
| cos ξ/2| is an alternative form of the function A in (4.25), i.e. A(ξ) = cos ξ/2

| cos ξ/2| .

Finally, (iii) holds trivially and (iv) does as well by

α(ξ)α(ξ + π) =
1 + e−iξ

|1 + e−iξ|
1− eiξ

|1− eiξ| = βj(ξ)βj(ξ + π), j = 1, . . . , r.
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CHAPTER 5

Approximate Hilbert transforms of MRA tight frames:

general case

We already pointed out the drawbacks of the conventional approaches ([15, 16,

18, 26, 27, 28]) for the construction of (approximate) Hilbert transform pairs, i.e.

the absence of the analytical form of the refinable function Φ and the symmetry

of the associated wavelets (or frame generators). In order to overcome these short-

comings, we propose a new method getting approximate Hilbert transform pairs of

MRA tight frames. Unlike the conventional approaches, we begin with an MRA

tight frame {ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} of L2(R) and then find its approximate

Hilbert transform {Ψ̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} such that Ψ̃j ≈ Hψj. For the de-

sign of the approximations we recall Theorem 4.12 and suggest the approximations

of the functions M,N in (4.20)-(4.21). These approximations lead to the desired

approximate Hilbert transform. At the end of this chapter, some examples will be

given for spline MRA tight frames of L2(R) whose generators are given in section

3.3.

5.1. Approximate MRA tight frames

We suppose that the refinable function φ, the associated symbols p, qj, and the

fundamental function s of the given MRA tight frame satisfy the characterization of

Proposition 4.5. In addition, we suppose that p and qj are subjected to (4.18)-(4.19).

Now we take a close look at Theorem 4.12. Note that Ψj = Hψj has the following

properties:

• Ψj is the exact Hilbert transform of ψj.

• Ψj, j = 1, . . . , r, constitute a tight frame,

• the two-scale symbols P and Qj are not trigonometric polynomials nor

rational functions.
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These properties will only be recovered approximately by our construction, i.e. our

approximation procedure of Ψj will result in Ψ̃j such that

• Ψ̃j is an approximate Hilbert transform of ψj,

• Ψ̃j, j = 1, . . . , r, generate an approximate tight frame,

• two-scale symbols, say P̃ , Q̃j, are trigonometric polynomials.

It is clear that {Ψ̃j, j = 1, . . . , r} might well not satisfy the characterization of

Proposition 4.5, since we substitute simple (trigonometric polynomial) symbols for

the complicated symbols in (4.22)-(4.23). Thus, in all cases which we consider

Proposition 4.5 does not hold exactly. Moreover, although the associated fundamen-

tal function of the approximations Ψ̃j, j = 1, . . . , r, and Φ̃ is essentially bounded, it

does not satisfy (b1) of Proposition 4.5. On this account we introduce the notion of

approximate MRA tight frames.

Definition 5.1. If an extended mask vector τ := (P̃ , Q̃1, . . . , Q̃r) and the asso-

ciated fundamental function S̃ satisfy Assumption 4.4 as well as

(i)

lim
j→−∞

∣∣∣S̃(2jξ)− 1
∣∣∣ ≤ δ1,

for some 0 ≤ δ1 ¿ 1 and a.e. ξ ∈ R,

(ii) ∣∣∣∣∣S̃(2ξ)P̃ (ξ)P̃ (ξ + π) +
r∑

j=1

Q̃j(ξ)Q̃j(ξ + π)

∣∣∣∣∣ ≤ δ2

for some 0 ≤ δ2 ¿ 1 and a.e. ξ ∈ R,

then we call the system {Ψ̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} generated by the mask vector τ

an approximate MRA tight frame.

Depending on the features of the given MRA tight frame we can add some more

properties that Ψ̃j should have. For example, Ψ̃j are required to have almost the

same regularity in the sense of (d) of Proposition 2.2. Furthermore, from the basic

property (v) of the Hilbert transform, Ψ̃j should be symmetric (resp. antisymmet-

ric) if ψj is antisymmetric (resp. symmetric). Ψ̃j is obliged to keep the order of

vanishing moments of ψj in effect. Taken together, we impose the following con-

straints on Ψ̃j, j = 1, . . . , r, and Φ̃.
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Constraint A

(i) Ψ̃j and Φ̃ are real and finite linear combinations of a compactly supported

function. Namely, the associated two-scale symbols are trigonometric poly-

nomials with real coefficients and Ψ̃j and Φ̃ have compact supports.

(ii) Ψ̃j has almost the same regularity as ψj does.

(iii) Ψ̃j has the same order of vanishing moments as ψj.

(iv) Ψ̃j is nearly symmetric (resp. antisymmetric) if ψj is antisymmetric (resp.

symmetric).

(v) ̂̃Ψj(ξ) + iψ̂j(ξ) is approximately zero for all ξ < 0 and all 1 ≤ j ≤ r.

(vi) {Ψ̃j,k,`} is an approximate tight frame in the sense of Definition 5.1.

For the construction of the approximations, we propose the representations

̂̃Φ(ξ) := M̃(ξ)R(ξ)N̂m+1(ξ),(5.1)

̂̃Ψj(ξ) :=
Ñ(ξ/2)

M̃(ξ/2)
qj(ξ/2)̂̃Φ(ξ/2)(5.2)

= Ñ(ξ/2)qj(ξ/2)R(ξ/2)N̂m+1(ξ/2),(5.3)

where M̃ and Ñ were substituted for the original M and N from the closed forms

of Theorem 4.12. The two-scale symbols are

P̃ (ξ) :=
̂̃Φ(2ξ)

̂̃Φ(ξ)
=

M̃(2ξ)

M̃(ξ)
pm+1(ξ)p0(ξ),(5.4)

Q̃j(ξ) :=
Ñ(ξ)

M̃(ξ)
qj(ξ).(5.5)

The associated fundamental function S̃ is, by (4.9),

S̃(ξ) =
∞∑

k=0

r∑
j=1

|Q̃j(2
kξ)|2

k−1∏
m=0

|P̃ (2mξ)|2.(5.6)

In the light of Constraint A and the suggested formulations (5.1)-(5.5), we impose

the following constraints on M̃ and Ñ .

Constraint B

(i) M̃ and Ñ are trigonometric polynomials.

(ii) Ñ(ξ)

M̃(ξ)
≈ N(ξ)

M(ξ)
= |1−e−iξ|

1−e−iξ .
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(iii) M̃ is real, symmetric, and M̃(ξ) ≈ M(ξ) = |ξ/2|
| sin ξ/2| = |ξ|

|1−e−iξ| .

(iv) Ñ(ξ) ≈ N(ξ) = |ξ|
1−e−iξ .

(v) M̃(ξ) = |Ñ(ξ)| ∈ [1− ε, π/2 + ε] for some 0 < ε ¿ 1 and ∀ ξ ∈ [−π, π] and

M̃(0) = |Ñ(0)| = 1.

Remark 5.2. 1. Constraint B(i) will guarantee that the functions Φ̃ and Ψ̃j

are finite linear combinations of φ ∗ N1 due to R(ξ)N̂m+1(ξ) = φ̂(ξ)N̂1(ξ). If φ

has compact support, e.g. φ = Nm, then Constraint B(i) implies Constraint A(i).

Constraints B(ii)-(iv) are natural requirements in comparison with the exact Hilbert

transform in Theorem 4.12. In particular, constraint B(ii) is most important for

the design of a Hilbert transform pair of the given MRA tight frame, since a good

approximation would result in Ψ̃j satisfying Constraint A(v). Constraint B(iii) and

Constraint B(v) are natural in the sense that the original M is real, symmetric, and

satisfies M(ξ) ∈ [1, π/2] for ξ ∈ [−π, π] and M(ξ) = |N(ξ)|. Furthermore, the last

constraint is related to the condition limξ→0
̂̃Φ(ξ) = 1.

2. Note that the constructions of M̃ and Ñ do not depend on the given MRA tight

frames, i.e. they are universal for the approximation.

3. We take a closer look at the symbols P̃ and Q̃j, j = 1, . . . , r, in (5.4)-(5.5). In

general, they are not trigonometric polynomials but rational trigonometric functions.

On that account we consider another refinable function in order to get FIR filters.

A good clue for an alternative refinable function is based on the fact that both Φ̃ and

Ψ̃j, j = 1, . . . , r, are linear combinations of the function φ ∗N1.

Based on the last observation, we show in the next theorem that {Ψ̃j,k,`, 1 ≤ j ≤
r, k, ` ∈ Z} is an approximate MRA tight frame with the refinable function Φ̃ if and

only if {Ψ̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} is an approximate MRA tight frame with the

refinable function φ ∗ N1. Note that the associated two-scale symbols of the latter

are trigonometric polynomials. The fact that the MRA itself does not determine

the associated scaling function and its mask uniquely, was already pointed out by

Daubechies et al. ([13, p.4]).

If we have another refinable function, the associated fundamental function changes

as well, since the fundamental function depends on the symbols. We show that
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the new fundamental function is just S̃M̃2. We suppose that Constraint B holds a

priori. We will obtain such an M̃ and Ñ in the next section.

Theorem 5.3. The family {Ψ̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} in (5.2) is an approximate

MRA tight frame with respect to the refinable function Φ̃ in (5.1) if and only if it is

an approximate MRA tight frame with respect to the refinable function φ ∗N1.

Proof.

Let τ1 := (P̃ , Q̃1, . . . , Q̃r) and τ2 := (p̃, q̃1, . . . , q̃r) be the mask vectors with respect

to the refinable functions Φ̃ and φ∗N1, respectively. Furthermore, we let S̃τ1 and S̃τ2

denote the respective associated fundamental functions. Note that Q̃j, j = 1, . . . , r,

P̃ are given in (5.4)-(5.5), and S̃τ1 corresponds to S̃ in (5.6). On the other hand,

q̃j, j = 1, . . . , r, are from (5.3)

q̃j(ξ) = Ñ(ξ)qj(ξ), j = 1, . . . , r,

and p̃(ξ) = pm+1(ξ)p0(ξ) is from φ̂(ξ)N̂1(ξ) = R(ξ)N̂m+1(ξ), where pm+1(ξ) =(
1+e−iξ

2

)m+1

.

We start with the verification of Assumption 4.4. Firstly, the mask vectors τ2 are

measurable and essentially bounded, since pm+1, p0, qj, and Ñ are. The symbol P̃

in τ1 is measurable and essentially bounded by (5.4) and (v) of Constraint B,

|P̃ (ξ)| ≤ |pm+1(ξ)||p0(ξ)|π/2 + ε

1− ε
< ∞, ξ ∈ [−π, π],

so are the symbols Q̃j, j = 1, . . . , r, by the same reason

|Q̃j(ξ)| ≤ π/2 + ε

1− ε
|qj(ξ)| < ∞, j = 1, . . . , r, ξ ∈ [−π, π].

The refinable function φ∗N1 clearly satisfies (b) of Assumption 4.4 since φ̂(ξ)N̂1(ξ) is

continuous at the origin and φ̂(0)N̂1(0) = 1. By [φ̂N̂1, φ̂N̂1](ξ) ≤ [φ̂, φ̂](ξ)[N̂1, N̂1](ξ),

we have the condition (c) of Assumption 4.4 as well. For the refinable function Φ̃

we have the condition (b)

lim
ξ→0

Φ̃(ξ) = lim
ξ→0

N̂m+1(ξ)M̃(ξ) = 1,

by Constraint B(i) and Constraint B(v) on M̃ . Furthermore, we have by RN̂m+1 =

φ̂N̂1

[Φ̃, Φ̃] = M̃2[RN̂m+1, RN̂m+1] ≤ M̃2[φ̂, φ̂][N̂1, N̂1],
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thus, [Φ̃, Φ̃] is essentially bounded.

Now, we show that the fundamental function S̃τ2 is M̃2S̃τ1 . It follows from the

definition that

S̃τ2(ξ) =
∞∑

k=0

r∑
j=1

|q̃j(2
kξ)|2

k−1∏

`=0

|p̃(2`ξ)|2.(5.7)

The relations (5.4)-(5.5) lead to

S̃τ2(ξ) =
∞∑

k=0

r∑
j=1

|M̃(2kξ)Q̃j(2
kξ)|2

k−1∏

`=0

∣∣∣∣∣
M̃(2`ξ)

M̃(2`+1ξ)
P̃ (2`ξ)

∣∣∣∣∣

2

=
∞∑

k=0

r∑
j=1

|M̃(2kξ)Q̃j(2
kξ)|2

∣∣∣∣∣
M̃(ξ)

M̃(2kξ)

∣∣∣∣∣

2 k−1∏

`=0

|P̃ (2`ξ)|2.

By the fact that M̃ is real, we deduce that

S̃τ2(ξ) = M̃2(ξ)S̃τ1(ξ).

Now we check if S̃τ1 and S̃τ2 are well-defined, namely if they are essentially bounded.

If we show that S̃τ1 is bounded, then S̃τ2 is bounded as well due to the boundedness

of M̃ . From the definition, we have

S̃τ1(ξ) =
∞∑

k=0

r∑
j=1

|Q̃j(2
kξ)|2

k−1∏

`=0

|P̃ (2`ξ)|2.

By (5.4)-(5.5)

S̃τ1(ξ) =
∞∑

k=0

r∑
j=1

∣∣∣∣∣
Ñ(2kξ)

M̃(2kξ)

∣∣∣∣∣

2

|qj(2
kξ)|2

k−1∏

`=0

∣∣∣∣∣
M̃(2`+1ξ)

M̃(2`ξ)

∣∣∣∣∣

2 k−1∏

`=0

|pm+1(2
`ξ)|2|p0(2

`ξ)|2

=
∞∑

k=0

∣∣∣∣∣
Ñ(2kξ)

M̃(ξ)

∣∣∣∣∣

2 r∑
j=1

|qj(2
kξ)|2

k−1∏

`=0

|pm+1(2
`ξ)|2|p0(2

`ξ)|2.(5.8)

It is obvious from (v) of Constraint B, that
∣∣∣∣∣
Ñ(2j·)
M̃(·)

∣∣∣∣∣ ≤
π/2 + ε

1− ε
=: C

independently of j. Hence,

S̃τ1(ξ) ≤ C2

∞∑

k=0

r∑
j=1

|qj(2
kξ)|2

k−1∏

`=0

|pm+1(2
`ξ)|2|p0(2

`ξ)|2.
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Now, if we use the simple inequality |pm+1(ξ)| =
∣∣∣1+e−iξ

2

∣∣∣ |pm(ξ)| ≤ |pm(ξ)|, we have

S̃τ1(ξ) ≤ C2

∞∑

k=0

r∑
j=1

|qj(2
kξ)|2

k−1∏

`=0

|p(2`ξ)|2 = C2s(ξ),

where s is the fundamental function of the tight frame generated by the mask vector

τ = (p, q1, . . . , qr), which was assumed to be essentially bounded at the beginning

of this section. Hence, the boundedness of S̃τ1 follows from that of s. Finally we

put (τ1, S̃τ1) and (τ2, S̃τ2) to the test of (i) and (ii) of Definition 5.1. Firstly, (i)

holds for S̃τ1 if and only if it holds for S̃τ2 due to limj→−∞ M̃2(2jξ) = M̃2(0) = 1.

Furthermore, for (ii) we observe

Eτ1(ξ) := S̃τ1(2ξ)P̃ (ξ)P̃ (ξ + π) +
r∑

j=1

Q̃j(ξ)Q̃j(ξ + π)

= S̃τ1(2ξ)
M̃(2ξ)M̃(2ξ + 2π)

M̃(ξ)M̃(ξ + π)
pm+1(ξ)pm+1(ξ + π)p0(ξ)p0(ξ + π)(5.9)

+
r∑

j=1

Ñ(ξ)Ñ(ξ + π)

M̃(ξ)M̃(ξ + π)
qj(ξ)qj(ξ + π),

and owing to the fact that M̃ is 2π-periodic and real, we have further

Eτ1(ξ) =
1

M̃(ξ)M̃(ξ + π)
[S̃τ1(2ξ)M̃

2(2ξ)p̃(ξ)p̃(ξ + π) +
r∑

j=1

q̃j(ξ)q̃j(ξ + π)]

=
1

M̃(ξ)M̃(ξ + π)
Eτ2(ξ).

Hence, we have

Eτ2(ξ) = M̃(ξ)M̃(ξ + π)Eτ1(ξ).(5.10)

For this reason if one of Eτ1 and Eτ2 satisfies (ii) of Definition 5.1, then the other

does equivalently by (v) of Constraint B. ¤

Remark 5.4. Note that from the choice of (p̃, q̃1, . . . , q̃r) we have trigonometric

two-scale symbols and the error bound in (5.10) does not increase much, since 1 +

ε1 < M̃(·)M̃(· + π) < 1 + ε2 on [−π, π], where 0 < ε1 < ε2 ¿ 1 (e.g. see Figure

5.3).
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5.2. Design of M̃ and Ñ by use of Thiran Allpass Filters

Now we study the approximations in (5.1)-(5.2). We find them through the

constructions of the trigonometric polynomials M̃ and Ñ satisfying Constraint B.

In order to take the three approximations in (ii)-(iv) of Constraint B into account

at the same time, it is sufficient to get two of the approximations. Among them,

the approximation in (ii) is most important, as we pointed out before, and for the

approximation we employ the approach that was adopted by Gopinath ([15, 16]) and

Selesnick ([27, 28]). Their method is based on the so-called Thiran allpass filters.

We recall some basic facts which are necessary for the design of the approximation

in (ii) of constraint B.

The Jth-order Thiran allpass filter for delay 0 < λ < 1 is given by

AJ(z) :=
z−JDJ(z−1)

DJ(z)
,

where

DJ(z) :=
J∑

k=0

d(k)z−k,(5.11)

with

(5.12) d(k) := (−1)k

(
J

k

)
(λ− J)k

(λ + 1)k

, k = 0, 1, . . . , J.

Here, (x)k represents the rising factorial (or Pochhammer symbol)

(x)k := (x)(x + 1) · · · (x + k − 1).

For convenience, we use the notations AJ(ξ), DJ(ξ), for z = eiξ, ξ ∈ R. Note that

AJ(z) is an allpass filter and approximates the delay by λ samples, i.e.

AJ(z) ≈ z−λ around z = 1.(5.13)

The bigger J is, the better is the above approximation.

For the design of the Hilbert transform pair, we will use the case λ = 1/2 and choose

either J = 1 or J = 2. The corresponding coefficients are

d = [1, 1/3] for J = 1,

d = [1, 2, 1/5] for J = 2.(5.14)
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Notice that, for all 0 < λ < 1, the Laurent polynomial DJ has J real negative J

roots {r1, . . . , rJ} none of which lies on the unit circle and rk 6= 1
r`

for all k, ` (see

[15, Appendix B ]). Therefore, DJ(z) and DJ(z−1) do not have common zeros. That

is, the rational function AJ is irreducible. Table 5.1 shows the roots of DJ(z) and

DJ(z−1) for λ = 1/2 and J = 1, 2, 3, 4.

J roots of DJ(z) roots of DJ(z−1)

1 −1/3 −3

2 −1.8944,−0.1056 −9.4721,−0.5279

3 −4.3119,−0.6360,−0.0521 −19.1957,−1.5724,−0.2319

4 −7.5486,−1.4203,−1/3,−0.0311 −32.1634,−3,−0.7041,−0.1325

Table 5.1. Roots of the Laurent polynomials DJ(z) and DJ(z−1).

Note that for λ = 1/2 it follows from (5.13) and (4.29) that

AJ(ξ) ≈ 1 + e−iξ

|1 + e−iξ| =
N(ξ + π)

M(ξ + π)
around ξ = 0,(5.15)

since N(ξ+π)

M(ξ+π)
= e−iξ/2sgn(cos ξ/2), and therefore N(ξ+π)

M(ξ+π)
= e−iξ/2 for ξ ∈ [−π, π].

Namely, the trigonometric rational function AJ(ξ) provides a good approximation

to N(ξ+π)

M(ξ+π)
. This fact provides a good clue to the approximation in (ii) of Constraint

B. Namely, we have

AJ(ξ − π) ≈ N(ξ)

M(ξ)
around ξ = π.

The phase of the 2π-periodic function N(ξ)
M(ξ)

= ei(ξ−π)/2sgn(sin ξ/2) is depicted in

Figure 5.1, and the approximations by AJ(ξ − π) for J = 1, . . . , 6, are in Figure 5.2.

In Figure 5.2, one can see the approximation on [−π, π] of the discontinuous phase

of N(ξ)
M(ξ)

by the continuous phase of AJ(ξ − π).

Thus, we take the trigonometric rational function AJ(ξ − π) as the desired ap-

proximation in (ii) of Constraint B, that is,

Ñ(ξ)

M̃(ξ)
= AJ(ξ − π) =

(−eiξ)JDJ(ξ − π)

DJ(ξ − π)
≈ N(ξ)

M(ξ)
.(5.16)

From (5.16) it is clear that if we have an approximation M̃ then we have automat-

ically Ñ , and vice versa. In other words, we have two choices. One is getting M̃
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Figure 5.1. Phase of N(ξ)
M(ξ)

on [−3π, 3π].
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Figure 5.2. Phases of AJ(ξ − π), ξ ∈ [−π, π], for J = 1, 3, 5, (left)

and for J = 2, 4, 6 (right).

first, and then Ñ by

Ñ(ξ) = AJ(ξ − π)M̃(ξ) =
(−eiξ)JDJ(ξ − π)

DJ(ξ − π)
M̃(ξ),(5.17)

the other is getting Ñ first, and then M̃ . We choose, for convenience, the former,

since M(ξ) = |ξ/2|
| sin ξ/2| is real. In addition, the symmetry of M makes it possible

to save computational costs in the approximation. In summary, we will find an

approximation M̃ and then obtain Ñ using (5.17).

For the study of the approximation M̃ , we recall Constraint B. The second constraint

is satisfied by the choice in (5.16). To satisfy the first constraint, we should have,

M̃(ξ) = DJ(ξ − π)F (ξ),(5.18)

where F is a trigonometric polynomial, since Ñ in (5.17) would not be a trigono-

metric polynomial otherwise. If we take the third constraint into account, we have

M̃(ξ) = DJ(ξ − π)F (ξ)

= DJ(ξ − π)DJ(ξ − π)F0(ξ) = |DJ(ξ − π)|2F0(ξ),(5.19)
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where F0 is a real and even trigonometric polynomial, i.e. a cosine polynomial.

Moreover, we require F0(0) = 1/|DJ(−π)|2 for M̃(0) = 1. Constraint Constraint

B(iv) will be automatically satisfied from the approximations of Constraint B(ii)

and (iii), i.e. we have from (5.17) and (5.19)

Ñ(ξ) =
(−eiξ)JDJ(ξ − π)

DJ(ξ − π)
M̃(ξ)

= (−eiξ)J(DJ(ξ − π))2F0(ξ).(5.20)

Constraint B(v) will be easily satisfied, if we find a reasonable approximation M̃

due to M(ξ) ∈ [1, π/2], ∀ ξ ∈ [−π, π]. Now it is obvious from (5.19) and (5.20) that

the construction of the cosine polynomial F0 results in M̃ and Ñ .

As the next step, we want to find

F0(ξ) =

K0∑

k=0

ak cos kξ,(5.21)

so that M̃(ξ) gives a good approximation to M , i.e.

M̃(ξ) = |DJ(ξ − π)|2F0(ξ) ≈ M(ξ) =
|ξ/2|

| sin ξ/2| on [−π, π].(5.22)

This is equivalent to

F0(ξ) ≈ BJ(ξ) :=
ξ/2

sin ξ/2 |DJ(ξ − π)|2 on [−π, π].(5.23)

Based on the given observation we present the following lemma.

Lemma 5.5. Let the trigonometric polynomials M̃ and Ñ be given by

M̃(ξ) := |DJ(ξ − π)|2F0(ξ), Ñ(ξ) := (−eiξ)J(DJ(ξ − π))2F0(ξ),

where F0 is a cosine polynomial satisfying the approximation in (5.23) with F0(0) =

1/|DJ(−π)|2. Then M̃ and Ñ satisfy Constraint B.

We know that the function BJ is continuous at ξ = 0, since the function |DJ(ξ−
π)|2 has no roots on the unit circle. The function BJ is apparently not periodic and

we approximate it by 2π-periodic F0 on [−π, π]. For this approximation we employ

Hermite Interpolation at the Chebyshev nodes on [−π, π]. We choose one node at

the origin, so that the last constraint M̃(0) = 1 holds automatically. We present

the results in the next section through several examples.
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5.3. Some examples

In this section, we give some examples of approximate Hilbert transforms of MRA

tight frames. We take the spline MRA tight frames of section 3.3 and then find their

approximate Hilbert transform pairs which are approximate MRA tight frames.

In other words, for a given spline MRA tight frame {ψm,L
j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}

of order m and L vanishing moments, we find an approximate MRA tight frame

{Ψ̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} using the method introduced in the previous section.

Recall from Remark 4.13 that spline MRA tight frames have simpler formulations

since p0 = R = 1. Namely, the refinable function is φ = Nm with the symbol p = pm.

For convenience, we take only J = 1, 2, for the computation of the Jth-order Thiran

allpass filter (5.16). Firstly, for J = 1 we have from (5.11)

D1(ξ) = 1 +
1

3
e−iξ, D1(ξ − π) = 1− 1

3
e−iξ

|D1(ξ − π)|2 =
10

9
− 2

3
cos ξ.

If we find an approximation

F0(ξ) =

K0∑

k=0

ak cos kξ ≈ B1(ξ) =
ξ/2

sin ξ/2 |D1(ξ − π)|2 on [−π, π],(5.24)

then by (5.20)-(5.23) we have

M̃(ξ) = |D1(ξ − π)|2F0(ξ),(5.25)

Ñ(ξ) = −eiξ(D1(ξ − π))2F0(ξ).(5.26)

We give an approximation F0 by its coefficients ak which are obtained by Hermite

interpolation. Namely, for J = 1, we take 11 Chebyshev nodes on [−π, π] ,

ωk := π cos

(
π

2

2k − 1

11

)
, k = 1, . . . , 11,

and Hermite interpolation conditions

d`

dξ`
F0(ξ)|ξ=ωk

=
d`

dξ`
B1(ξ)|ξ=ωk

, ` = 0, . . . , ζk, k = 1, . . . , 11,(5.27)
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of orders (ζk) = (0, 0, 1, 2, 0, 4, 0, 2, 1, 0, 0) at each node ωk. The resulting F0 is given

by

F0(ξ) = 1.23976790776388 + 0.63350413697975 cos ξ(5.28)

+0.26789403554534 cos 2ξ + 0.05812502671878 cos 3ξ + 0.03945332896836 cos 4ξ

+0.00468789622758 cos 5ξ + 0.01086970558701 cos 6ξ − 0.00508016557257 cos 7ξ

+0.00243735166848 cos 8ξ − 0.00412602131519 cos 9ξ + 0.00246679742858 cos 10ξ.

It will be used for the case J = 1 in the following examples. In Figure 5.3 we see

that, F0 and M̃ approximate B1 and M well. Notice that Constraint B is satisfied
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1.6

1.8
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2.2
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Figure 5.3. Left: Approximation F0 (solid) to B1 (dotted), Right:

Approximation M̃ (solid) to M (dotted).

by (5.25)-(5.26) and our choice of F0 (see Figure 5.3). The errors of approximation

for F0 and M̃ with respect to the maximum norm are

‖F0 −B1‖∞ .
= 0.0153,

‖M̃ −M‖∞ .
= 0.0180.

(see Figure 5.4.) On the other hand, N is not real and discontinuous at ξ = 0, in

contrast to M . Thus, we show the approximation Ñ to N by closed curves in the

complex plane. The parametric curve for N begins at N(−π) = π
2

on the positive

real axis and goes counterclockwise to N(0−) = i. Then it jumps to N(0+) = −i and

goes counterclockwise to N(π) = π
2
. The trigonometric polynomial Ñ is a continuous

approximation of N . Figure 5.5 shows the values of N(ξj) (marked by ◦) and Ñ(ξj)

(marked by ∗), where ξj is equally spaced on [−π, π]. Note that Ñ accelerates near
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Figure 5.4. Left: |F0(ξ) − B1(ξ)|, ξ ∈ [−π, π], Right: |M(ξ) −
M̃(ξ)|, ξ ∈ [−π, π]

zero in order to approximate the jump of N at ξ = 0. For the case J = 2, from

−1 −0.5 0 0.5 1 1.5

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Figure 5.5. Approximation of Ñ (dotted) to N(solid) for J = 1

(left) and J = 2 (right). The values of N(ξj) are marked by ◦ and

Ñ(ξj) by ∗, where ξj’s are equally spaced on [−π, π].

(5.14) we have

D2(ξ) = 1 + 2e−iξ +
1

5
e−2iξ, D2(ξ − π) = 1− 2e−iξ +

1

5
e−2iξ,

|D2(ξ − π)|2 =
126

25
− 24

5
cos ξ +

2

5
cos 2ξ.

Furthermore, M̃ and Ñ are set by

M̃(ξ) = |D2(ξ − π)|2F0(ξ),(5.29)

Ñ(ξ) = e2iξ(D2(ξ − π))2F0(ξ),(5.30)

and a trigonometric polynomial F0 approximating B2 should be obtained, namely,

F0(ξ) ≈ B2(ξ) =
ξ/2

sin ξ/2 |D2(ξ − π)|2 on [−π, π].
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We propose the following Hermite Interpolation. With 13 Chebyshev nodes on

[−π, π],

ωk := π cos

(
π

2

2k − 1

13

)
, k = 1, . . . , 13,

and (ζk) = (0, 0, 1, 1, 2, 1, 4, 1, 2, 1, 1, 0, 0) at each node ωk we find F0 satisfying

d`

dξ`
F0(ξ)|ξ=ωk

=
d`

dξ`
B2(ξ)|ξ=ωk

(5.31)

for ` = 0, . . . , ζk, and k = 1, . . . , 13. As a result we obtain

F0(ξ) = 0.46109148979134 + 0.50701763950757 cos ξ(5.32)

+ 0.28466184491444 cos 2ξ + 0.14481523187640 cos 3ξ + 0.07977219294095 cos 4ξ

+ 0.03956874890536 cos 5ξ + 0.02185794683537 cos 6ξ + 0.00971199048350 cos 7ξ

+ 0.00607199386946 cos 8ξ + 0.00301301634923 cos 9ξ + 0.00261247054575 cos 10ξ

+ 0.000910841241721 cos 11ξ + 0.00139459273892 cos 12ξ.

As in the case J = 1, it is obvious that M̃ and Ñ in (5.29)-(5.30) satisfy Constraint

B as well. The errors of approximation of F0 and M̃ with respect to the maximum

norm are

‖F0 −B2‖∞ .
= 0.0047,

‖M̃ −M‖∞ .
= 0.0144.

The trigonometric polynomial Ñ for J = 2 is shown in Figure 5.5. Note that Ñ

approximates the function N better than Ñ for J = 1.

5.3.1. Approximate Hilbert transform pairs of spline MRA tight frame

{ψ5,5
j,k,`, j = 1, 2, 3, k, ` ∈ Z}.

We begin with the MRA tight frame {ψ5,5
j,k,`, j = 1, 2, 3, k, ` ∈ Z} whose generators

ψ5,5
j , j = 1, 2, 3, are given in section 3.3.2 (see Figure 3.4 and Table 3.4 ). We

demonstrate their approximate Hilbert transform pairs for J = 1, 2.

Example 5.6. We consider the case J = 1 in this example. From F0 in (5.28) we

get M̃ and Ñ using (5.25)-(5.26). Moreover, we get the approximations (5.1)-(5.3)
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by means of M̃ and Ñ . They are given by

̂̃Φ(ξ) = M̃(ξ)N̂6(ξ) =

(
10

9
− 2

3
cos ξ

)
F0(ξ)N̂6(ξ),

̂̃Ψj(ξ) =
Ñ(ξ/2)

M̃(ξ/2)
q5,5
j (ξ/2)̂̃Φ(ξ/2)

= −eiξ/2

(
1− 1

3
e−iξ/2

)2

F0(ξ/2)q5,5
j (ξ/2)N̂6(ξ/2)

= −25eiξ/2

(
1− 1

3
e−iξ/2

)2

F0(ξ/2)q̂5,5
j (ξ/2)(1− e−iξ/2)5N̂6(ξ/2).(5.33)

We compare the Ψ̃j, j = 1, 2, 3, to the exact Hilbert transforms Ψj, j = 1, 2, 3, in

(4.21). The magnitudes of Ψ̂j and ̂̃Ψj and their errors are shown in Figure 5.6 and

Figure 5.7.
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Figure 5.6. Magnitudes of Ψ̂j (solid) and ̂̃Ψj (dotted) for j = 1

(left), j = 2 (middle), and j = 3 (right) for J = 1.
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Figure 5.7. Error of | Ψ̂j − ̂̃Ψj | for j = 1 (left), j = 2 (middle),

and j = 3 (right) for J = 1.

As we mentioned in Theorem 5.3, however, we take N6 as the refinable function

of the approximate MRA tight frame {Ψ̃j,k,`, j = 1, 2, 3, k, ` ∈ Z}. The two-scale
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symbols of the generators Ψ̃j, j = 1, 2, 3, and the refinable function N6 are described

by (5.33) and the notations of Theorem 5.3

p̃(ξ) = p6(ξ) =

(
1 + e−iξ

2

)6

,

q̃j(ξ) = −25eiξ

(
1− 1

3
e−iξ

)2

F0(ξ)q̂
5,5
j (ξ)(1− e−iξ)5.

Now we show that Ψ̃j, j = 1, 2, 3, satisfy Constraint A. We check Constraint A(v)

first. It is clear that the symbols p̃ = p6 and q̃j, j = 1, 2, 3, are trigonometric

polynomials and thus they satisfy the Assumption 4.4, so does the refinable function

N6. Furthermore, N̂6 is continuous at the origin and N̂6(0) = 1. Next, we compute

the fundamental function S̃τ2 numerically by (5.7). Figure 5.8 shows that (i) of

Definition 5.1 holds, i.e. the 2π-periodic function S̃τ2 is positive, bounded, and

lim
j→−∞

|S̃τ2(2
jξ)− 1| ≤ δ1

for 0 < δ1 < 0.02. In order to check (ii) of Definition 5.1 we compute numerically

Eτ2(ξ) = S̃τ2(2ξ)p6(ξ)p6(ξ + π) +
3∑

j=1

q̃j(ξ)q̃j(ξ + π).(5.34)

It is clear that the function Eτ2 is 2π-periodic and its magnitude |Eτ2| is π-periodic.

A numerical computation asserts that 0 ≤ |Eτ2| ≤ δ2, δ2
.
= 0.104, see Figure 5.8.
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Figure 5.8. S̃τ2 on [−π, π] (left), on [−0.1, 0.1] (middle), and |Eτ2|
(right) for J = 1.

It is apparent that each of Ψ̃j, j = 1, 2, 3, has compact support, in fact, suppΨ̃1 =

[−6, 13.5], suppΨ̃2 = [−5, 13.5], suppΨ̃3 = [−6, 14.5], and 5 vanishing moments

from (5.33), just like the given generators ψm,L
j , i.e. we have Constraint A(i) and
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Constraint A (iii). From the associated refinable function N6 we have Ψ̃j ∈ C4

(Constraint A(ii)). Now, we look at the generators in the time domain so that we
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Figure 5.9. Ψ̃j (left) and ψ5,5
j (right) for j = 1 (solid), j = 2

(dotted), and j = 3 (dashed) for J = 1.

examine Constraint A(iv) (see Figure 5.9). Note that each ψ5,5
j is antisymmetric

and each Ψ̃j should be symmetric as an approximate Hilbert transform of ψ5,5
j . But,

Figure 5.9 shows that this is not true due to the non-symmetric coefficient vector of

(DJ(ξ + π))2 in (5.20). This effect is still pronounced for J = 1. For a higher value

of J , we expect that this effect is reduced. Finally, we make sure if

| ̂̃Ψj(ξ) + iψ̂5,5
j (ξ)| ≈ 0, for j = 1, 2, 3, ξ ∈ R−.

For a good approximation Ψ̃j, | ̂̃Ψj(ξ) + iψ̂5,5
j (ξ)| should vanish on R− due to (2.7).

Figure 5.10 shows that | ̂̃Ψj(ξ) + iψ̂5,5
j (ξ)| approximately vanishes for ξ < 0 already

for J = 1.
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Figure 5.10. | ̂̃Ψj(ξ) + iψ̂5,5
j (ξ)| for j = 1 (left), j = 2 (middle), and

j = 3 (right) for J = 1.
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Example 5.7. Now we apply the results of the case J = 2. As in the previous

example, we start with F0 in (5.32) and insert it into (5.29)-(5.30) to obtain M̃ and

Ñ . The corresponding refinable function is N6, and the frame generators are

̂̃Ψj(ξ) = eiξ

(
1− 2e−iξ/2 +

1

5
e−iξ

)2

F0(ξ/2)q5,5
j (ξ/2)N̂6(ξ/2)

= 25eiξ

(
1− 2e−iξ/2 +

1

5
e−iξ

)2

(1− e−iξ/2)5F0(ξ/2)q̂5,5
j (ξ/2)N̂6(ξ/2).

The associated two-scale symbols are p̃ = p6 and

q̃j(ξ) = 25e2iξ

(
1− 2e−iξ +

1

5
e−2iξ

)2

(1− e−iξ)5F0(ξ)q̂
5,5
j (ξ), j = 1, 2, 3.

Note that the symbols and the refinable function satisfy Assumption 4.4 trivially. If
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Figure 5.11. S̃τ2 on [−π, π] (left), on [−0.1, 0.1] (middle), and |Eτ2|
(right) for J = 2.

we compute the associated fundamental function S̃τ2 using the same method of the

previous example, it shows that (i) of Definition 5.1 is also valid (see Figure 5.11).

The second condition (ii) of Definition 5.1 is tested by the numerical computation

of the function Eτ2 as in (5.34). Figure 5.11 indicates that (ii) holds for the asso-

ciated symbols and fundamental function as well. The 3 generators are shown in

Figure 5.12. Each of them has also 5 vanishing moments, compact support, in fact,

suppΨ̃1 = [−7.5, 15], suppΨ̃2 = [−6.5, 15], suppΨ̃3 = [−7.5, 16], and is again in C4.

Furthermore, they are closer to being symmetric than those for J = 1 (compare with

Figure 5.9).

Finally Figure 5.13 shows that | ̂̃Ψj(ξ) + iψ̂5,5
j (ξ)| almost vanishes for ξ < 0,

and the size is much smaller than the case J = 1 (compare with Figure 5.10).

From Figure 5.12 and Figure 5.13 we can conclude that for J = 2 we have better
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Figure 5.12. Ψ̃j, j = 1 (solid), j = 2 (dotted), and j = 3 (dashed)

for J = 2.
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Figure 5.13. | ̂̃Ψj(ξ) + iψ̂5,5
j (ξ)|, j = 1 (left), j = 2 (middle), and

j = 3 (right) for J = 2.

approximations Ψ̃j to Hψ5,5
j for j = 1, 2, 3.

5.3.2. Approximate Hilbert transform pairs of spline MRA tight frame

{ψ4,4
j,k,`, j = 1, 2, 3, k, ` ∈ Z}.

The construction of the previous examples does not depend on the order of the B-

splines. Thus, we get approximate Hilbert transform pairs of the spline MRA tight

frame {ψ4,4
j,k,`, j = 1, 2, 3, k, ` ∈ Z} using the results of the cases J = 1, 2. Notice that

the generators ψ4,4
j , j = 1, 2, 3, are symmetric and finite linear combinations of N4

(their coefficients q̂4,4
j,k are given in [8, p.183]).

Example 5.8. We set J = 1. The functions F0, M̃ , and Ñ are the same as

those of the case J = 1 in Example 5.6. Thus we have the refinable function N5 and

generators

̂̃Ψj(ξ) = −24eiξ/2

(
1− 1

3
e−iξ/2

)2

(1− e−iξ/2)4F0(ξ/2)q̂4,4
j (ξ/2)N̂5(ξ/2),(5.35)
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and the two-scale symbols are p̃ = p5 and

q̃j(ξ) = −24eiξ

(
1− 1

3
e−iξ

)2

(1− e−iξ)4F0(ξ)q̂
4,4
j (ξ), j = 1, 2, 3.

Now we examine if Ψ̃j, j = 1, 2, 3, and N5 constitute an approximate MRA tight

frame. It is trivial to check Assumption 4.4 for the symbols and the refinable func-

tion. Thus, we compute the associated fundamental function S̃τ2 and observe its

behavior around the origin. Figure 5.14 shows that (i) of Definition 5.1 is satisfied.

Moreover, a numerical computation of the function Eτ2 in (5.34) asserts that (ii) of
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0
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−0.1 0 0.1

0.98

1

1.02

Figure 5.14. S̃τ2 on [−π, π] (left), on [−0.1, 0.1] (middle), and |Eτ2|
(right) for J = 1.

Definition 5.1 holds as well. We have, therefore, an approximate MRA tight frame.

From (5.35) it is obvious that the generators Ψ̃j, j = 1, 2, 3, are compactly supported

(suppΨ̃1 = [−6, 11.5], suppΨ̃2 = [−5, 11.5], suppΨ̃3 = [−6, 12.5]) and are in C3.

The 3 generators are shown in Figure 5.15 and they are nearly antisymmetric, while

ψ4,4
j , j = 1, 2, 3, are symmetric. Finally, Figure 5.16 shows that | ̂̃Ψj(ξ) + iψ̂4,4

j (ξ)|
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Figure 5.15. Ψ̃j (left) and ψ4,4
j (right), j = 1 (solid), j = 2 (dotted),

and j = 3 (dashed) for J = 1.
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Figure 5.16. | ̂̃Ψj(ξ) + iψ̂4,4
j (ξ)|, j = 1 (left), j = 2 (middle), and

j = 3 (right) for J = 1.

nearly vanishes for ξ < 0 for each j.

Example 5.9. For J = 2 the functions F0, M̃ , and Ñ are identical with those

of the case J = 2 in Example 5.7. Therefore, we have the refinable function N5 and

generators

̂̃Ψj(ξ) = 24eiξ

(
1− 2e−iξ/2 +

1

5
e−iξ

)2

(1− e−iξ/2)4F0(ξ/2)q̂4,4
j (ξ/2)N̂5(ξ/2),

and the two-scale symbols are p5 and

Q̃j(ξ) = 24e2iξ

(
1− 2e−iξ +

1

5
e−2iξ

)2

(1− e−iξ)4F0(ξ)q̂
4,4
j (ξ), j = 1, 2, 3.

If we compute the associated fundamental function S̃τ2 as in the previous examples,

we can examine (i) and (ii) of Definition 5.1. Figure 5.17 displays that both (i)

and (ii) hold. The 3 generators are shown in Figure 5.18. It is clear that they are
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Figure 5.17. S̃τ2 on [−π, π] (left), on [−0.1, 0.1] (middle), and |Eτ2|
(right) for J = 2.

compactly supported (suppΨ̃1 = [−7, 13], suppΨ̃2 = [−6, 13], suppΨ̃3 = [−7, 14])

79



and they are closer to being antisymmetric than those of the case J = 1 (compare

with Figure 5.15). Finally Figure 5.19 shows that | ̂̃Ψj(ξ) + iψ̂4,4
j (ξ)| almost vanishes

0 1 2 3 4 5 6 7

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

Figure 5.18. Ψ̃j, j = 1 (solid), j = 2 (dotted), and j = 3 (dashed)

for J = 2.

for ξ < 0, and the size is much smaller than for J = 1 (compare with Figure 5.16).

Hence, Ψ̃j of the case J = 2 approximates Hψ4,4
j better than that of the case J = 1

for each j.
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Figure 5.19. | ̂̃Ψj(ξ) + iψ̂4,4
j (ξ)|, j = 1 (left), j = 2 (middle), and

j = 3 (right) for J = 2.

Remark 5.10. 1. If we are given a spline MRA tight frame {ψm,L
j,k,`}, our approach

provides an approximate MRA tight frame {Ψ̃j,k,`} such that Ψ̃j ∈ Cm−1∩L2(R) with

the associated refinable function Nm+1. Each generator Ψ̃j has compact support and

vanishing moments of order L. Furthermore, we can expect that each generator Ψ̃j is

nearly symmetric (resp. antisymmetric) if ψm,L
j is antisymmetric (resp. symmetric).

In other words, if the given MRA tight frame has good properties such as regularity,
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vanishing moments, symmetry, then the approximate Hilbert transform inherits the

properties. Furthermore, if we once store M̃ and Ñ , we obtain our approximations

automatically regarding to the given MRA tight frames. Namely, in order to get

approximate Hilbert transform pairs of MRA tight frames that have good properties,

we only need to choose an MRA tight frame of good properties. The conventional

approaches ([15, 16, 18, 26, 27, 28]), however, construct both parts of the Hilbert

transform pair at the same time. Thus the computational complexity will naturally

increase if one requires ”good” frames. This is another difference between our and

the fore-existing approaches.

2. It follows from [10] that the approximate MRA tight frames are Bessel systems.

We believe that they are frames of L2(R) as well. A complete proof is, however, still

missing. We conjecture that one can prove the existence of their duals which are

Bessel systems.

In the next section, we will develop pairs of MRA tight frames which are approximate

Hilbert transform pairs in the sense of (v) of Constraint A.
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CHAPTER 6

Approximate Hilbert transform pairs of spline MRA tight

frames

The examples in the previous section indicate that it is not possible to get an

approximate Hilbert transform pair of a given spline MRA tight frame where the

approximation itself is a spline MRA tight frame. Namely, although our examples

are good approximate Hilbert transforms, they satisfy the characterization of tight

frames, i.e. (i) and (ii) of Proposition 4.5, only approximately. Hence, they are not

MRA tight frames in the strict sense, but approximate MRA tight frames.

In contrast to the approach of chapter 5, we want to stick to the tightness. In this

chapter, we give priority to the tightness, i.e. we start with an MRA tight frame and

find another MRA tight frame whose generators are approximate Hilbert transforms

of the given generators. What we can expect is that the approximations would be

worse than those in the previous chapter since we lose many degrees of freedom due

to the tightness.

For the search for those MRA tight frame pairs, we revisit the definition of the

Hilbert transform in the frequency domain and characterize a pair of functions which

are Hilbert transforms of each other. Using the characterization we search for the

pairs of spline MRA tight frames among the examples which are given in section

3.3, the appendix, and [8].

6.1. Characterization of Hilbert transform pairs in L2(R)

If two functions η and ψ in L2(R) are a Hilbert transform pair, i.e. η = Hψ, we

have equivalently from (2.5)

|η̂(ξ)| = |ψ̂(ξ)|, a.e. ξ ∈ R,(6.1)

ρη̂(ξ) = ρψ̂(ξ)− π

2
sgn(ξ) + 2π`, a.e. ξ ∈ R, ` ∈ Z,(6.2)
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where ρη̂ and ρψ̂ are the phases of η̂ and ψ̂. We make use of (6.1) and (6.2) in our

search for approximate Hilbert transform pairs of spline MRA tight frames. Namely,

for a spline MRA tight frame {ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}, we search for another

spline MRA tight frame {ηj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} with

|η̂j(ξ)| ≈ |ψ̂j(ξ)|, a.e. ξ ∈ R(6.3)

ρη̂j
(ξ) ≈ ρψ̂j

(ξ)− π

2
sgn(ξ) + 2π`, a.e. ξ ∈ R, ` ∈ Z,(6.4)

for each j = 1, . . . , r. For the sake of the construction of approximate Hilbert trans-

form pairs, we require that (6.3) and (6.4) hold. In the next section we present

examples of such pairs.

6.2. Examples

We begin with {ψ5,5
j,k,`, j = 1, 2, 3, k, ` ∈ Z} and find its approximate Hilbert

transform pair. In fact, Theorem 4.12 and Remark 4.13 give us a good hint, since

the exact Hilbert transform of each generator ψ5,5
j is described by N6. In other

words, the candidates are MRA tight frames with refinable function N6, i.e. ψ6,L
j for

some L. Furthermore, the ideal pair should be symmetric since ψ5,5
j is antisymmetric

for each j = 1, 2, 3. Our examples in section 3.3 and the appendix show that each

ψ6,L
j , j = 1, 2, 3, is symmetric for even L (the example of the case L = 2 is not given

in this thesis for the sake of saving space). Among the candidates of the generators

{ψ6,L
j , j = 1, 2, 3}, for L = 2, 4, 6, we recall that each of the two-scale symbols of

ψ6,4
j is given by

q6,4
j (ξ) = 24q̂6,4

j (ξ)(1− e−iξ)4,

and each q̂6,4
j has the same number of coefficients as q̂5,5

j , where

q5,5
j (ξ) = 25q̂5,5

j (ξ)(1− e−iξ)5.

We show that this fact is crucial for the condition (6.4). We demonstrate, further-

more, that (6.3) holds for ψ5,5
j and ψ6,4

j . After that we extend the result to the pairs

(ψ4,4
j , ψ5,3

j ) and (ψ3,3
j , ψ4,2

j ).

Example 6.1. For each j ∈ {1, 2, 3}, we show that ψ5,5
j and ψ6,4

j satisfy (6.3)

and (6.4). In other words, ψ5,5
j and ψ6,4

j , j = 1, 2, 3, generate an approximate Hilbert
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transform pair of spline MRA tight frames.

We begin with the Fourier transforms of ψ5,5
j and ψ6,4

j ,

ψ̂5,5
j (ξ) = 25q̂5,5

j (ξ/2)
(
1− e−iξ/2

)5
N̂5(ξ/2),

ψ̂6,4
j (ξ) = 24q̂6,4

j (ξ/2)
(
1− e−iξ/2

)4
N̂6(ξ/2).

The coefficients q̂5,5
j,k and q̂6,4

j,k are given in Table 3.4 and Table 3.6. Note that the

coefficient vectors (q̂5,5
j,k ) and (q̂6,4

j,k ) have the same length for each j. In addition, we
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Figure 6.1. e3iξ q̂5,5
1 (ξ) (left, dotted) and e3iξ q̂6,4

1 (ξ) (left, solid),

e4iξ q̂5,5
j (ξ) (dotted) and e4iξ q̂6,4

j (ξ) (solid) for j = 2 (middle) and j = 3

(right).

have (see Figure 6.1)

q̂5,5
1 (ξ) = e−3iξ|q̂5,5

1 (ξ)|, q̂6,4
1 (ξ) = e−3iξ|q̂6,4

1 (ξ)|,
q̂5,5
2 (ξ) = e−4iξ|q̂5,5

2 (ξ)|, q̂6,4
2 (ξ) = e−4iξ|q̂6,4

2 (ξ)|,
q̂5,5
3 (ξ) = e−4iξ|q̂5,5

3 (ξ)|, q̂6,4
3 (ξ) = e−4iξ|q̂6,4

3 (ξ)|, ξ ∈ R.

Namely, the phases of q̂5,5
j and q̂6,4

j are identical for each j. Now we compare the

phases of ψ̂5,5
j and ψ̂6,4

j . For the comparison we describe ψ̂5,5
j in a different way as

ψ̂5,5
j (ξ) = 25q̂5,5

j (ξ/2)
(
1− e−iξ/2

)4
(iξ/2)N̂6(ξ/2)

= 24iξq̂5,5
j (ξ/2)

(
1− e−iξ/2

)4
N̂6(ξ/2)

= 24isgn(ξ)|ξ|q̂5,5
j (ξ/2)

(
1− e−iξ/2

)4
N̂6(ξ/2).

Note that ψ̂5,5
j and ψ̂6,4

j have the common factor
(
1− e−i·/2

)4
N̂6. In addition, owing

to ρq̂5,5
j

= ρq̂6,4
j

, j = 1, 2, 3, the difference of the phases arises only from the factor

isgn(ξ) whose phase corresponds to π
2
sgn(ξ). Therefore, we have

ρψ̂5,5
j

(ξ) = ρψ̂6,4
j

(ξ) +
π

2
sgn(ξ) + 2π`, ` ∈ Z a.e. ξ ∈ R,(6.5)
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Figure 6.2. ρψ̂5,5
j

(dashed) and ρψ̂6,4
j

(solid), for j = 1 (left), j = 2

(middle), and j = 3 (right).

which satisfies the requirement (6.4) perfectly (see Figure 6.2). The linear phase of

ψ̂6,4
j is

ρψ̂6,4
j

(ξ) = (ρj − 5)ξ/2 + 2π`, ` ∈ Z
from

ψ̂6,4
j (ξ) = 23|q̂6,4

j (ξ/2)||2 sin ξ/4|4|N̂6(ξ/2)|ei(ρj−5)ξ/2,

where ρjξ is the phase of q̂6,4
j (ξ) and ρ1 = −3, ρ2 = ρ3 = −4.

If we compare the magnitudes of ψ̂5,5
j and ψ̂6,4

j , we have (see Figure 6.3)

|ψ̂5,5
j | ≈ |ψ̂6,4

j |, for j = 1, 2, 3.

Figure 6.4 shows that |ψ̂5,5
j (ξ) + iψ̂6,4

j (ξ)| vanishes approximately for ξ < 0.

−10 0 10
0

0.2

0.4

0.6

0.8

−10 0 10
0

0.1

0.2

0.3

−10 0 10
0

0.2

0.4

0.6

0.8

Figure 6.3. |ψ̂5,5
j | (dashed) and |ψ̂6,4

j | (solid), for j = 1 (left), j = 2

(middle), and j = 3 (right) .

Remark 6.2. 1. If we give priority to the approximation of the Hilbert trans-

form of ψ5,5
j for j = 1, 2, 3, we obtain better approximations of the magnitudes

of ψ̂5,5
j through cjψ

6,4
j , where c1

.
= 1.1042, c2

.
= 0.6370, and c3

.
= 1.0177. Hence

|ψ̂5,5
j (ξ) + icjψ̂

6,4
j (ξ)| is smaller for ξ < 0 (see Figure 6.4). Note that {cjψ

6,4
j,k,`, j =

1, 2, 3, k, ` ∈ Z} is not a tight frame anymore, but a frame with frame bounds
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Figure 6.4. |ψ̂5,5
j + iψ̂6,4

j | (dotted) and |ψ̂5,5
j + icjψ̂

6,4
j | (solid) for

j = 1 (left), j = 2 (middle), and j = 3 (right).

A
.
= 0.63702 and B

.
= 1.10422.

2. Note that the generators ψ5,5
j and ψ6,4

j for j = 1, 2, 3, are antisymmetric and

symmetric, respectively (see Figure 3.4 and Figure 3.6). Furthermore, they have

compact supports, high vanishing moments, and enough smoothness.

3. It is apparent that (6.5) follows from the fact that the trigonometric polyno-

mials q̂5,5
j (ξ) and q̂6,4

j (ξ) have the same number of coefficients and, moreover, the

phases are the same for each j. If these properties hold generally for the trigono-

metric polynomials q̂m,m
j (ξ) and q̂m+1,m−1

j (ξ), we have automatically (6.5) for the

pair (ψm,m
j , ψm+1,m−1

j ), j = 1, 2, 3. In addition, we expect that the magnitudes of

ψm,m
j and ψm+1,m−1

j , j = 1, . . . , r, are approximately the same as those in Example

6.1. Therefore we conjecture that (ψm,m
j , ψm+1,m−1

j ), j = 1, . . . , r,m ≥ 3, generate

approximate Hilbert transform pairs of MRA tight frames in the sense of (6.3) and

(6.4).

Now we recall that q̂m,m
j (ξ) and q̂m+1,m−1

j (ξ) have the same number of coefficients

for m = 3, 4. Using it we address that (ψ4,2
j , ψ3,3

j ) and (ψ4,4
j , ψ5,3

j ), j = 1, 2, 3, are

approximate Hilbert transform pairs as well.

Example 6.3. For the pairs (ψ3,3
j , ψ4,2

j ), j = 1, 2, 3, we have

ψ̂3,3
j (ξ) = 23q̂3,3

j (ξ/2)
(
1− e−iξ/2

)3
N̂3(ξ/2),

ψ̂4,2
j (ξ) = 22q̂4,2

j (ξ/2)
(
1− e−iξ/2

)2
N̂4(ξ/2),
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where the coefficients of the trigonometric polynomials are given in Table 3.2 and

Table A.3, respectively. As in the previous example, Figure 6.5 shows that |ψ̂3,3
j (ξ)+

iψ̂4,2
j (ξ)| vanishes approximately for ξ < 0.
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Figure 6.5. |ψ̂3,3
j + iψ̂4,2

j | for j = 1 (left), j = 2 (middle), and j = 3 (right).

Example 6.4. The pairs (ψ4,4
j , ψ5,3

j ), j = 1, 2, 3, have the Fourier transforms

ψ̂4,4
j (ξ) = 24q̂4,4

j (ξ/2)
(
1− e−iξ/2

)4
N̂4(ξ/2),

ψ̂5,3
j (ξ) = 23q̂5,3

j (ξ/2)
(
1− e−iξ/2

)3
N̂5(ξ/2),

where the coefficients of q̂4,4
j and q̂5,3

j are given in ([8]) and Table A.5. Figure 6.6

indicates that |ψ̂4,4
j (ξ) + iψ̂5,3

j (ξ)| vanishes approximately for ξ < 0.
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Figure 6.6. |ψ̂4,4
j + iψ̂5,3

j | for j = 1 (left), j = 2 (middle), and j = 3 (right).
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CHAPTER 7

Generating new MRA bi-frames from given MRA bi-frames

From an MRA bi-frame, we find a way to produce an MRA bi-frame

({Tψj,k,`}, {T−1ψj,k,`}) , where T is a linear (possibly unbounded) operator. Our

construction is based on the characterization of MRA bi-frames of [13] which we

present in Section 7.1. As some concrete examples for T , we study the differentiation

T = D in Section 7.2 and the operator Λ = HD in Section 7.3. The connection

of D with the ”commutation” of wavelets is explored. Section 7.4 provides much

more general method. Our Theorem 7.9 is an extension of the result by Zhao ([30])

to MRA bi-frames. Finally, in Section 7.5 we develop an analogue of the ”Lifting

Scheme” by Sweldens ([29]) for MRA bi-frames.

7.1. Characterization of MRA bi-frames

The characterization of MRA bi-frames are based on the mixed fundamental

function. Let {ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} and {ψ̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} be two

MRA-based families in L2(R), with two-scale symbols qj and q̃j, j = 1, . . . , r, respec-

tively, and φ, φ̃, be the corresponding refinable functions with two-scale symbols p

and p̃, respectively. The following function is called the mixed fundamental function

for dyadic scaling:

SM(ξ) : =
∞∑

k=0

r∑
j=1

qj(2
kξ)q̃j(2kξ)

k−1∏
m=0

p(2mξ)p̃(2mξ).(7.1)

The function SM is well-defined, and essentially bounded, if each of the two families

{ψj,k,`} and {ψ̃j,k,`} is a Bessel system ([13]), since the inequality

SM ≤
√

SS̃
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holds, where S and S̃ are the fundamental functions (4.9) of the two families. In

addition, it follows from the definition, as in (4.10), that

SM(ξ) = SM(2ξ)p(ξ)p̃(ξ) +
r∑

j=1

qj(ξ)q̃j(ξ), a.e. ξ ∈ R(7.2)

Now we give the characterization of MRA bi-frames for the one-dimensional and

dyadic case. This is a special case of [13, Proposition 5.2].

Proposition 7.1. [13, Proposition 5.2] Assume that the combined MRA masks

τ = (p, q1, . . . , qr) and τ̃ = (p̃, q̃1, . . . , q̃r) are bounded. Assume also that φ̂ and ˆ̃φ are

continuous at the origin and φ̂(0) = ˆ̃φ(0) = 1, and that the corresponding wavelet

systems {ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} and {ψ̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} are Bessel

systems. Then the following conditions are equivalent:

(a) The pair
(
{ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}, {ψ̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}

)
is an MRA

bi-frame.

(b) For all ξ ∈ σ(V0) ∩ σ(Ṽ0), the mixed fundamental function SM satisfies:

(b1) limj→−∞ SM(2jξ) = 1,

(b2) If ξ + π ∈ σ(V0) ∩ σ(Ṽ0), we have

SM(2ξ)p(ξ)p̃(ξ + π) +
r∑

j=1

qj(ξ)q̃j(ξ + π) = 0.(7.3)

This result leads to the following sufficient condition for the construction of an

MRA bi-frame, which allows us to adopt a simple 2π-periodic function instead of

the mixed fundamental function.

Proposition 7.2. [13, Corollary 5.3] (The mixed oblique extension principle

(MOEP)) Let τ := (p, q1, . . . , qr) and τ̃ = (p̃, q̃1, . . . , q̃r) be the combined masks of

the wavelet systems {ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} and {ψ̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z},
respectively. Assume that Assumption 4.4 is satisfied by each system and that both

are Bessel systems. Suppose that there exists a 2π-periodic function SM that satisfies

the following:

(i) SM is essentially bounded, continuous at the origin, and SM(0) = 1.
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(ii) If ξ, ξ + π ∈ σ(V0) ∩ σ(Ṽ0), then

SM(2ξ)p(ξ)p̃(ξ + ν) +
r∑

j=1

qj(ξ)q̃j(ξ + ν) =





SM(ξ), if ν = 0,

0, if ν = π.
(7.4)

Then
(
{ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}, {ψ̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}

)
is an MRA bi-frame.

7.2. Commutation of MRA bi-frames

First, we recall the commutation of biorthogonal wavelets ([12]). Our aim is to

show that the same approach works for MRA bi-frames.

Let {ψ, ψ̃} be a biorthogonal wavelet with corresponding scaling functions φ and φ̃.

Furthermore, let q, q̃, and p, p̃, be the respective two-scale symbols. Commutation

constructs a new pair P, P̃ , by means of

P (ξ) = 2p(ξ)/(1 + eiξ), P̃ (ξ) =
1

2
p̃(ξ)(1 + e−iξ).(7.5)

They result in a new pair of scaling functions Φ and Φ̃, which are related to φ and

φ̃ by differentiation/integration, that is to say:

φ̂(ξ) = Φ̂(ξ)
eiξ − 1

iξ
⇔ d

dx
φ(x) = Φ(x + 1)− Φ(x),(7.6)

ˆ̃Φ(ξ) = ˆ̃φ(ξ)
1− e−iξ

iξ
⇔ d

dx
Φ̃(x) = φ̃(x)− φ̃(x− 1).(7.7)

The other two-scale symbols Q and Q̃ are given by (1.11)

Q(ξ) = q(ξ)(1− eiξ)/2, Q̃(ξ) = 2q̃(ξ)/(1− e−iξ).(7.8)

As a result, we have

Ψ = −1

4

dψ

dx
, ψ̃ =

1

4

dΨ̃

dx
,(7.9)

and {Ψ, Ψ̃} is a biorthogonal wavelet with scaling functions {Φ, Φ̃}.
In Theorem 7.4 we reveal that there exists commutation for MRA bi-frames as well.

Lemma 7.3 ([10, Theorem 1]) provides a sufficient condition for a Bessel system and

will be used in the remaining sections.

Lemma 7.3. [10, Theorem 1] Let ψ be piecewise Lip α, 0 < α ≤ 1, and |ψ(x)| ≤
C(1 + |x|)−1−ε for some ε > 0, 0 < C < ∞. If

∫
ψ(x)dx = 0, then {aj/2ψ(ajx −

kb), k, ` ∈ Z} is a Bessel system for arbitrary a > 1, b > 0.
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Note that if {ψj0,k,`, k, ` ∈ Z} is a Bessel system for each j0 ∈ {1, . . . , r}, then

{ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} is also a Bessel system.

Theorem 7.4. Let φ̂ and ˆ̃φ be continuous at the origin and φ̂(0) = ˆ̃φ(0) = 1.

Furthermore, let the corresponding wavelet system pair

(
{ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}, {ψ̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}

)

be an MRA bi-frame, in which each generator satisfies the following regularity and

decay conditions: ψ′j ∈ Lip α,
∫ x

−∞ ψ̃j(y)dy ∈ Lip α̃, for some α, α̃ > 0, and

ψ′j(x) = O((1+|x|)−1−ε),
∫ x

−∞ ψ̃j(y)dy = O((1+|x|)−1−ε̃), for some ε, ε̃ > 0. Assume

also that the symbols satisfy:

(i) p(ξ) =

(
1 + e−iξ

2

)m

p0(ξ), p̃(ξ) =

(
1 + e−iξ

2

)m̃

p̃0(ξ),(7.10)

where m ≥ 2, m̃ ≥ 1, and p0(π), p̃0(π) 6= 0, and p0, p̃0, are bounded.

(ii) qj(ξ) =

(
1− e−iξ

2

)mj

qj
0(ξ), q̃j(ξ) =

(
1− e−iξ

2

)m̃j

q̃j
0(ξ),(7.11)

where mj ≥ 1, m̃j ≥ 2, and qj
0(0), q̃j

0(0) 6= 0, and qj
0, q̃

j
0, are bounded. Namely, ψj

and ψ̃j have mj and m̃j vanishing moments, respectively. The associated mixed

fundamental function is denoted by sM .

If we define new symbols for j=1,. . . ,r,

P (ξ) = 2p(ξ)/(1 + eiξ), P̃ (ξ) = p̃(ξ)(1 + e−iξ)/2,(7.12)

Qj(ξ) = qj(ξ)(1− eiξ)/2, Q̃j(ξ) = 2q̃j(ξ)/(1− e−iξ),(7.13)

then the associated pair of systems

(
{Ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}, {Ψ̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}

)

is again an MRA bi-frame with the same mixed fundamental function sM . More-

over, the generators Ψj, Ψ̃j, j = 1, . . . , r, and scaling functions Φ, Φ̃, are related to

ψj, ψ̃j, j = 1, . . . , r, and φ, φ̃, by differentiation/integration.
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Proof.

We make use of Proposition 7.1 for the proof. First, the boundedness of the two-scale

symbols should be examined. By (7.10) and (7.12), we have

P (ξ) = e−iξ

(
1 + e−iξ

2

)m−1

p0(ξ), m ≥ 1.

Hence, P is bounded due to the boundedness of p0. From (7.11) and (7.13) we have

Q̃j(ξ) =

(
1− e−iξ

2

)m̃j−1

q̃j
0(ξ), m̃j ≥ 2,

and Q̃j is bounded as well by the boundedness of q̃j
0. The other symbols P̃ and Qj

are also bounded since p̃ and qj are.

Now we check the continuity of Φ̂ and ˆ̃Φ at the origin. By (7.6) and the continuity

of φ̂ at the origin, we have

lim
ξ→0

Φ̂(ξ) = lim
ξ→0

φ̂(ξ)
iξ

eiξ − 1
= φ̂(0) · 1 = 1.

Analogously, it follows that

lim
ξ→0

ˆ̃Φ(ξ) = 1.

Next, we show that each system {Ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} and {Ψ̃j,k,`, 1 ≤
j ≤ r, k, ` ∈ Z} is a Bessel system, which is generated from the masks Qj and

Q̃j, j = 1, . . . , r, respectively. For the proof we apply Lemma 7.3. From (7.9) we get

wavelets Ψj and Ψ̃j such that

Ψj(x) = −1

4
ψ′j(x), Ψ̃j(x) = 4

∫ x

−∞
ψ̃j(y)dy, for j = 1, . . . , r.

By assumptions on ψj and ψ̃j, we have Ψj ∈ Lip α, Ψ̃j ∈ Lip α̃ for some α > 0, α̃ > 0,

and Ψj = O((1 + |x|)−1−ε and Ψ̃j = O((1 + |x|)−1−ε̃. In addition, Ψ̂j(0) = 0 and
̂̃Ψj(0) = 0 from (7.11) and (7.13). Consequently, both families {Ψj,k,`} and {Ψ̃j,k,`}
are Bessel systems.

Next, we show that the mixed fundamental function for P, P̃ , Qj, Q̃j, j = 1, . . . , r, is

identical to that of p, p̃, qj, q̃j, j = 1, . . . , r. From (7.12) and (7.13), we have

P (ξ)P̃ (ξ) = p(ξ)(2/(1 + eiξ)) p̃(ξ)((1 + eiξ)/2) = p(ξ)p̃(ξ),

Qj(ξ)Q̃j(ξ) = qj(ξ)((1− eiξ)/2) q̃j(ξ)(2/(1− eiξ)) = qj(ξ)q̃j(ξ).
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Applying these identities to (7.1) leads to

SM(ξ) =
∞∑

k=0

r∑
j=1

Qj(2
kξ)Q̃j(2kξ)

k−1∏
m=0

P (2mξ)P̃ (2mξ)

=
∞∑

k=0

r∑
j=1

qj(2
kξ)q̃j(2kξ)

k−1∏
m=0

p(2mξ)p̃(2mξ)

= sM(ξ), a.e. ξ ∈ R.(7.14)

Therefore, it is clear that (b1) in Proposition 7.1 holds automatically.

We demonstrate, finally, that (b2) holds for SM and the symbols P, Qj, P̃ , Q̃j, j =

1, . . . , r. From (7.12) and (7.13) we see that

SM(2ξ)P (ξ)P̃ (ξ + π) +
r∑

j=1

Qj(ξ)Q̃j(ξ + π)

= sM(2ξ)p(ξ)(2/(1 + eiξ)) p̃(ξ + π)((1− eiξ)/2)

+
r∑

j=1

qj(ξ)((1− eiξ)/2) q̃j(ξ + π)(2/(1 + eiξ))

=
1− eiξ

1 + eiξ

[
sM(2ξ)p(ξ)p̃(ξ + π) +

r∑
j=1

qj(ξ)q̃j(ξ + π)

]
= 0, a.e. ξ ∈ R. ¤(7.15)

Remark 7.5. The expression in (7.15) is zero even for the pole ξ ∈ (2Z + 1)π

of 1−eiξ

1+eiξ . Namely, we show that

sM(2ξ)p(ξ)p̃(ξ + π) +
r∑

j=1

qj(ξ)q̃j(ξ + π) = (1 + eiξ)2U(ξ),(7.16)

for some 2π-periodic bounded function U . From the conditions on the two-scale

symbols (7.10)-(7.11), we have

sM(2ξ)p(ξ)p̃(ξ + π) +
r∑

j=1

qj(ξ)q̃j(ξ + π)

= sM(2ξ)

(
1 + e−iξ

2

)m

p0(ξ)

(
1− eiξ

2

)m̃

p̃0(ξ + π)

+
r∑

j=1

(
1− e−iξ

2

)mj

qj
0(ξ)

(
1 + eiξ

2

)m̃j

q̃j
0(ξ + π)

= (1 + eiξ)2U(ξ),
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since m ≥ 2 and m̃j ≥ 2.

7.3. Application to Λ-operator

As an application, we show that an MRA bi-frame ({Λψj,k,`}, {Λ−1ψj,k,`}) is

obtained from an MRA tight frame {ψj,k,`} by combining Theorem 4.12 and Theorem

7.4.

Theorem 7.6. Let ψj, j = 1, . . . , r, be generators of an MRA tight frame with

refinable function φ. Furthermore, let the refinable function and symbols p, qj, satisfy

all assumptions of Theorem 4.12 with φ̂(ξ) = R(ξ)N̂m(ξ) and p(ξ) = pm(ξ)p0(ξ).

Let Ψj, j = 1, . . . , r, and Φ denote the generators and the refinable function of the

MRA tight frame with masks P, Qj, obtained by the result of Theorem 4.12. If we

suppose that Φ, Ψj, j = 1, . . . , r, and P,Qj, meet all conditions of Theorem 7.4, then

({ηj,k,` := Λψj,k,`}, {η̃j,k,` := Λ−1ψj,k,`}) is an MRA bi-frame with refinable functions

ϕ and ϕ̃, where

ϕ̂(ξ) = e−iξM(ξ)φ̂(ξ) = e−iξM(ξ)R(ξ)N̂m(ξ),(7.17)

ˆ̃ϕ(ξ) = M(ξ)

(
1− e−iξ

iξ

)2

φ̂(ξ) = M(ξ)R(ξ)N̂m+2(ξ).(7.18)

Moreover, the associated symbols are given by

Pϕ(ξ) = e−iξ M(2ξ)

M(ξ)
p(ξ) =

2e−iξ

|1 + e−iξ|p(ξ),(7.19)

Pϕ̃(ξ) =
M(2ξ)

M(ξ)

(
1 + e−iξ

2

)2

p(ξ) =
(1 + e−iξ)2

2|1 + e−iξ| p(ξ)(7.20)

=
M(2ξ)

M(ξ)
pm+2(ξ)p0(ξ),(7.21)

and

Qηj
(ξ) =

1− eiξ

2

N(ξ)

M(ξ)
qj(ξ) = −|1− e−iξ|

2e−iξ
qj(ξ),(7.22)

Qη̃j
(ξ) =

2

1− e−iξ

N(ξ)

M(ξ)
qj(ξ) =

2|1− e−iξ|
(1− e−iξ)2

qj(ξ).(7.23)
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As a result, the generators of the MRA bi-frame are

η̂j(ξ) = Qηj
(ξ/2)ϕ(ξ/2)

= −1− e−iξ/2

2
N(ξ/2)ψ̂j(ξ) = −|ξ|

4
ψ̂j(ξ),(7.24)

ˆ̃ηj(ξ) = Qη̃j
(ξ/2)ϕ̃(ξ/2)

=
2

1− e−iξ/2
N(ξ/2)qj(ξ/2)R(ξ/2)N̂m+2(ξ/2)(7.25)

= −8
1− e−iξ/2

ξ2
N(ξ/2)ψ̂j(ξ) = − 4

|ξ| ψ̂j(ξ).(7.26)

Proof.

Since Ψj, Φ, P, and Qj fulfill all conditions of Theorem 7.4, we have an MRA bi-frame

from the result of Theorem 7.4

({ηj,k,` = DHψj,k,`}, {η̃j,k,` = IHψj,k,`})(7.27)

with refinable functions ϕ and ϕ̃. From the commutation formulations of (7.6)-(7.7),

(4.20), and φ̂(ξ) = N̂m(ξ)R(ξ) we have

ϕ̂(ξ) =
iξ

eiξ − 1
Φ̂(ξ) = e−iξM(ξ)φ̂(ξ) = e−iξM(ξ)R(ξ)N̂m(ξ),

ˆ̃ϕ(ξ) =
1− e−iξ

iξ
Φ̂(ξ) =

(
1− e−iξ

iξ

)2

M(ξ)φ̂(ξ) = M(ξ)R(ξ)N̂m+2(ξ).

Moreover, the symbols Pϕ, Pϕ̃, are obtained by (7.12) and (4.22)

Pϕ(ξ) =
2

1 + eiξ
P (ξ) =

2

1 + eiξ

M(2ξ)

M(ξ)

1 + e−iξ

2
p(ξ)

= e−iξ M(2ξ)

M(ξ)
p(ξ) =

2e−iξ

|1 + e−iξ|p(ξ),

Pϕ̃(ξ) =
1 + e−iξ

2
P (ξ) =

M(2ξ)

M(ξ)

(
1 + e−iξ

2

)2

p(ξ)

=
(1 + e−iξ)2

2|1 + e−iξ| p(ξ) =
M(2ξ)

M(ξ)
pm+2(ξ)p0(ξ),
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The symbols Qηj
, Qη̃j

, are computed by (7.13) and (4.23)

Qηj
(ξ) =

1− eiξ

2
Qj(ξ)

= −eiξ 1− e−iξ

2

|1− e−iξ|
1− e−iξ

qj(ξ) = −|1− e−iξ|
2e−iξ

qj(ξ),

Qη̃j
(ξ) =

2

1− e−iξ
Qj(ξ) =

2|1− e−iξ|
(1− e−iξ)2

qj(ξ).

Now from the assumptions that Ψj = Hψj ∈ Lip α and d
dx

Ψj = d
dx
Hψj = O((1 +

|x|)−1−ε) we have Hψj ∈ AC and d
dx
Hψj ∈ L2(R). Thus, by (c) and (d) of Proposi-

tion 2.2 we can verify that

DHHψj = HDHψj ⇔ −Dψj = HDHψj.

Moreover, if we apply H on both sides, we obtain by (c) of Proposition 2.2 that

HDψj = DHψj.

That is to say, the operators H and D in (7.27) commute, and this gives ηj,k,` =

Λψj,k,`. Therefore, the bi-frame in (7.27) is

({DHψj,k,`}, {IHψj,k,`}) =
({Λψj,k,`}, {Λ−1ψj,k,`}

)
.

The two-scale relations reveal (7.24)-(7.26). ¤

Remark 7.7. In Theorem 7.4 we addressed that the mixed fundamental function

of the parent wavelet vectors (ϕ, η1, . . . , ηr) and (ϕ̃, η̃1, . . . , η̃r) is identical with the

fundamental function of the MRA tight frame {Ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}. The

fundamental function of {Ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} is, again, the same as s, the

fundamental function of the MRA tight frame {ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}. In other

words, the mask vectors τ 1 := (Pϕ, Qη1 , . . . , Qηr) and τ̃ 1 := (Pϕ̃, Qη̃1 , . . . , Qη̃r) and

the mixed fundamental function s satisfy the MOEP (7.4). Furthermore, the mask

vector τ 2 := (P, Q1, . . . , Qr) and s fulfill the OEP (4.12). The OEP (4.12) holds,

again, for τ 3 := (p, q1, . . . , qr) and s. Generally speaking, the triples (τ 1, τ̃ 1, s),

(τ 2, τ̃ 2, s), and (τ 3, τ̃ 3, s) are three different solutions of (7.4), where τ̃ 2 := τ 2 and

τ̃ 3 := τ 3.
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We present an example showing that an MRA bi-frame
(
{Λψm,L

j,k,`}, {Λ−1ψm,L
j,k,`}

)

can be constructed from a spline MRA tight frame {ψm,L
j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}.

Example 7.8. Let {ψ5,5
j,k,`, j = 1, 2, 3, k, ` ∈ Z} be the MRA tight frame with

vanishing moments of order 5 and with the refinable function N5 (B-spline of order

5). The associated two-scale symbols are denoted by p5(ξ) =
(

1+e−iξ

2

)5

and q5,5
j such

that

q5,5
j (ξ) = 25q̂5,5

j (ξ)
(
1− e−iξ

)5
, j = 1, 2, 3.(7.28)

The fundamental function s5,5 is given explicitly in [11, Theorem 7.2.4].

Now, we apply Theorem 4.12 to the given MRA tight frame. If we employ the

notations in Theorem 4.12, we have m = mj = 5 and p0 ≡ 1, R ≡ 1. The refinable

function N5 has compact support and satisfies Assumption 4.1. Moreover, from

(7.28) it is clear that each symbol q5,5
j has real coefficients and vanishes at ξ = 0.

As we already mentioned in Remark 4.3, the associated fundamental function s5,5 is

bounded and satisfies (i)-(iii) of Proposition 4.2. Thus, all conditions of Theorem

4.12 are satisfied. As a result, we have another MRA tight frame {Hψ5,5
j,k,`, j =

1, 2, 3, k, ` ∈ Z} with refinable function

Φ̂(ξ) = M(ξ)
1− e−iξ

iξ
N̂5(ξ),(7.29)

and symbols

P (ξ) =
M(2ξ)

M(ξ)

1 + e−iξ

2
p5(ξ) =

1 + e−iξ

|1 + e−iξ|p5(ξ),(7.30)

Qj(ξ) =
N(ξ)

M(ξ)
q5,5
j (ξ) = 25 |1− e−iξ|

1− e−iξ
q̂5,5
j (ξ)

(
1− e−iξ

)5
.(7.31)

This MRA tight frame can also be considered as an MRA bi-frame

(
{Ψj,k,`, j = 1, 2, 3, k, ` ∈ Z}, {Ψ̃j,k,`, j = 1, 2, 3, k, ` ∈ Z}

)
,

where Ψj = Ψ̃j = Hψ5,5
j . The corresponding refinable functions are Φ and Φ̃(= Φ)

and the two-scale symbols are P = P̃ , Qj = Q̃j. From Theorem 4.12 it is clear that

Φ̂ (and trivially ̂̃Φ) is continuous at the origin and Φ̂(0) = 1. Now we refer to the

regularity and decay of Hψ5,5
j . It is well known that N5 ∈ C3, and, therefore, ψ5,5

j ∈
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C3, j = 1, 2, 3. Since ψj has compact support, dk

dxk ψ5,5
j ∈ L2(R) for k = 0, 1, 2, 3, 4.

If we apply (d) of Proposition 2.2, we have

Hψ5,5
j ∈ C2 and (Hψ5,5

j )(k) ∈ L2(R), k = 0, 1, 2, 3, 4,

which is much stronger than the requirements. Finally, the conditions (i) and (ii) of

Thereom7.4 should be verified for the masks P and Qj given in (7.30) and (7.31). If

we employ the expressions of Thereom7.4, we have m = m̃ = 5 and again mj = m̃j =

5 for each j, which is much stronger than the required conditions. The confirmation

of 1+e−iξ

|1+e−iξ| 6= 0 for ξ = π and |1−e−iξ|
1−e−iξ q̂5,5

j (ξ) 6= 0 for ξ = 0 will complete the whole

process of checking the requirements of Theorem7.4. They hold obviously by the fact

that 1+e−iξ

|1+e−iξ| and |1−e−iξ|
1−e−iξ lies on the unit circle and the coefficients q̂j,k are positive

(see Table 3.4). Consequently, Theorem 7.4 gives rise to a new MRA bi-frame

({DHψ5,5
j,k,`}, {IHψ5,5

j,k,`}
)

=
({HDψ5,5

j,k,`}, {IHψ5,5
j,k,`}

)
=

({Λψ5,5
j,k,`}, {Λ−1ψ5,5

j,k,`}
)
.

7.4. General method generating an MRA bi-frame from another

Theorem 7.4 and Theorem 7.6 can be understood as special methods generat-

ing an MRA bi-frame from a given MRA bi-frame. They deal with, however, only

specific cases (commutation and combination of the Hilbert transform and the com-

mutation). These results intrigue us to ask if we can find a more general method

generating an MRA bi-frame from a given one. If we find any, it would be taken

for a natural extension of the case of biorthogonal wavelets ([30, Theorem 4.1]). On

the other hand, we could regard it as a generalization of Theorem 4.14 as well. In

fact, using the techniques employed in both Theorem 4.14 and [30, Theorem 4.1],

we provide a solution of our question.

Theorem 7.9. Let an MRA bi-frame
(
{ψj,k,`}, {ψ̃j,k,`}

)
be given with refinable

functions φ and φ̃ such that φ̂ and ˆ̃φ are continuous at ξ = 0 and φ̂(0) =
˜̂
φ(0) = 1.

Furthermore, let p, p̃, qj, q̃j, j = 1, . . . , r, be the associated two-scale symbols satisfying

(7.10)-(7.11) with m, m̃, mj, m̃j ≥ 2. Suppose that sM denotes the associated mixed

fundamental function. Now, suppose that we have new two-scale symbols

P (ξ) = a(ξ)p(ξ), Qj(ξ) = bj(ξ)qj(ξ),(7.32)

P̃ (ξ) =
1

a(ξ)
p̃(ξ), Q̃j(ξ) =

1

bj(ξ)
q̃j(ξ),(7.33)
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such that P, P̃ , Qj, Q̃j and a(ξ) and bj(ξ) are subjected to the following conditions:

(i) P, P̃ , and Qj, Q̃j, are bounded.

(ii) a(ξ) and bj(ξ) are 2π-periodic, measurable, and a(ξ)
a(ξ+π)

=
bj(ξ)

bj(ξ+π)
.

(iii)
∏∞

k=1 a(2−kξ) converges a.e., and its limit α(ξ) is continuous at ξ = 0 and

limξ→0 α(ξ) = 1.

Let Ψj, Ψ̃j and Φ, Φ̃ be the functions generated by the two-scale symbols in (7.32)-

(7.33) and assume that

(iv) they are in L2(R) and {Ψj,k,`}, {Ψ̃j,k,`}, are Bessel systems.

Then Ψj, Ψ̃j, constitute an MRA bi-frame of L2(R) with the same mixed fundamental

function sM , where Ψj = Tψj, Ψ̃j = T−1ψ̃j and (Tψj)
∧(ξ) = α(ξ/2)bj(ξ/2)ψ̂j(ξ),

(T−1ψ̃j)
∧(ξ) = 1

α(ξ/2)bj(ξ/2)

ˆ̃ψj(ξ).

Proof.

We apply Proposition 7.1 for the proof. From condition (i) we have the boundedness

of the two-scale symbols P, P̃ , and Qj, Q̃j. The refinable functions are obtained by

Φ̂(ξ) =
∞∏

k=1

P (2−kξ) =
∞∏

`=1

a(2−`ξ)
∞∏

k=1

p(2−kξ) = α(ξ)φ̂(ξ).

Similarly,

ˆ̃Φ(ξ) =
1

α(ξ)

ˆ̃φ(ξ).

Hence, Φ̂ and ˆ̃Φ are continuous at ξ = 0 and Φ̂(0) = ˆ̃Φ(0) = 1 by (iii).

On the other hand, the generators are given by

Ψ̂j(ξ) = Qj(ξ/2)Φ̂(ξ/2) = bj(ξ/2)qj(ξ/2)α(ξ/2)φ̂(ξ/2)

= α(ξ/2)bj(ξ/2)ψ̂j(ξ),

and analogously

ˆ̃Ψj(ξ) =
1

α(ξ/2)bj(ξ/2)

ˆ̃ψj(ξ).

By our assumptions, Ψj, Ψ̃j ∈ L2(R) and {Ψj,k,`}, {Ψ̃j,k,`}, are Bessel systems.

Let us compute the mixed fundamental function SM of the new symbols. From
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(7.1), we have

SM(ξ) =
∞∑

k=0

r∑
j=1

Qj(2
kξ)Q̃j(2kξ)

k−1∏
m=0

P (2mξ)P̃ (2mξ).

By inserting (7.32)-(7.33), we obtain

SM(ξ) =
∞∑

k=0

r∑
j=1

qj(2
kξ)q̃j(2kξ)

k−1∏
m=0

p(2mξ)p̃(2mξ) = sM(ξ), a.e. ξ ∈ R.

Thus (b1) of Proposition 7.1 holds trivially for SM . Finally, (b2) for P, P̃ , Qj, Q̃j,

and SM is by (ii)

SM(2ξ)P (ξ)P̃ (ξ + π) +
r∑

j=1

Qj(ξ)Q̃j(ξ + π)

= sM(2ξ)
a(ξ)

a(ξ + π)
p(ξ)p̃(ξ + π) +

r∑
j=1

bj(ξ)

bj(ξ + π)
qj(ξ)q̃j(ξ + π),

=
a(ξ)

a(ξ + π)

[
sM(2ξ)p(ξ)p̃(ξ + π) +

r∑
j=1

qj(ξ)q̃j(ξ + π)

]
= 0, a.e. ξ ∈ R ¤

Remark 7.10. 1. Notice that the condition a(ξ)
a(ξ+π)

= b(ξ)
b(ξ+π)

is the same as re-

quiring that a(ξ)
b(ξ)

is π-periodic.

2. Theorem 4.14, thus Theorem 4.8 as well, are special cases of Theorem 7.9. Let

{ψj,k,`} be an MRA tight frame. The associated symbols are denoted by p, p̃(=

p), qj, q̃j(= qj). If we take |a(ξ)| = |bj(ξ)| = 1 for a.e. ξ ∈ R, it is clear that
a(ξ)

a(ξ+π)
= a(ξ)a(ξ + π) and 1

a(ξ)
= a(ξ). Hence, (ii) and (iii) of Theorem 7.9 im-

ply (i)-(iv) of Theorem 4.14. In addition, (i) of Theorem 7.9 holds. The two-scale

symbols are

P (ξ) = P̃ (ξ) = a(ξ)p(ξ), Qj(ξ) = Q̃j(ξ) = bj(ξ)qj(ξ).

Thus we have another MRA tight frame. Theorem 4.8 results from a(ξ) = e−iθ(ξ) =
1+e−iξ

|1+e−iξ| and bj(ξ) = eiθ(ξ−π) = |1−e−iξ|
1−e−iξ .

3. The commutation in Theorem 7.4 is also included in Theorem 7.9. Under the

same hypotheses on the given MRA bi-frame and two-scale symbols, if we take

a(ξ) = 2
1+eiξ and bj(ξ) = 1−eiξ

2
, then we obtain 1

a(ξ)
= 1+e−iξ

2
and 1

bj(ξ)
= 2

1−e−iξ ,

i.e. (7.32)-(7.33) are identical with (7.12)-(7.13). From the hypotheses, the as-

sumptions (i)-(iv) of Theorem 7.9 hold obviously. Consequently, the commutation
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gives an MRA bi-frame.

4. Theorem 7.6 results from Theorem 7.9 as well. We suppose first that an MRA

tight frame {ψj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} is given with refinable function φ. The con-

ditions (7.19)-(7.23) correspond to a(ξ) = 2e−iξ

|1+e−iξ| and bj(ξ) = |1−e−iξ|
−2e−iξ in the notion

of Theorem 7.9. Under the assumptions on p, qj, and ψj of Theorem 7.6, we have

trivially (i) and (iv) of Theorem 7.9. Let us we check (ii) and (iii) of Theorem 7.9.

It is obvious that the functions a and bj are 2π-periodic and measurable. Moreover,

a(ξ)

a(ξ + π)
= −|1− eiξ|

|1 + eiξ| =
bj(ξ)

bj(ξ + π)
.

Next, the infinite product
∏∞

k=1 a(2−kξ) converges and is continuous at zero, with

the value 1 (see the proofs of Theorem 4.12 and Theorem 7.9). As a result, we have

the bi-frame ({Λψj,k,`}, {Λ−1ψj,k,`}
)
.

5. The fractional derivative/integration is realized by a(ξ) = | cos ξ/2|−κ and b(ξ) =

| sin ξ/2|κ for κ ∈ R. If a given MRA bi-frame satisfies some regularity condition (if

it arises from an r-regular MRA of L2(R)), we have from Theorem 7.9 the bi-frame

({Λκψj,k,`}, {Λ−κψj,k,`}
)
,

where the operator Λκ is defined on the frequency domain by (Λκψj)
∧(ξ) =

(
|ξ|
4

)κ

ψ̂j(ξ).

6. Through the special cases of Theorem 7.9, we see that it generalizes the result

of Zhao ([30, Theorem 4.1]). The lifting scheme for MRA bi-frames, however, can

not be recovered, in contrast to [30, Theorem 4.1]. In this sense we need a more

general result including the lifting scheme. In the next section we prove that the

lifting scheme also works for bi-frames.

7.5. Lifting scheme of MRA bi-frames

We develop the lifting scheme for bi-frames in this section. For the construction,

we make use of Proposition 7.1. A short review of the lifting scheme for biorthogonal

wavelets is presented first ([29]). For given biorthogonal filters {p, p̃, q, q̃}, a new set

of biorthogonal filters {P, P̃ , Q, Q̃} can be found as

P = p, P̃ (ξ) = p̃(ξ) + µ(2ξ)q̃(ξ),

Q(ξ) = q(ξ)− µ(2ξ)p(ξ), Q̃ = q̃

101



where µ(ξ) is a trigonometric polynomial. If {ψ, ψ̃, φ, φ̃} denotes the given biorthog-

onal wavelet, as a result of the lifting scheme we can have a new biorthogonal wavelet

{Ψ, Ψ̃, Φ, Φ̃} such that

Φ = φ, ̂̃Φ(ξ) = p̃(ξ/2)̂̃Φ(ξ/2) + µ(ξ) ̂̃Ψ(ξ),

Ψ̂(ξ) = ψ̂(ξ)− µ(ξ)φ̂(ξ), ̂̃Ψ(ξ) = q̃(ξ/2)̂̃Φ(ξ/2),

where Φ = φ and the trigonometric polynomial µ(ξ) satisfies µ(0) = 0. Usually µ(ξ)

is determined so that Q has more roots than q at the origin, i.e. Ψ has a higher

order of vanishing moments than ψ. Next, we present the lifting scheme for MRA

bi-frames.

Theorem 7.11. Let an MRA bi-frame
(
{ψj,k,`}, {ψ̃j,k,`}

)
be given with refinable

functions φ, φ̃, such that their symbols p, qj, p̃, q̃j, j = 1, . . . , r, and the mixed fun-

damental function sM are subjected to the assumptions of Proposition 7.1. Now, we

define new symbols P, P̃ , Qj, Q̃j, by

P (ξ) = p(ξ), P̃ (ξ) = p̃(ξ) +
r∑

j=1

µj(2ξ)q̃j(ξ),

Qj(ξ) = qj(ξ)− µj(2ξ)sM(2ξ)p(ξ), Q̃j(ξ) = q̃j(ξ),

where µj are measurable and bounded 2π-periodic functions. We suppose that As-

sumption 4.4 holds and {Ψj,k,`} and {Ψ̃j,k,`} are Bessel systems. Furthermore, we

assume that the spectrum of Ṽ0 (with respect to Φ̃) is a subset of that of ṽ0 (with

respect to φ̃), i.e. σ(Ṽ0) ⊂ σ(ṽ0). Then
(
{Ψj,k,`}, {Ψ̃j,k,`}

)
is an MRA bi-frame in

the sense that Proposition 7.1 is satisfied by the symbols P, P̃ , Qj, Q̃j, and the given

fundamental function sM . The generators Ψj, Ψ̃j, and refinable functions Φ, Φ̃, are

given by

Φ = φ, ̂̃Φ(ξ) = p̃(ξ/2)̂̃Φ(ξ/2) +
r∑

j=1

µj(ξ)
̂̃Ψj(ξ),(7.34)

Ψ̂j(ξ) = ψj(ξ)− µj(ξ)sM(ξ)φ̂(ξ), ̂̃Ψj(ξ) = q̃j(ξ/2)̂̃Φ(ξ/2).(7.35)

Proof.
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For the proof we apply Proposition 7.1. The new symbols are measurable and essen-

tially bounded since the given symbols and µj are. Next, we show that the mixed

fundamental function SM of the combined masks (P, Q1, . . . , Qr) and (P̃ , Q̃1, . . . , Q̃r)

is identical with the given mixed fundamental function sM . First, we look at the

following computation

r∑
j=1

Qj(ξ)Q̃j(ξ) =
r∑

j=1

qj(ξ)q̃j(ξ)− sM(2ξ)p(ξ)
r∑

j=1

µj(2ξ)q̃j(ξ)

= sM(ξ)− sM(2ξ)p(ξ)

(
p̃(ξ) +

r∑
j=1

µj(2ξ)q̃j(ξ)

)

= sM(ξ)− sM(2ξ)p(ξ)P̃ (ξ)

and PP̃ = pP̃ by assumption. By inserting these identities we obtain the partial

sum of SM

K∑

k=0

r∑
j=1

Qj(2
kξ)Q̃j(2kξ)

k−1∏
m=0

P (2mξ)P̃ (2mξ)

=
K∑

k=0

(
sM(2kξ)− sM(2k+1ξ)p(2kξ)P̃ (2kξ)

) k−1∏
m=0

p(2mξ)P̃ (2mξ)

=
K∑

k=0

(
sM(2kξ)

k−1∏
m=0

p(2mξ)P̃ (2mξ)− sM(2k+1ξ)
k∏

m=0

p(2mξ)P̃ (2mξ)

)

= sM(ξ)− sM(2K+1ξ)
K∏

k=0

p(2kξ)
K∏

k=0

P̃ (2kξ), a.e. ξ ∈ R.

Thus, we have

SM(ξ) = lim
K→∞

(
sM(ξ)− sM(2K+1ξ)

K∏

k=0

p(2kξ)
K∏

k=0

P̃ (2kξ)

)

= lim
K→∞


sM(ξ)− sM(2K+1ξ)

φ̂(2K+1ξ)

φ̂(ξ)

̂̃Φ(2K+1ξ)

̂̃Φ(ξ)


 a.e. ξ ∈ R.

Note that from P = p we have σ(V0) = σ(v0). From the fact that sM is bounded

and φ and Φ̃ are in L2(R), it follows as in Remark 4.7 that

lim
K→∞

sM(2Kξ)
φ̂(2Kξ)

φ̂(ξ)

̂̃Φ(2Kξ)

̂̃Φ(ξ)

= 0, ξ ∈ σ(V0) ∩ σ(Ṽ0).
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Therefore, we have SM = sM on σ(V0) ∩ σ(Ṽ0) and (b1) of Proposition 7.1 follows

directly. Now we put the new symbols and sM to the test of condition (b2). By the

2π-periodicity of µj, we have

sM(2ξ)P (ξ)P̃ (ξ + π) +
r∑

j=1

Qj(ξ)Q̃j(ξ + π)

= sM(2ξ)p(ξ)

(
p̃(ξ + π) +

r∑
j=1

µj(2ξ)q̃j(ξ + π)

)

+
r∑

j=1

(qj(ξ)− p(ξ)µj(2ξ)sM(2ξ)) q̃j(ξ + π)

= sM(2ξ)p(ξ)p̃(ξ + π) +
r∑

j=1

qj(ξ)q̃j(ξ + π) = 0

for all ξ, ξ + π ∈ σ(V0) ∩ σ(Ṽ0) ⊂ σ(v0) ∩ σ(ṽ0). ¤

Example 7.12. We want to demonstrate an example of the lifting scheme of a bi-

frame. For convenience, we take a simple MRA tight frame {ψj,k,`, j = 1, 2, k, ` ∈ Z}
which is given in the appendix A.1. Note that the generators ψ1 and ψ2 have order

m = 3 and L = 1 vanishing moment. The associated fundamental function is trivial,

namely sM ≡ 1. From Table A.1, the symbols are given by p3(ξ) =
(

1+e−iξ

2

)3

and

q1(ξ) =

√
3

4
(1− e−iξ), q2(ξ) =

1

8
(1− e−iξ)(1 + 4e−iξ + e−2iξ).

Now we define new symbols {P,Q1, Q2} and {P̃ , Q̃1, Q̃2} by

P (ξ) = p3(ξ), P̃ (ξ) = p3(ξ) +
2∑

j=1

µj(2ξ)q̃j(ξ),

Qj(ξ) = qj(ξ)− p3(ξ)µj(2ξ), Q̃j(ξ) = qj(ξ).

We choose the trigonometric polynomials µj(ξ) by

µ1(ξ) =

√
3

8
i sin ξ, µ2(ξ) =

3

8
i sin ξ,

so that the new generators Q1, Q2 have a double root at the origin, i.e. Ψ1 and Ψ2

have at least 2 vanishing moments. Using these functions, we obtain the two-scale

symbol P̃

P̃ (ξ) =
1

128
(1 + e−iξ)

(
−(3 + 2

√
3)eiξ + 10 + 4

√
3 + (50− 2

√
3)e−iξ + 10e−2iξ − 3e−3iξ

)
.
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Note that, through the analysis of the spectral radius of the transition operator

of P̃ ([19]), we have the strong convergence of the cascade algorithm, i.e. Φ̃ ∈
L2(R). Furthermore, the characterization of the regularity ([14]) asserts that Φ̃ ∈
Lip α, α

.
= 0.4612. In addition, Φ̃ has compact support, i.e. suppΦ̃ = [−1, 4].

Hence, Φ̃ satisfies (i)-(iii) of Assumption 4.4. The computation by the cascade

algorithm provides Φ̃ at the dyadic points (see Figure 7.1). From the fact that

φ = φ̃ = Φ = N3 and Φ̃ has compact support, we have σ(v0) = σ(ṽ0) = σ(V0) =

σ(Ṽ0) = [−π, π] \ N , where N is a null set.

The generators Ψ̃1 and Ψ̃2 are given by (see also Figure 7.1)

̂̃Ψ1(ξ) = q1(ξ/2)̂̃Φ(ξ/2), ̂̃Ψ2(ξ) = q2(ξ/2)̂̃Φ(ξ/2).

Notice that they have 1 vanishing moment and compact supports with suppΨ̃1 =

[−0.5, 2.5], suppΨ̃2 = [−0.5, 4]. We have Ψ̃j ∈ L2(R) and Ψ̃j ∈ Lip α, α
.
= 0.4612,

from the properties of Φ̃. Therefore, {Ψ̃j,k,`, j = 1, 2, k, ` ∈ Z} is a Bessel system by

Lemma 7.3. On the other hand, Q1, Q2 are

0 2 4

0

0.5

1

0 1 2
−1

−0.5

0

0.5

1

0 2 4
−1

−0.5

0

0.5

1

Figure 7.1. Φ̃ (left), Ψ̃1 (middle), and Ψ̃2 (right).

Q1(ξ) =

√
3

128
(1− e−iξ)2

(−e2iξ − 5eiξ + 20 + 12e−iξ + 5e−2iξ + e−3iξ
)
,

Q2(ξ) = − 1

128
(1− e−iξ)3

(
3e2iξ + 18eiξ + 38 + 18e−iξ + 3e−2iξ

)
.

Hence, we obtain the generators Ψ1 and Ψ2 by

Ψ̂1(ξ) = Q1(ξ/2)N̂3(ξ/2), Ψ̂2(ξ) = Q2(ξ/2)N̂3(ξ/2).

Note that Ψ1, Ψ2, are in C1 as well as in L2(R). Furthermore, they have compact

supports and Ψ1 has 2 vanishing moments and Ψ2 has 3 vanishing moments (see

Figure 7.2). Hence, {Ψj,k,`, j = 1, 2, k, ` ∈ Z} is also a Bessel system by Lemma 7.3.
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In summary, the new two-scale symbols P, P̃ , Qj, Q̃j, refinable functions Φ, Φ̃, and
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Figure 7.2. Ψ1 (left) and Ψ2 (right).

the generators Ψj, Ψ̃j, satisfy all conditions of Proposition 7.2. Thus, we have an

MRA bi-frame
(
{Ψj,k,`}, {Ψ̃j,k,`}

)
by applying the lifting scheme to the given MRA

tight frame {ψj,k,`}. The lifting scheme can be applied to other MRA tight frames,

for example, spline MRA tight frames given in section 3.3 and the appendix.
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CHAPTER 8

Application of Λ-operator

We constructed MRA bi-frames ({Λψj,k,`}, {Λ−1ψj,k,`}) as a result of the commu-

tation of the tight frame {Ψj,k,`} in Theorem 7.6, where Ψj = Hψj, j = 1, . . . , r. The

associated two-scale symbols, however, are not easily implemented. Zhao described

the symbols of biorthogonal wavelets by rational functions and truncated them to

get FIR filters ([30]). Thus, the truncated symbols do not satisfy the conditions

(1.12)-(1.13) exactly. In other words, the wavelets generated from the truncated

symbols are not exactly biorthogonal.

In the same context, we introduce the notion of approximate bi-frames and demon-

strate an approximate bi-frame approximating ({Λψj,k,`}, {Λ−1ψj,k,`}) so that we

have trigonometric two-scale symbols. For the search we recall the closed forms of

the bi-frame ({Λψj,k,`}, {Λ−1ψj,k,`}) in Theorem 7.6. At the end, we propose an ap-

proximation of the Ram-Lak filter, employed in filtered backprojection algorithms,

using the two-scale symbols of the approximate MRA bi-frame.

Now, for the approximation we take a look at the closed forms of (7.17)-(7.26).

In particular, the two-scale symbols are described by the functions M,N . The main

difficulty of the application lies in the implementation of these functions. The term

(1 − e−iξ) in the denominator of Qη̃j
is cancelled out by qj owing to its vanishing

moments. Recall that we constructed trigonometric polynomials M̃ and Ñ approx-

imating M and N in section 5.1. Therefore, without any further manipulations, we

can make use of the trigonometric polynomials M̃ and Ñ for the construction of the

desired approximate MRA bi-frame. If we apply them to (7.17)-(7.26), we have the

refinable functions and the two-scale symbols

ρ̂(ξ) := e−iξM̃(ξ)R(ξ)N̂m(ξ), ̂̃ρ(ξ) := M̃(ξ)R(ξ)N̂m+2(ξ),(8.1)

Pρ(ξ) := e−iξ M̃(2ξ)

M̃(ξ)
pm(ξ)p0(ξ), Pρ̃(ξ) :=

M̃(2ξ)

M̃(ξ)
pm+2(ξ)p0(ξ).(8.2)
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Ψ̃j ≈ Hψj

commutation ↓ ↓

{νj, ν̃j} ≈ {Λψj, Λ
−1ψj}

Figure 8.1. Approximate bi-frame by commutation of approximate

tight frame.

The two-scale symbols of the generators are given by

Qνj
(ξ) :=

1− eiξ

2

Ñ(ξ)

M̃(ξ)
qj(ξ), Qν̃j

(ξ) :=
2

1− e−iξ

Ñ(ξ)

M̃(ξ)
qj(ξ).(8.3)

Hence, the generators are

ν̂j(ξ) := Qνj
(ξ/2)ρ̂(ξ/2) = −1− e−iξ/2

2
Ñ(ξ/2)qj(ξ/2)R(ξ/2)N̂m(ξ/2),(8.4)

̂̃νj(ξ) := Qν̃j
(ξ/2)ˆ̃ρ(ξ/2) =

2

1− e−iξ/2
Ñ(ξ/2)qj(ξ/2)R(ξ/2)N̂m+2(ξ/2).(8.5)

Remark 8.1. Note that the refinable functions, symbols, and generators are

obtained from the commutation of the approximate MRA tight frame {Ψ̃j,k,`, j =

1, . . . , r, k, ` ∈ Z} whose generators Ψ̃j, j = 1, . . . , r, with the associated refinable

function Φ̃ are given in (5.1) and (5.2) (see Figure 8.1). By a simple observation,

we have

Pρ(ξ) = 2P̃ (ξ)/(1 + eiξ), P̃ρ(ξ) = P̃ (ξ)(1 + e−iξ)/2,

Qνj
(ξ) = Q̃j(ξ)(1− eiξ)/2, Qνj

(ξ) = 2Q̃j(ξ)/(1− e−iξ),

where P̃ and Q̃j are given in (5.4)-(5.5). This setting corresponds to the commuta-

tion of {Ψ̃j,k,`} in the sense of (7.12) and (7.13).

Analogously to the case of approximate MRA tight frames, the new symbols in

(8.2)-(8.3) define a new mixed fundamental function, say S̃M , and the new symbols

and the mixed fundamental function S̃M do not exactly satisfy the conditions (b1)

and (b2) of Proposition 7.1, but only approximately. That is to say, the system pair

({νj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}, {ν̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z})
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is not an MRA bi-frame, in general. Thus, we introduce the notion of approximate

MRA bi-frames.

Definition 8.2. A system pair

({νj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}, {ν̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z})

is an approximate MRA bi-frame with the refinable functions ρ, ρ̃, if they satisfy all

hypothesis of Proposition 7.1 and

(i)

lim
j→−∞

|S̃M(2jξ)− 1| ≤ δ1,

for some 0 ≤ δ1 ¿ 1 and a.e. ξ ∈ R
(ii) ∣∣∣∣∣S̃M(2ξ)Pρ(ξ)Pρ̃(ξ + π) +

r∑
j=1

Qνj
(ξ)Qν̃j

(ξ + π)

∣∣∣∣∣ ≤ δ2

for some 0 ≤ δ2 ¿ 1 and a.e. ξ ∈ R.

Remark 8.3. 1. Clearly, the notion in Definition 8.2 is an extension of the

notion of approximate MRA tight frames.

2. Let an approximate MRA tight frame {Ψ̃j,k,`} be given such that the associated

symbols P̃ , Q̃j, j = 1, . . . , r, and the fundamental function S̃ are given in (5.4)-(5.6)

with the conditions

P̃ (ξ) =

(
1 + e−iξ

2

)m

P̃0(ξ), Q̃j(ξ) =

(
1− e−iξ

2

)mj

Q̃0
j(ξ),(8.6)

where m,mj ≥ 2, and P̃0, Q̃
0
j are bounded and P̃0(π), Q̃0

j(0) 6= 0. Then, using a

similar process as in the proof of Theorem 7.4, we can show that the system pair

({νj,k,`}, {ν̃j,k,`}) resulting from the commutation of {Ψ̃j,k,`} is an approximate MRA

bi-frame. Note that all assumptions on the two-scale symbols and refinable functions

hold similarly to the proof of Theorem 7.4. Furthermore, from (7.14) in the proof of

the Theorem 7.4, it is clear that the mixed fundamental function of the system pair is

equal to the fundamental function of the approximate MRA tight frame. Therefore,

(i) of Definition 8.2 is satisfied by (i) of Definition 5.1. In addition, from (7.15)
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and the notations of (5.4)-(5.6), we have

EM(ξ) := S̃M(2ξ)Pρ(ξ)Pρ̃(ξ + π) +
r∑

j=1

Qνj
(ξ)Qν̃j

(ξ + π)

=
1− e−iξ

1 + eiξ

[
S̃(2ξ)P̃ (ξ)P̃ (ξ + π) +

r∑
j=1

Q̃j(ξ)Q̃j(ξ + π)

]
=:

1− e−iξ

1 + eiξ
E(ξ),(8.7)

where 0 ≤ |E(ξ)| ≤ δ, 0 < δ ¿ 1 from the assumption. Similar to (7.16), we have

from m,mj ≥ 2, that

E(ξ) =

(
1 + eiξ

2

)2

U(ξ),(8.8)

where U is some 2π-periodic and bounded function with a double root at ξ ∈ (2Z +

1)π. Thus, we can find δ1, 0 < δ1 ¿ 1 such that |EM(ξ)| ≤ δ1. Thus, (ii) of

Definition 8.2 follows from (ii) of Definition 5.1 as well.

As in the case of the approximate MRA tight frames, it is obvious that the

symbols in (8.2)-(8.3) are not trigonometric polynomials. In order to get trigono-

metric symbols, we apply the same technique applied in Theorem 5.3. Namely, we

show that ({νj,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}, {ν̃j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z}) is an approximate

MRA bi-frame with refinable functions φ and φ ∗N2 as well. The proof is similar to

Theorem 5.3, so we give only a short version.

Theorem 8.4. We suppose that the symbols in (8.2)-(8.3) are subjected to the

condition (8.6). Then ρ and ρ̃ in (8.1) are refinable functions of the approximate

MRA bi-frame ({νj,k,`}, {ν̃j,k,`}) in (8.4) and (8.5) if and only if φ and φ ∗ N2 are

refinable functions of the same approximate MRA bi-frame.

Proof.

We employ Definition 8.2 for the proof. Firstly, the assumptions of Proposition 7.1

on two-scale symbols and those of refinable functions hold trivially from the same

argument of the proof of Theorem 5.3. Note that the symbols of the generators with

respect to φ and φ∗N2 are qνj
:= e−i·M̃Qνj

and qν̃j
:= M̃Qν̃j

. Let S̃M1 be the mixed

fundamental function of the bi-frame with refinable functions ρ and ρ̃ and S̃M2 be

that of φ and φ ∗N2. First, from the definition of the mixed fundamental function
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in (7.1) and (8.2)-(8.3), we have

S̃M1(ξ) =
1

M̃2(ξ)
S̃M2(ξ).

Thus,

lim
j→−∞

|S̃M1(2
jξ)− 1| ≤ δ1 ⇔ lim

j→−∞
|S̃M2(2

jξ)− 1| ≤ δ1

due to the fact that M̃(0) = 1 and M̃ is continuous. By the same argument of the

proof of Theorem 5.3 and by employing the notation

E1(ξ) := S̃M1(2ξ)Pρ(ξ)Pρ̃(ξ + π) +
r∑

j=1

Qν̃j
(ξ)Qν̃j

(ξ + π),

(E2 is defined similarly) we can show that E1(ξ) = 1

M̃(ξ)M̃(ξ+π)
E2(ξ). Hence, (ii)

holds equivalently. ¤

Now we present an approximate MRA bi-frame which is an approximation to the

MRA bi-frame {Λψm,L
j,k,`, Λ

−1ψm,L
j,k,`, 1 ≤ j ≤ r, k, ` ∈ Z} for the case m = 5 and L = 5.

The approximate MRA bi-frame and the associated refinable functions depend on

the functions M̃ and Ñ , so do the associated symbols. Thus M̃ and Ñ are crucial

for the construction. Thanks to the construction of M̃ and Ñ in section 5.1, there

is no additional work needed. In order to check the quality of the approximation,

we compare the magnitudes of ν̂j and ˆ̃νj to those of Λ̂ψ5,5
j and Λ̂−1ψ5,5

j , respectively.

Example 8.5. For the case m = 5 and L = 5, we have generators νj, ν̃j, j =

1, 2, 3, and refinable functions N5 and N7 from (8.1)-(8.3) and Theorem 8.4. We

take M̃ and Ñ from Example 5.7 (with J = 2 for the Thiran allpass filter). We have

from (8.4)-(8.5)

ν̂j(ξ) = −1− e−iξ/2

2
Ñ(ξ/2)q5,5

j (ξ/2)N̂5(ξ/2)

= −1− e−iξ/2

2
Ñ(ξ/2)25(1− e−iξ/2)5(ξ/2)q̂5,5

j (ξ/2)N̂5(ξ/2)

= −24Ñ(ξ/2)(1− e−iξ/2)6q̂5,5
j (ξ/2)N̂5(ξ/2),
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and

̂̃νj(ξ) =
2

1− e−iξ/2
Ñ(ξ/2)q5,5

j (ξ/2)N̂7(ξ/2)

=
2

1− e−iξ/2
Ñ(ξ/2)25(1− e−iξ/2)5q̂5,5

j (ξ/2)N̂7(ξ/2)

= 26Ñ(ξ/2)(1− e−iξ/2)4q̂5,5
j (ξ/2)N̂7(ξ/2).

Notice that νj and ν̃j have compact supports and good regularities, i.e. νj ∈ C3 and

ν̃j ∈ C5. Furthermore, νj has 6 vanishing moments and ν̃j has 4. If we compare

our result to that of Zhao ([30]), our generators have explicit forms described by

finite linear combinations of B-splines in contrast to the biorthogonal wavelets of

[30, p.358]. In addition, both of the generators νj and ν̃j have good regularities

which is not the case in [30, FIG.1 p.358].

From the commutation we have νj(x) = −1
4

d
dx

Ψ̃j(x) and ν̃j(x) = 4
∫ x

−∞ Ψ̃j(y)dy,

where Ψ̃j is given from Example 5.7. Figure 8.2 and Figure 8.3 show νj and ν̃j for

j = 1, 2, 3.

8 10 12 14

−0.5

0

0.5

8 10 12 14 16

−0.1

0

0.1

8 10 12 14 16

−0.5

0

0.5

Figure 8.2. νj (solid) and Ψ̃j (dotted) for j = 1 (left), j = 2

(middle), and j = 3 (right).

The system pair ({νj,k,`}, {ν̃j,k,`}) is an approximate MRA bi-frame in the sense

of Definition 8.2. First, (i) holds trivially from the fundamental function of the ap-

proximate MRA tight frame {Ψ̃j,k,`} (see Figure 5.11). From (8.7) we have EM(ξ) =
1−eiξ

1+eiξ E(ξ), where E is the expression in (ii) of Definition 5.1 and EM is that in (ii)

of Definition 8.2. Numerical computation shows that 0 ≤ |EM | ≤ δ, δ
.
= 0.1045 (see

Figure 8.4). Next, using the relation

νj ≈ Λψ5,5
j , ν̃j ≈ Λ−1ψ5,5

j , j = 1, 2, 3,(8.9)
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Figure 8.3. ν̃j (solid) and Ψ̃j (dotted) for j = 1 (left), j = 2

(middle), and j = 3 (right).
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Figure 8.4. |EM(ξ)| in (ii) of Definition 8.2.

we compare the magnitudes of the pairs (ν̂j, Λ̂ψ5,5
j ) and (ˆ̃νj, Λ̂−1ψ5,5

j ). Figure 8.5 and

Figure 8.6 indicate that νj and ν̃j approximate Λψ5,5
j and Λ−1ψ5,5

j well.
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0

0.2

0.4

0.6

Figure 8.5. |ν̂j| (dotted) and |Λ̂ψ5,5
j | (solid) for j = 1 (left), j = 2

(middle), and j = 3 (right).

Now we want to look at the two-scale symbols of the generators. For their appli-

cation in the DFRT, the symbols of νj should be good approximations to the symbols

of (7.24)-(7.26). We describe ν̂j and ˆ̃νj with respect to ψ̂5,5
j in order to compare the
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Figure 8.6. |ˆ̃νj| (dotted) and |Λ̂−1ψ5,5
j | (solid) for j = 1 (left), j = 2

(middle), and j = 3 (right).

symbols.

ν̂j(ξ) = −1− e−iξ/2

2
Ñ(ξ/2)q5,5

j (ξ/2)N̂5(ξ/2)

= −1− e−iξ/2

2
Ñ(ξ/2)ψ̂5,5

j (ξ),(8.10)

̂̃νj(ξ) =
2

1− e−iξ/2
Ñ(ξ/2)q5,5

j (ξ/2)N̂7(ξ/2)

=
2

1− e−iξ/2

(
1− e−iξ/2

iξ/2

)2

Ñ(ξ/2)q5,5
j (ξ/2)N̂5(ξ/2)

= −16

ξ2

1− e−iξ/2

2
Ñ(ξ/2)ψ̂5,5

j (ξ).(8.11)

In the sense of (7.24)-(7.26) we should have

1− e−iξ/2

2
Ñ(ξ/2) ≈ |ξ|

4
,(8.12)

16

ξ2

1− e−iξ/2

2
Ñ(ξ/2) ≈ 4

|ξ| .(8.13)

We focus on the approximation in (8.12), since a good approximation in (8.12)

leads to (8.13) directly. The filter |ξ|
4

is called the Ram-Lak filter. Note that the

4π-periodic trigonometric polynomial τ(ξ) := 1−e−iξ/2

2
Ñ(ξ/2) is not real. Thus, it

approximates the Ram-Lak filter |ξ|
4

in the complex plane. We plot the curves ξ 7→(
|ξ|
4
, 0

)
and ξ 7→ (Reτ(ξ), Imτ(ξ)) in order to compare them graphically (see Figure

8.7.). On the other hand, if we take the magnitude or real part of 1−e−iξ/2

2
Ñ(ξ/2),

they also provide good approximations to the Ram-Lak filter (see Figure 8.8). Note

that |1−e−iξ/2

2
Ñ(ξ/2)| = | sin ξ/4|M̃(ξ/2).
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Figure 8.7. The Ram-Lak filter (dotted) and its approximation
1−e−iξ/2

2
Ñ(ξ/2) (dashed) as curves in the complex plane for ξ ∈

[−2π, 2π].
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Figure 8.8. Left: The Ram-Lak filter (dotted) and the magni-

tude of 1−e−iξ/2

2
Ñ(ξ/2) (solid) on [−4π, 4π]. Middle: The error of∣∣∣ |ξ|4 − 1−e−iξ/2

2
Ñ(ξ/2)

∣∣∣ on [−2π, 2π]. Right: The Ram-Lak filter (dot-

ted) and the real part of 1−e−iξ/2

2
Ñ(ξ/2) (solid) on [−2π, 2π].

Remark 8.6. 1. Note that our construction of the so-called approximate Ram-

Lak filter 1−e−iξ/2

2
Ñ(ξ/2) does not depend on the order of the B-spline. Thus we

can apply this approach to construct approximate MRA bi-frames approximating(
{Λψm,L

j,k,`}, {Λ−1ψm,L
j,k,`}

)
for further m ≥ 2 and L ≥ 2. Namely, we take an MRA

tight frame {ψm,L
j,k,`} of splines from the examples in section 3.3 or in the appendix

then find its approximate Hilbert transform using the technique in section 5.1. Then,

by applying the commutation for bi-frames of Theorem 7.4 we can obtain the approx-

imate MRA bi-frame.

2. The construction of an approximate MRA bi-frame approximating {Λψm,L
j,k,`, Λ

−1ψm,L
j,k,`}

allows us a good possibility of the application to the filtered backprojection algorithm

of computed tomography. Namely, we can extend the algorithm for biorthogonal

wavelets (see [30, Section 5 ]) to using an MRA tight frame {ψm,L
j,k,`} and its approx-

imate MRA bi-frame {νj,k,`, ν̃j,k,`}.
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APPENDIX A

Further examples of stationary spline MRA tight frames on

an interval

A.1. Construction of a quadratic spline tight frame with 1 vanishing

moment (m = 3, L = 1)

We choose n = 4 in (3.13) and (3.14) for the construction. From the correspond-

ing representation (3.15), we want to get a factorization of the 9× 9 matrix Z1. We

apply the symmetric reduction to get

Z̃1 = T9,1,−1/4Z1T
T
9,1,−1/4.

Note that Z̃1 is a diagonal matrix with diagonal elements
[

1
12

,
1
8
,

3
16

,
1
4
,

3
16

,
1
4
,

3
16

,
1
8
,

1
12

]
.

Hence, we have the factorization of Z̃1 = BBT , where B is the square root of Z̃1,

i.e. a possible solution of B is the diagonal matrix with diagonal elements
[√

3
6

,

√
2

4
,

√
3

4
,
1
2
,

√
3

4
,
1
2
,

√
3

4
,

√
2

4
,

√
3

6

]
.

As a result we have the 9× 11 matrix Q̂ := T9,1,1/4B. The 5 columns (3rd to 7th)

of Q̂ contain the coefficients (see Table A.1) of the interior wavelets

ψj(· − k), j = 1, 2, 0 ≤ k ≤ 1, ψ1(· − 2),

which are given by 2 antisymmetric generators ψ1 := ψ0,3 and ψ2 := ψ0,4. The

supports of ψ1, ψ2, are (see Figure A.1)

supp ψ1 = [0, 2], supp ψ2 = [0, 3].

The first two columns of the matrix Q̂ represent the coefficients (see Table A.2)

of the 2 boundary wavelets for the left endpoint of the interval and Figure A.2 shows

their graphs.
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i q̂0,2+i q̂1,2+i q̂2,2+i

1
√

3
4

2 1
8

1
2

1
8

Table A.1. Coefficients of interior wavelets ψ0,2+i, i = 1, 2, in ex-

pansion (3.21).
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ψ
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 ψ

2
 

Figure A.1. Two antisymmetric generators of the quadratic spline

tight frame with 1 vanishing moment and simple interior knots.

i q̂−2,i q̂−1,i q̂0,i

1 0.288676

2 0.353553 0.088388

Table A.2. Coefficients of boundary wavelets ψ0,i, i = 1, 2, in ex-

pansion (3.21).
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Figure A.2. Boundary wavelets of the quadratic spline tight frame

with 1 vanishing moment and simple interior knots.

Remark A.1. Note that the given two generators of interior wavelets are exactly

the same to the two generators of the quadratic spline tight frame of [6, Example 2].
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A.2. Construction of a cubic spline tight frame with 2 vanishing

moments (m = 4, L = 2)

We consider n = 6 for the interval and two knot vectors in (3.13) and (3.14).

We begin with the 13 × 13 matrix Z2 from representation (3.15) and perform the

symmetric reductions using T13,2,−1/6 to get

Z̃2 := T13,2,−1/6Z2T
T
13,2,−1/6.

Now we search for a factorization Z̃2 = BBT , with B = [Bl, Bi, Br], where Bi is the

13 × 7 block matrix that has the same structure as (3.24) with one more null row

at the top and the bottom. A solution reads

a =
√

11
16

, b =
√

3
16

, c =
√

3
9

, d =

√
13
864

.

Consequently we get the 13 × 17 matrix B = [B`, Bi, Br] by applying the same

method as in the previous examples. From the columns of the matrix T13,2,1/6Bi we

obtain the coefficients (see Table A.3) of 7 interior wavelets

ψj(· − k), 1 ≤ j ≤ 3, 0 ≤ k ≤ 1, ψ1(· − 2),

which are given by 3 symmetric generators ψ1 := ψ0,6, ψ2 := ψ0,7, and ψ3 := ψ0,8.

The supports of ψ1, ψ2, ψ3, are

supp ψ1 = [0, 4], supp ψ2 = [0, 5], supp ψ3 = [1, 4]

and their graphs are shown in Figure A.3.

i q̂0,5+i q̂1,5+i q̂2,5+i q̂3,5+i q̂4,5+i

1 0.034548 0.207289 0.034548

2 0.018042 0.108253 0.228534 0.108253 0.018042

3 0.122663

Table A.3. Coefficients of the interior wavelets ψ0,5+i, i = 1, 2, 3,

in expansion (3.21).

On the other hand, the columns of the matrix T13,2,1/6B` provide the coefficients

(see Table A.4) of the 5 boundary wavelets for the left endpoint of the interval.

Their graphs are shown in Figure A.4.
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Figure A.3. Three symmetric generators of the cubic spline tight

frame with 2 vanishing moments and simple interior knots.

i q̂−3,i q̂−2,i q̂−1,i q̂0,i q̂1,i q̂2,i

1 0.612372 0.153093

2 1.096871 0.522319 0.087053

3 1.739481 0.726565 0.224564 0.037427

4 2.151416 0.725354 0.120892

5 0.091642 0.549853 0.091642

Table A.4. Coefficients (*10) of boundary wavelets ψ0,i, i =

1, . . . , 5, in expansion (3.21).
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Figure A.4. Boundary wavelets of the cubic spline tight frame with

2 vanishing moments simple interior knots.

A.3. Construction of a quartic spline tight frame of 3 vanishing

moments (m = 5, L = 3)

For the construction we choose n = 9 in (3.13)-(3.13). As in the former exam-

ples, we obtain the 19 × 19 matrix Z3 from representation (3.15) and perform two
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symmetric reductions to get

Z̃3 = T19,4,−2/5T19,3,−1/8Z3T
T
19,3,−1/8T

T
19,4,−2/5.

Now, for a factorization Z̃3 = BBT , we set B = [Bl, Bi, Br], where the 19×10 block

matrix Bi is given with 5 unknowns

Bi =




0
...
0
a
b d
a c e a

d b
a c

...
d

c e a
d b

a
0
...
0




.

Bi has 5 null rows at the top and the bottom. Using the system of equations from

the 9th and 10th columns of Z̃3 = BiB
T
i , we get a solution

a =
√

0.169271× 10−3, d =
5
√

2
128

, b =

√
173

12288
− 2d2,

e =
(

107
30720

− ab

)
/d, c =

√
121

12800
− 2a2 − e2.

Consequently, the coefficients of the 10 interior wavelets are given by the columns

of the matrix T19,3,1/8T19,4,2/5Bi

ψj(· − k), 1 ≤ j ≤ 3, 0 ≤ k ≤ 2, ψ1(· − 3),

and they are generated by the 3 antisymmetric generators ψ1 := ψ0,8, ψ2 := ψ0,9,

and ψ3 := ψ0,10. Their coefficients, in expansion (3.21), are listed in the Table A.5,

and their supports are

supp ψ1 = [0, 6], supp ψ2 = [1, 6], supp ψ3 = [0, 7].

The graphs of the 3 antisymmetric generators are shown in Figure A.5.

The columns of the 19 × 7 matrix T19,3,1/8T19,4,2/5B` represent the coefficients

(see Table A.6) of the boundary wavelets having multiplicities at the left endpoint

0. The graphs of the boundary wavelets for the left endpoint are shown in Figure

A.6.
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i q̂0,i+7 q̂1,i+7 q̂2,i+7 q̂3,i+7 q̂4,i+7 q̂5,i+7 q̂6,i+7

1 0.060915 0.487321 1.014873 0.487321 0.060915

2 0.107158 0.857267 0.107158

3 0.027621 0.220971 0.687814 0.862121 0.687814 0.220971 0.027621

Table A.5. Coefficients (*10) of interior wavelets ψ0,7+i, i = 1, 2, 3,

in expansion (3.21).
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Figure A.5. Three antisymmetric generators of interior wavelets of

the quartic spline tight frame with 3 vanishing moments and simple

interior knots.

i q̂−4,i q̂−3,i q̂−2,i q̂−1,i q̂0,i q̂1,i q̂2,i q̂3,i q̂4,i

1 0.108130 0.065534 0.010922

2 0.261981 0.196515 0.068783 0.008598

3 0.521353 0.337504 0.131162 0.033895 0.004237

4 0.787054 0.561272 0.238378 0.070510 0.015510 0.001939

5 0.935485 0.619529 0.280960 0.077531 0.009691

6 0.119079 0.952636 0.267369 0.056491 0.007061

7 0.022096 0.176769 0.486114 0.176769 0.022096

Table A.6. Coefficients (*10) of the 7 boundary wavelets ψ0,i, i =

1, . . . , 7, in expansion (3.21).

A.4. Construction of a quintic spline tight frame with 6 vanishing

moments (m = 6, L = 6)

We search for a quintic spline tight frames on I = [0, 15], i.e. n = 15 in (3.13)-

(3.14). As in the previous examples, we compute all matrices in representation

(3.15). For a factorization of the 29 × 29 matrix Z6 we apply three symmetric
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Figure A.6. Boundary wavelets of the quartic spline tight frame

with 3 vanishing moments and simple interior knots.

reductions and get Z̃6 by

Z̃6 = T29,6,−α3T29,5,−α2T29,4,−α1Z6T
T
29,4,−α1

T T
29,5,−α2

T T
29,6,−α3

,

where α1 = 1/12, α2 = 9/35, α3 = 175/384.

Now we suggest a factorization Z̃6 = BBT by the matrix B = [Bl, Bi, Br], where

Bi is the 29× 16 block matrix given by

Bi =




0
...
0
a
b f
c d g a
b e h b
a d g c d

f b e
a d

. . . f
g a
h b
g c
f b

a
0
..
.
0




,

and Bi has 7 null rows at the top and the bottom. A possible solution of the

factorization is obtained by letting

a = 0.651082× 10−4, b = 0.155501× 10−2, c = 0.484462× 10−2, d = 0.187213× 10−3,

e = 0.143774× 10−2, f = 0.296685× 10−2, g = 0.413488× 10−2, h = 0.108304× 10−1.
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As a result, the columns of the matrix T29,4,α1T29,5,α2T29,6,α3Bi give the coefficients

of the 16 interior wavelets

ψj(· − k), 1 ≤ j ≤ 3, 0 ≤ k ≤ 4, ψ1(· − 5),

and they are generated by the 3 symmetric generators (see Figure A.7) ψ1 :=

ψ0,12, ψ2 := ψ0,13, and ψ3 := ψ0,14. Their coefficients are given in the Table A.7

and their supports are

supp ψ1 = [0, 10], supp ψ2 = [1, 11], supp ψ3 = [0, 11].

i q̂0,i+11 q̂1,i+11 q̂2,i+11 q̂3,i+11 q̂4,i+11 q̂5,i+11 q̂6,i+11 q̂7,i+11 q̂8,i+11 q̂9,i+11 q̂10,i+11

1 0.001658 0.019897 0.107070 0.336420 0.682265 0.336420 0.107070 0.019897 0.001658

2 0.001805 0.021663 0.101640 0.187099 0.101640 0.021663 0.001805

3 0.002897 0.034768 0.188061 0.599465 1.227145 1.619062 1.227145 0.599465 0.188061 0.034768 0.002897

Table A.7. Coefficients(*100) of interior wavelets ψ0,11+i, i = 1, 2, 3,

in expansion (3.21).
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Figure A.7. Three symmetric generators of interior wavelets of

the quintic spline tight frame with 6 vanishing moments and simple

interior knots.

Now the coefficients of the 11 boundary wavelets for the left endpoint of the in-

terval are found in the first 11 columns of the 29×11 matrix T29,4,α1T29,5,α2T29,6,α3B`.

Table A.8 lists the coefficients in expansion (3.21) and Figure A.8 shows their graphs.
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i q̂−5,i q̂−4,i q̂−3,i q̂−2,i q̂−1,i q̂0,i q̂1,i q̂2,i q̂3,i q̂4,i q̂5,i q̂6,i q̂7,i q̂8,i

1 0.1297 0.2712 0.2459 0.1095 0.0236 0.0020

2 0.5244 0.9413 0.9299 0.5359 0.1773 0.0334 0.0028

3 1.5236 2.4565 2.0941 1.1261 0.4326 0.1182 0.0207 0.0017

4 2.8399 4.7083 4.1790 2.4199 0.9912 0.2995 0.0678 0.0108 0.0009

5 4.3988 7.0284 6.3183 3.9763 1.8535 0.6439 0.1660 0.0320 0.0046 0.0004

6 5.6361 8.8393 7.9757 4.9753 2.2986 0.8046 0.2076 0.0354 0.0029

7 0.5451 6.5415 8.7155 7.2024 4.1913 1.7587 0.5103 0.0916 0.0076

8 0.1504 1.8052 7.8577 8.2460 5.6803 2.6394 0.8083 0.1481 0.0123

9 0.0726 0.8715 4.3191 10.2857 8.9272 4.5770 1.4647 0.2727 0.0227

10 0.0141 0.1687 0.7262 0.6719 0.2657 0.0528 0.0044

11 0.0005 0.0054 0.0264 0.0574 0.0264 0.0054 0.0005

Table A.8. Coefficients (*1000) of the 11 boundary wavelets

ψ0,i, i = 1, . . . , 11, in expansion (3.21).
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Figure A.8. Boundary wavelets of the quintic spline tight frame

with 6 vanishing moments and simple interior knots.

Remark A.2. In the work of Daubechies et al. ([13]) the three symmetric gen-

erators of a tight frame of L2(R) were introduced for the case m = 6, L = 6. The

supports of them are the same as those of the three generators in this example.
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