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1. Introduction

Many agricultural and horticultural trials are susceptible to treatment interference, that is the

treatment on one unit affecting the response on neighbouring units (see e.g. Besag and

Kempton, 1986). There is increasing interest in the practical use of models to analyse data

from such trials (e.g. David, Monod and Philippeau, 1998), and in the design of experiments

in which treatment interference may occur (e.g. David and Kempton, 1996). A wide variety of

possible models have been postulated (e.g. David and Kempton, 1996, David, Monod and

Philippeau, 1998). There are only very limited results on optimal designs under interference

models. Gill (1993) restricts the class of competing designs to those for which each treatment

appears once in each block. Druilhet (1999) avoids this restriction but considers the case of

very few blocks. Both papers assume a one-dimensional layout of plots within blocks, and

that each block has a guard plot at each end, so that each interior plot has two neighbours.

They concentrate on model (1) below, or its special case of equal left and right neighbour

effects.

The present paper presents a general approach to determine optimal designs for contrasts

among direct treatment effects that can be useful for many kinds of interference models. We

consider experiments for comparing t treatments using b blocks of size k with a one-

dimensional arrangement of plots in each block. We demonstrate the theory for the model

with no guard plots, and the treatments having different left and right neighbour interference

effects. Similar results to the ones given here will be possible for many other related models.

Let d(i, j) ∈ {1, ..., t} be the treatment assigned to the plot (i, j) in the j-th position of the i-th

block. In our model the response at plot (i, j) can be written

jiijidjidjidij ey ,)1,()1,(),( +++++= +− βρλτµ . (1)
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Here

µ is the general mean,

τd(i, j) is the direct effect of treatment d(i, j),

λd(i, j-1) and ρd(i, j+1) are, respectively, the left and right neighbour effects, that is the

interference effect of the treatment assigned to, respectively, the left and right neighbour

plots (i, j-1) and (i, j+1),

βi is the effect of the i-th block, and ei, j is the random error, 1 ≤ i≤ b, 1 ≤j ≤ k.

We assume that the errors are i.i.d. with expectation 0. The generalization of the method to

correlated errors and generalized least squares estimation is straightforward, cf. Kushner

(1997). Since we assume there are no guard plots we have λd(i, 0) = ρd(i, k+1) = 0.

We seek the optimal design among designs d ∈ Ωt,b,k, the set of all designs with b blocks of

size k and with t treatments. Let Tdu be the treatment design matrix of the direct effects in

block u, 1 ≤u ≤ b. Further define [ ]T T Td d
T

db
T T

= 1,..., as the design matrix of direct effects.

Let [ ]Tkbk yyyyY ,1,2,11,1 ,...,,...,= be the vector of the observations, 1k be the k-vector of ones, Ib

the b-dimensional identity matrix, and ⊗ denote the Kronecker product. Let V denote the k × k

left neighbour incidence matrix with (i, j)-th element vi, j equal to 1 if i – j = 1, and 0

otherwise. For each u we define dudu VTL = and du
T

du TVR = . Then [ ]L L Ld d
T

db
T T

= 1,...,  =

( ) db TVI ⊗ and [ ]R R Rd d
T

db
T T

= 1,...,  = ( ) d
T

b TVI ⊗ are, respectively, the design matrices of the

left and right neighbour effects. Let e be the vector of the errors, and let τ, λ, ρ, and β be the

vectors of direct effects, of left neighbour effects, of right neighbour effects, and of block

effects, respectively. Then, we can write model (1) in vector notation as
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eIRLTY kbdddbk +⊗++++= βρλτµ )1(1 .

For an n × p matrix M define ω ⊥ −= −( ) ( )M I M M M Mn
T T , where (MTM)− is a generalized

inverse (g-inverse) of MTM. Then (see e.g. Kunert, 1983) the information matrix for the least

squares estimate of τ, with zero row and column sums, is

[ ]C T I L R Td d
T

b k d d d= ⊗⊥ω ( , , )1 .

A t × t matrix M is said to be completely symmetric, if all its diagonal elements are equal and

all its off-diagonal elements are equal. A completely symmetric information matrix is a scalar

multiple of the matrix B It t t t t
T= − 1 1 1 . Assume we have a design d t b k* , ,∈Ω such that Cd* is

completely symmetric and that tr Cd* is maximal over Ω t b k, , . Then the design d* is universally

optimum, i.e. it is optimal under all the optimality criteria considered by Kiefer (1975).

2. Determination of an upper bound for tr Cd.

For a partitioned matrix M = [S, U], we can write

[ ] { }ω ω ω ω ω⊥ ⊥ ⊥ ⊥ − ⊥= −( , ) ( ) ( ) ( ) ( )S U S S U U S U U ST T . (2)

Applying this formula twice and defining

C T I Td d
T

b k d11 1= ⊗⊥ω ( ) , C T I Ld d
T

b k d12 1= ⊗⊥ω ( ) , C T I Rd d
T

b k d13 1= ⊗⊥ω ( ) ,

C L I Ld d
T

b k d22 1= ⊗⊥ω ( ) , C L I Rd d
T

b k d23 1= ⊗⊥ω ( ) , C R I Rd d
T

b k d33 1= ⊗⊥ω ( )
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we get that

( )( ) ( ) .232212132322233323221213

12221211

T

dddddd
T
dddddd

T
ddddd

CCCCCCCCCCCC

CCCCC

−−−−

−

−−−

−−=
(3)

Note that kbkb BII ⊗=⊗⊥ )1(ω . The formula for Cd contains g-inverses of Cd 22  and of

C C C Cd d
T

d d33 23 22 23− − , both of which depend on the design d. This makes the determination of

tr Cd for an arbitrary design d difficult. Hence, we try to find a simple upper bound for tr Cd.

The derivation of this bound is inspired by the convexity argument of Pukelsheim (1993, p.

75), see also Kushner (1997, Lemma 5.1). We give a slightly different proof, which is also

valid if the matrices do not have full rank. We begin with a technical proposition.

Proposition 1:

Assume A A D Dn n1 1,..., , ,...,  are matrices, A IR D IR i ni
m r

i
m si i∈ ∈ ≤ ≤× ×, , 1 . Then

( )( ) ( ) ( ){ }∑∑ ∑∑∑ −− −≥− i
T
ii

T
ii

T
ii

T
ii

T
ii

T
ii

T
ii

T
i ADDDDAAAADDDDAAA

in the Loewner-ordering.

Proof:

Consider the partitioned matrices
















=

nD

D

M M
1

1 and 
















=

nD

D

M O
1

2 .

The column-space of M1 is contained in the column-space of the block diagonal matrix M2.

Hence,
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














=≥

⊥

⊥

⊥⊥

)(

)(

)()(
1

21

nD

D

MM

ω

ω
ωω O

and

( )( ) ( )A A A D D D D Ai
T

i i
T

i i
T

i i
T

i− =∑ ∑ ∑∑ −
































⊥

n

T

n A

A

M

A

A

MM
1

1

1

)(ω

≥
















































=

⊥

⊥

A

A

D

D

A

An

T

n n

1 1 1

M O M

ω

ω

( )

( )
( )( )A A A D D D D Ai

T
i i

T
i i

T
i i

T
i−

−∑ . r

Note that Td1t is in the column-space of Ib⊗1k, while Rd1t and Ld1t are not. This implies (see

Kunert, 1983) that Cd11 has row and column sums zero, that Cd12 and Cd13 have column sums

zero, but not necessarily row sums zero, and that Cd22, Cd23 and Cd33 need not have zero row

sums or column sums. For our bound, we use the traces of Bt Cdij Bt, and define

tdijtdij BCBc tr= for 1 ≤ i ≤ j ≤ 3.

Since the matrix

[ ]tdtdtdkb

T
dt

T
dt

T
dt

tdtt
T
dtt

T
dt

tdttdtt
T
dt

tdttdttdt

BRBLBTI

RB

LB

TB

BCBBCBBCB

BCBBCBBCB

BCBBCBBCB

)1(

332313

232212

131211

⊗















=
















⊥ω

is nonnegative definite, this also holds for

















332323

232212

131211

ddd

ddd

ddd

ccc

ccc

ccc

.
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This implies directly that cdii � �������i � ��DQG�WKDW� 02
233322 ≥− ddd ccc . It also follows that (see,

e.g. Rao and Toutenburg, 1995, Theorem A74)









=

3323

2322

dd

dd

cc

cc
Q , satisfies 








=







−

13

12

13

12

d

d

d

d

c

c

c

c
QQ , (4)

and, consequently, that

[ ] 






−

13

12
1312

d

d
dd c

c
Qcc

does not depend on the choice of the g-inverse QØ.

We are therefore in a position to define

[ ] 







−= −

13

12
131211*

d

d
dddd c

c
Qcccq .

Then q*d depends on the following four cases (i) to (iv):

(i) If 02
233322 >− ddd ccc , then Q is nonsingular and

2
233322

22
2
1323131233

2
12

11

2
*

ddd

ddddddd
dd ccc

ccccccc
cq

−
+−−= .

(ii) If ,0and0 22
2

233322 >=− dddd cccc then 22
2
1211 /* dddd cccq −= .

(iii) If cd22 = 0 and cd33 > 0, then cd23 = 0 and 33
2
1311 /* dddd cccq −= .

(iv) If cd22 = cd33 = 0, then cd23 = 0 and 11* dd cq = .
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With these definitions we can show

Proposition 2:

Every design d t b k∈Ω , ,  has tr Cd ≤ q*d. If a design f has all Cfij, 1 ≤i ≤ j ≤ 3, completely

symmetric, then tr Cf = q*f.

Proof:

Using formula (2), Cd can also be written as

C T L R Td d
T

d d d= ⊥~ ([ ~ , ~ ]) ~ω , (5)

where ~ ( )T I Td b k d= ⊗⊥ω 1 , ~ ( )L I Ld b k d= ⊗⊥ω 1 , and ~ ( )R I Rd b k d= ⊗⊥ω 1 . 

In Proposition 1 let n = t! and consider {S1= It, S2, ..., Sn}, the set of all t × t permutation

matrices. Then define A T Si d i= ~ , D L S R Si d i d i= [ ~ , ~ ] , 1 ≤ i ≤ n. It can be shown with straightfor-

ward algebra, using (3) and (4), that ( )A D A S C Si
T

i i i
T

d iω ⊥ = for all 1 ≤ i ≤ n. On the other hand

( )( ) ( )A A A D D D D Ai
T

i i
T

i i
T

i i
T

i− ∑ ∑ ∑∑ −

= −∑ id
T

d
T
i STTS

~~

[ ]∑∑ id
T

d
T
iid

T
d

T
i SRTSSLTS

~~
,

~~

























∑
∑

∑∑
∑∑

−

id
T
d

T
i

id
T
d

T
i

id
T
d

T
iid

T
d

T
i

id
T
d

T
iid

T
d

T
i

STRS

STLS

SRRSSLRS

SRLSSLLS
~~

~~

~~~~

~~~~

[ ]

= −

























∑

∑ ∑ ∑ ∑
∑ ∑

∑
∑

−

S C S

S C S S C S
S C S S C S

S C S S C S

S C S

S C S

i
T

d i

i
T

d i i
T

d i
i
T

d i i
T

d i

i
T

d
T

i i
T

d i

i
T

d
T

i

i
T

d
T

i

11

12 13
22 23

23 33

12

13

,

Since the summations are over all permutations of the numbers {1, ..., t}, S C Si
T

drs i∑ is

completely symmetric for all 1 ≤ r ≤ s ≤ 3. As Cd11, Cd12, and Cd13 have column sums zero, we

conclude that T
ttrstdrsidrs

T
i zBtncSCS 11)}1/({ +−=∑ , for some zrs, with zrs = 0 if r = 1.
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To proceed, we need a g-inverse of









+−+−
+−+−

=
T
tttd

T
tttd

T
tttd

T
tttd

zBtnczBtnc

zBtnczBtnc
F

11)}1/({11)}1/({

11)}1/({11)}1/({

33332323

23232222 )11(
1

3323

2322 T
ttt zz

zz
BQ

n

t ⊗







−⊗−= .

One such g-inverse, for appropriate wij, is

)11(
1 3323

2322 T
ttt ww

ww
BQ

t

n
F ⊗








−⊗

−
= −− .

Therefore

( )( ) ( )A A A D D D D Ai
T

i i
T

i i
T

i i
T

i− ∑ ∑ ∑∑ −

[ ]( ) 





⊗








⊗

−
−

−
= −

t
d

d
tddtd B

c

c
FBcc

t

n
Bc

t

n

13

12
13122

2

11 ,
)1(1 td Bq

t

n
*

1−
= .

Then Proposition 1 implies that dd qC *tr ≤ .

Finally note that for design f we have nSCSC ifrs
T
ifrs /∑= for every 1 ≤ r ≤ s ≤ 3. r

3. Methods for determination of a maximal q*d.

An optimal design d* should have a completely symmetric Cd*, with tr Cd* = q*d*, and it

should have the right proportions of blocks assigned to the treatment sequences such that q*d*

is maximal. Therefore, we need to maximize the bound q*d. Define

c T B Td
u

du
T

k du11
( ) tr( )= , c T B Ld

u
du
T

k du12
( ) tr( )= , c T B Rd

u
du
T

k du13
( ) tr( )= , c B L B L Bd

u
t du

T
k du t22

( ) tr( )= ,

c B L B R Bd
u

t du
T

k du t23
( ) tr( )= , and c B R B R Bd

u
t du

T
k du t33

( ) tr( )= .

We then get that
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c cdrs drs
u

u

b

=
=

∑ ( )

1

, 1 ≤r ≤ s ≤ 3.

Note that each cdrs
u( )  remains unchanged if the treatments are relabelled, i.e. if Tdu, Ldu and Rdu

are replaced by TduS, LduS and RduS, respectively, where S is any t × t permutation matrix. We

call two sequences of treatments equivalent if one can be transformed to the other by

relabelling the treatments. Hence, two equivalent treatment sequences give the same cdrs
u( ) .

Therefore, for given t and k, we can divide the set of all possible treatment sequences into K

equivalence classes s1, ..., sK. If, for example, k = 3 and t ≥ 3, then there are the K = 5

equivalence classes given in Table 1.

Since cdrs
u( )  is the same for each u receiving a treatment sequence in a given equivalence class

sl, 1 � � K, we can define )()( u
drsrs cc =l and get ∑ =

= K

rsddrs cbc
1

)(
l l lπ , where d is the

proportion of blocks assigned to the class s . This, however, implies that the bound q*d of any

design d ∈Ωt,b,k is determined by the proportions πd . Note that the cdij are linear in the πd , but

that q*d is a quotient, where the πd are third order in the numerator and second order in the

denominator. This makes the maximization of q*d difficult.

The situation is similar to the models (with carryover effects) for repeated measurements

designs. For these Kushner (1997) showed how to use the linearity of the cdrs to maximize

q*d. This idea can be generalized to interference models.

Proposition 3:

For any design d ∈Ωt,b,k define the function IRIRqd →2: as

2
33

2
2223131211 222),( ycxcxycycxccyxq ddddddd +++++= .
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Then for every x and y, we have qd(x, y) ≥ q*d. There is at least one point (xd, yd) such that

=),( ddd yxq q *d.

Proof:

We can write

[ ] [ ] 







+








+=

y

x
Qyx

y

x
cccyxq dddd 131211 2),(

[ ] )(2
12

12
131211 








−+= −

d

d
ddd c

c
Quccc [ ] )()(

12

12
1312 








−−− −−

d

d
dd

T

c

c
QuQQccu

where









+








= −

12

12

d

d

c

c
Q

y

x
u .

Then equation (4) implies that

[ ] Quu
c

c
Qcccyxq T

d

d
dddd +








−= −

13

12
131211),( .

Therefore, qd(x, y) is minimal iff Q u  = 0, i.e. iff









−=









13

12

d

d

c

c

y

x
Q .

This, however, holds if and only if the partial derivatives of qd with respect to x and y are both

0. The minimum of qd equals q*d. r

From the proof of Proposition 3, we immediately get

Corollary 1:

Consider a point (xd, yd) such that the partial derivatives �qd(x, y) / �xand �qd(x, y) / �yare

both 0 for (x, y) = (xd, yd). Then dddd qyxq *),( = .
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The elegance of qd(x, y) is that it can be written as a linear combination of functions hl(x, y),

which depend on the equivalence classes of treatment sequences. Define

2
33

2
2223131211 )()()(2)(2)(2)(),( ycxcxycycxccyxh lllllll +++++= ,

for every 1 ≤ l ≤ K. Then

∑
=

=
K

dd yxhbyxq
1

),(),(
l

llπ .

Proposition 4:

For a design d t b k∈Ω , ,  consider a point (xd, yd) for which qd(xd, yd) = q*d.

If ),(),( ddddd yxqyxhb ≤l = q*d for every 1 ≤ l ≤ K, then for every f ∈ Ωt,b,k we have

tr Cf ≤ q*d = a*t,b,k, say.

Proof:

For any f we have

q*f = ∑
=

K

fff yxhb
1

),(
l

llπ ∑
=

≤
K

ddf yxhb
1

),(
l

llπ ∑
=

≤
K

f
1l

lπ q*d = q*d.

The rest follows from Prop. 2. r

Note that the proportions d must be such that the partial derivatives of ∑ ),( yxhd llπ at

(xd, yd) are both 0, and that only such classes of sequences are included for which h (xd, yd) =

max1� �K h (xd, yd). Therefore (xd, yd) must be either at the minimum of an h or at the
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intersection of two or more of the h .

In many situations there is no design fulfilling both the conditions of Proposition 4 and of

Proposition 2. In that case, however, one practical use of the a*t,b,k is the lower bound which it

provides for the optimality criteria.

As an example, consider the A-criterion A(Cf), which is the trace of the Moore-Penrose

generalized inverse of Cf. From Prop. 2 we get

f
t

f
t

f
AfA q

t
B

q

t
B

t

q
C

*

)1(
)

*

1
tr()

1

*
()(

2−=−=
−

≥ ϕϕ .

With Prop. 4 it follows that

kbt
fA a

t
C

,,

2

*

)1(
)(

−≥ϕ .

4. Some examples

In this section we demonstrate the methods derived in this paper by finding optimal or

efficient designs for k = 3 and 4 for all t ≥ 2. Note that, to save space, blocks are represented

as columns in Examples 1 to 4.

4.1 The case of 3 plots per block

Table 1 lists the equivalence classes and the corresponding crs(l) for the case that there are k =

3 plots per block. If t=2, then only the first four sequences are possible.
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A design d* which has half of its sequences from s2 and half of its sequences from s4 has

)},(),({),( 42
1

22
1

* yxhyxhbyxqd += 




 −+−+−−−−= 22

3

23

3

23

3

24

3

1

3

1

3

4
y

t

t
x

t

t
xy

t

t
yxb .

If x = y = t/{2(t-1)}, then the derivatives of qd*(x, y) with respect to x and y are both 0.

Therefore from Corollary 1, we have

)1(2** −
==

t

t
yx dd and q*d* = b

t

t
yxq ddd 





−
−=

)1(6

87
),( *** .

Table 1

The classes sl of sequences and adjusted crs(l) for k = 3, t ≥ 2

l

Repre-
sentative
sequence

3 c11(l) 3 c12(l) 3 c13(l) 3 c22(l)+ t
2 3 c23(l)- t

1 3 c33(l)+ t
2

1 [1 1 1] 0 0 0 2 –1 2
2 [1 1 2] 4 –1 0 2 –2 4
3 [1 2 1] 4 –3 –3 4 1 4
4 [1 2 2] 4 0 –1 4 –2 2
5 [1 2 3] 6 –2 –2 4 –1 4

To prove the optimality of q*d* we have to calculate hl(xd*, yd*) for every 1 ≤ l ≤ 5, and to

verify that q*d* / b - hl (xd*, yd*) is nonnegative for every l. Some algebra shows that q*d* / b -

hl(xd*, yd*) equals (3t−4) / (4t−4) > 0, 0, (3t²−5t) / (3 t²−6t+3) > 0, 0, (t−2) / (3t²−6t+3) > 0

(since t > 2) for l = 1, ..., 5, respectively.

Hence, we have shown
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Theorem 1:

If k = 3 and t ≥ 2, then for any design d ∈ Ωt,b,3 we have

b
t

t
aC btd 





−
−=≤

)1(6

87
*tr 3,, .

If a design d* has half of its blocks with treatment sequences which are equivalent to [1 1 2]

and half of its blocks with treatment sequences equivalent to [1 2 2], and if Cd*11, Cd*12, Cd*13,

Cd*22, Cd*23, and Cd*33 are completely symmetric, then d* is universally optimal over Ωt,b,3.

Example 1:

If t = 2, then a 4 block example of a design fulfilling the conditions of Theorem 1 is

3,4,21

1212

1221

2121

* Ω∈















=d .

If t = 3 then a 12 block example of a design fulfilling the conditions of Theorem 1 is

3,12,32

213

213

332

132

132

211

213

332

332

132

211

211

* Ω∈















=d .

If t = 4, then a 24 block example is

3,24,43

3

3

4

2

2

4

1

1

4

4

4

3

2

2

3

1

1

3

4

4

2

3

3

2

1

1

2

4

4

1

3

3

1

2

2

1

3

4

4

2

4

4

1

4

4

4

3

3

2

3

3

1

3

3

4

2

2

3

2

2

1

2

2

4

1

1

3

1

1

2

1

1

* Ω∈















=d .

4.2 The case of 4 plots per block
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If k = 4 and t ≥ 4, then we have 15 equivalence classes. The representative sequences and the

crs(l) for the 15 classes are given in Table 2. For t = 3, only the 14 classes s1 to s14 are

possible. For t = 2, only the 8 classes s1, s2, s3, s4, s6, s7, s9 and s10 are possible.

We start with the case t = 2. Then consider a design d* with half of its blocks from s4 and half

of its blocks from s9. In that case

)},(),({),( 92
1

42
1

* yxhyxhbyxqd += byxyxb 2
8

11
2

8

11
2 22 ≥





 +−+= ,

with equality holding iff x = y = 0. Now, h (0, 0) = c11( ) � ��IRU�DOO���SRVVLEOH�FODVVHV�s of

sequences, with equality for = 4, 7 and 9. Thus we have shown

Theorem 2:

If t = 2 and k = 4, then for every design d ∈ Ω2,b,4 we have tr Cd ≤ a*2,b,4 = 2 b.

If a design d* has b/4 of its blocks with each of the sequences [1 1 2 2], [2 2 1 1], [1 2 2 1]

and [2 1 1 2], then d* is universally optimal over Ω2,b,4.

Note that sequences [1 1 2 2] and [2 2 1 1] are from s4, while [1 2 2 1] and [2 1 1 2] are from

s9. Because h7(0, 0) = 2, it is possible to show that there is another design f that has q*f =

a*2,b,k. Design fhas 3b/4 of its blocks with sequences from s4 and b/4 with sequences from s7.

Example 2:

Theorem 2 requires that b is divisible by 4. Suppose b = 2 and consider the two designs
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

















=

12

22

21

11

d and 



















=

12

22

11

21

f .

While q*d = a*2,2,4 = 4, for d we have tr Cd = 16/7 < 4, because Cd33 is not completely

symmetric. Design f, for which the Cdij, except for Cd23, are completely symmetric, has

tr Cd = 3. Calculating the information matrix for all 256 possible designs, we find that f is

universally optimal (since rank Cd = 1).

Table 2

The classes sl of sequences and adjusted crs(l) for k = 4

l

Repre-
sentative
sequence

4 c11(l) 4 c12(l) 4 c13(l) 4 c22(l)

+ t
3

4 c23(l)

− t
1

4 c33(l)

+ t
3

1 [1 1 1 1] 0 0 0 3 −1 3
2 [1 1 1 2] 6 −1 1 3 −2 7
3 [1 1 2 1] 6 −3 −3 7 −1 7
4 [1 1 2 2] 8 2 2 7 −4 7
5 [1 1 2 3] 10 −1 0 7 −3 9
6 [1 2 1 1] 6 −3 −3 7 −1 7
7 [1 2 1 2] 8 −6 −6 7 4 7
8 [1 2 1 3] 10 −5 −4 7 1 9
9 [1 2 2 1] 8 −2 −2 7 −5 7
10 [1 2 2 2] 6 1 −1 7 −2 3
11 [1 2 2 3] 10 −1 −1 7 −4 7
12 [1 2 3 1] 10 −4 −4 9 −3 9
13 [1 2 3 2] 10 −4 −5 9 1 7
14 [1 2 3 3] 10 0 −1 9 −3 7
15 [1 2 3 4] 12 −3 −3 9 −2 9

As h14(0, 0) = c11(14) = 10/4 > 2, an optimal design for t = 3 must have other sequences than

just s4 , s7 and s9. The case k = 3 suggests the candidate design d* with πd*5 = πd*14 = ½. In

fact, we find that )(),( 2
4
72

4
7

3
4

4
1

4
1

2
5

* yxxyyxbyxqd ++−−−= , with a minimum at xd* = yd* =

3/26. Therefore q*d* = qd*(xd*, yd*) = (257/104) b . It is easy to check that for every l, 1 ≤l ≤ 14,

we have 257/104 - hl(xd*, yd*) ≥ 0, with equality holding only for l = 5 and l = 14. Hence, we
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have shown

Theorem 3:

If k = 4 and t = 3, then for any design d ∈ Ω3,b,4 we have tr Cd ≤ a*3,b,4 = (257/104 ) b.

If a design d* has b/2 blocks with treatment sequences which are equivalent to each of

[1 1 2 3] and [1 2 3 3], and if Cd*11, Cd*12, Cd*13, Cd*22, Cd*23, and Cd*33 are completely

symmetric, then d* is universally optimal over Ω3,b,4.

Example 3:

The design

4,12,3

321132321213

321213321132

213321132321

132321213321

* Ω∈



















=d

fulfils the conditions of Theorem 3. The first 6 blocks of d* form a design d which maximizes

q*d in Ω3,6,4 but for which tr Cd < q*d, since Cd12 and Cd13 are not completely symmetric.

However, when we calculate the A-criterion ϕA(Cd) of dand compare it to the unattainable

lower bound ϕ*A=(t – 1)² / a*3,b,4, then we find that ϕ*A/ϕA(Cd) = 0.996, i.e. d has an

efficiency of 99.6% and is likely to be A-optimal.

Finally, we consider the case k = 4 and t ≥ 4. We try a design with a proportion π of sequences

from the class s15 and proportions (1-π)/2 of classes s5 and s14, each. The three hl(x,y) intersect

at x = y = ( ) /5 17 4− = x*, say. For x = y = x*, we have

h5(x, y) = h14(x, y) = h15(x, y) = 
t

t

16

)171042()1723135( −−−
.
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Note that h15(x, y) = h15(y, x). Thus the derivative of h15(x+δ, x-δ) with respect to δ is zero if

δ = 0. The same holds for ½ h5(x, y) + ½ h14(x, y). It hence remains to find a π such that

∂
∂

π π π
x

h x x h x x h x x15 5 14

1

2

1

2
( , ) ( , ) ( , )+ − + −





is zero for x = x*≈ 0.219. Therefore, set

*
172

)17210()17523( ππ =−−−=
t

t
, say.

It is easy to see that the differences h5(x*, x*) − hl(x*, x*), for l = 1,2, ..., 15 are all positive,

except for l = 4, 5, 14 and 15, when they are 0.

Hence we have an optimal design using sequence classes s5, s14 and s15. Since *)*,(5 xxh

*)*,(4 xxh− = 0, we can construct an optimal design with some sequences from the class s4.

In fact, a second optimal design exists which consists of s4 and s15 only having a proportion

t

t

174

)17210()17323(
*

−−−=δ

of sequences from the class s15 and a proportion of 1 − δ* of sequences from s4. Any convex

combination of these two designs is also optimal. Hence, we have shown

Theorem 4

If k = 4 and t ≥ 4, then for every design d ∈ Ωt,b,4 we have
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tr Cd ≤ a*t,b,4 = b
t

t

16

)171042()1723135( −−−
.

To achieve this bound, we would need to construct a design d* as follows:

Define

t

t

172

)17210()17523(
*

−−−=π and 
t

t

174

)17210()17323(
*

−−−=δ .

Choose 0 ≤ α ≤ 1. Let proportions (1−α) (1 −δ*), α (1−π*)/2, α (1−π*)/2 and {α π* +

(1−α) δ*} of the blocks of d* have treatment sequences which are equivalent to [1 1 2 2],

[1 1 2 3], [1 2 3 3] and [1 2 3 4], respectively, such that Cd*11, Cd*12, Cd*13, Cd*22, Cd*23, and

Cd*33 are completely symmetric.

Remark: The design d* in Theorem 3 cannot exist for finite b. To see this, note that 1 - δ* =

(1 − π*) / 2, which is irrational. Therefore, (1 − α)(1 − δ*) = (1 − α)(1 − π*) / 2 and there is

no α such that both (1 − α)(1 − π*) / 2 and α(1 − π*) / 2 are rational.

Despite the non-existence of d*, Theorem 4 has two useful aspects. Firstly, it suggests the

structure of an efficient design, and secondly a*v,b,4 gives a lower bound for the A-value. This

is demonstrated in Example 4.

Example 4

It is possible to construct highly efficient designs if we can approximate reasonably well the

fractions π* or δ* from Theorem 4. If t = 4, then the upper bound a*4,b,4 for tr Cd is

approximately b×2.49852. To construct an efficient design, we select α = 0. We would need a

proportion of δ* ≈ 0.617995 of blocks with a sequence from s15. We use 2/3 instead and

construct the 36 block design
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f =



















∈

1

1

2

2

1

1

3

3

1

1

4

4

2

2

1

1

2

2

3

3

2

2

4

4

3

3

1

1

3

3

2

2

3

3

4

4

4

4

1

1

4

4

2

2

4

4

3

3

1

2

3

4

2

4

1

3

3

1

4

2

4

3

2

1

1

2

4

3

2

3

1

4

4

1

3

2

3

4

2

1

1

4

3

2

4

2

1

3

3

1

2

4

2

3

4

1

1

2

3

4

2

4

1

3

3

1

4

2

4

3

2

1

1

2

4

3

2

3

1

4

4

1

3

2

3

4

2

1

1

4

3

2

4

2

1

3

3

1

2

4

2

3

4

1

4 36 4Ω , , .

It is easy to verify that Cf11, ..., Cf33 are completely symmetric, and that tr Cf ≈ 89.8064... .

This is extremely close to the upper bound which is approximately 36×2.49852 = 89.94672,

so that f is highly efficient (efficiency ≈ 0.9984).

With 12 blocks, a design similarly constituted to f is



















=

124312341432

231424131432

413231424321

342143214321

1g ∈ Ω4,12,4.

Its Cg is not completely symmetric. However, its relative A-efficiency with respect to the

bound (t − 1)2/a*4,12,4 is 0.968.

If we prefer not to repeat treatments, we have the universally optimal binary design using a

type I orthogonal array with efficiency 0.924:



















=

214312341234

321424133142

143231422413

432143214321

h .

With 6 blocks, a design with relative A-efficiency 0.885, similarly constituted to f is



















=

123442

241342

314231

432131

2g ∈Ω4,6,4.
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For 8 treatments, and 24 blocks similar ideas lead to the design g3 ∈ Ω8,24,4, where



















=

562263117453887443218765

638571424578162343218765

457816236385714287654321

745388745622631187654321

3g .

This design has a relative A-efficiency of 0.910. Note that each treatment is replicated 12

times in the design g3, as in g1.

The methods of the present paper can be used for blocks with k > 4 as well. However, with

larger k the number K of equivalence classes increases rapidly. For k = 5 and t = 5 there are 52

classes of sequences. It is possible, though, to show that a design d with a proportion

( )41741325
414

3
* +−−= tt

t
π

of blocks with a sequence equivalent to [1 2 3 4 5] and the other blocks with a sequence

equivalent to [1 1 2 3 3] has a maximal q*d = a*t,b,5. In the special instance t = 5 (with π* ≈

0.6643), then a binary type I orthogonal array h, which uses only sequences equivalent to

[1 2 3 4 5], has an efficiency of q*h / a*5,b,5 = 0.959. This is slightly higher than for k = 4.

Further work is aimed at obtaining bounds on the cij( ) to get results for a general k. We

conjecture that a*t,b,k is achieved by a design with a majority of sequences from the class

containing [1 2 3 ... k−2 k−1 k] and the rest of the sequences equivalent to

[1 1 2 ... k−3 k−2 k−2]. We also conjecture that for t ≥ k > 5, a binary type I orthogonal array

will have an efficiency of more than 0.95.
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