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SUMMARY

In years past, aircraft conceptual design centenedind creating a feasible
aircraft that could be built and could fly the regd missions. More recently, aircraft
viability entered into conceptual design, allowitftat the product’s potential to be
profitable should also be examined early in theigheprocess. While examining an
aerospace system’s feasibility and viability earlythe design process is extremely
important, it is also important to examine systask.rin traditional aerospace systems
risk analysis, risk is examined from the perspectv performance, schedule, and cost.
Recently, safety and reliability analysis have besught forward in the design process
to also be examined during late conceptual andy gadliminary design. While these
analyses work as designed, existing risk analysegthads and techniques are not
designed to examine an aerospace system’s extgvaedting environment and the risks
present there. A new method has been developedderamine, during the early part of
concept design, the risk associated with not mgesissumptions about the system’s
external operating environment. The risks are erathin five categories: employment,
culture, government and politics, economics, arahrielogy. The risks are examined
over a long time-period, up to the system’s eritieecycle.

The method consists of eight steps over three faceas. The first focus area is
Problem Setup. During problem setup, the problenefined and understood to the best
of the decision maker’s ability. There are fourpstén this area, in the following order:
Establish the Need, Scenario Development, Identdfglution Alternatives, and

Uncertainty and Risk Identification. There is sigrant iteration between steps two
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through four. Focus area two is Modeling and Simmoha In this area the solution
alternatives and risks are modeled, and a numevalak for risk is calculated. A risk
mitigation model is also created. The four step®Iived in completing the modeling and
simulation are: Alternative Solution Modeling, Untzénty Quantification, Risk
Assessment, and Risk Mitigation. Focus area thoesists of Decision Support. In this
area a decision support interface is created tlmtvsfor game playing between solution
alternatives and risk mitigation. A multi-attributgecision making process is also
implemented to aid in decision making.

A demonstration problem inspired by Airbus’ mid D88decision to break into
the widebody long-range market was developed tstilhte the use of this method. The
results showed that the method is able to captddéianal types of risk than previous
analysis methods, particularly at the early stadesrcraft design. It was also shown that
the method can be used to help create a systenisthalbust to external environmental
factors.

The addition of an external environment risk analyig the early stages of
conceptual design can add another dimension t@nhéysis of feasibility and viability.
The ability to take risk into account during thelgatages of the design process can
allow for the elimination of potentially feasibl@d viable but too-risky alternatives. The
addition of a scenario-based analysis instead dfaditional probabilistic analysis
enabled uncertainty to be effectively bound andmerad over a variety of potential
futures instead of only a single future. Therel$® @otential for a product to be groomed
for a specific future that one believes is likebyhtappen, or for a product to be steered

during design as the future unfolds.
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CHAPTER 1

INTRODUCTION

The nature of engineering design has changedfisgnily since the dawn of
powered flight in 1903. In the early 1900s, airtraére often home-built and flown by
amateurs. The First World War ushered in the ergrofessional aircraft designers,
manufacturers, and pilots, many of whom continwediark in the aircraft industry boom
during the roaring 20s. During the Second World Warcraft design and production
increased tremendously to meet the demand of theed)States and allied armies and
navies. After World War Il, flying became a morevwaoon mode of transportation. The
advent of commercial jetliners in the 1950s createckra of convenient, relatively low-

cost, long-range transportation.

1.1 Changing Times

During the early years of commercially availablecaift, both military and
civilian aircraft were, with some exceptions, degd and fabricated by private
companies. These companies often began with a &tngrs designing or manufacturing
a single airplane or engine, and then grew in azdemand for their products increased.
Since the men who owned these companies ofteredtattt designing and building their
own products, they were, like Jack Northrop forrapée, generally engineers by training.
When these engineers became company owners aruedtoleing engineering design,
manufacturing, and testing, they hired more engsée be in charge of design and
manufacturing. During the pre and post World Watinle period, employees were hired
for life. There was little job turnover; once an @oyee was trained, there was little
worry that he would leave and take his skills elserg.

During these time periods, before, during, and pfsgér World War II, design

cycles were very short, in some cases as shorteag months from design to production.



Companies used a large, motivated workforce tokdyitirn paper designs into flying
aircraft for testing. When a design did not workwas modified, rebuilt, and tested
again. Since the design cycles were short and coepdad little overhead, presidents
with large personal fortunes, and more governmamdihg for research and
development, they were often able to fund their aesign cycles and consequently
borrowed little money, which helped keep costs everhead low.

These companies had significant numbers of engineksigners, and drafters
working on their aircraft. This large workforce wa®cessary as most work was
completed by hand. Designs were completed usingt parformances calculation with
little uncertainty. The focus was on increasingf@@nance, with little worry about cost.
Design freedom greatly decreased early on, withhmadaesign cost locked in very early
in the design process.

While the 1940s and 1950s may have been the goldars for aircraft design
and innovation, much has changed since then. Manfieoold aircraft manufacturers
have either gone bankrupt or been bought by megascations, such as Boeing and
Lockheed Martin. These companies, while run by Chiecutive Officers (CEOs) and
boards of directors, are publicly owned and trad@esigners and engineers, instead of
satisfying the company owner, now must satisfyltbard of directors, who, in turn, must
satisfy the company’s shareholders desire for a®irg return on investment. Since
engineers are no longer in decision making postiarthese corporations, aircraft design
decisions are being made by managers and marké&tggs that often have little
engineering knowledge. This desire to satisfy dhaders, coupled with increasing
system complexity, ever more stringent certificatioequirements and lack of
engineering input into design decisions, has ledrtancrease in design cycle time and
design cost for large, multi-national corporatioingt make decisions less quickly than in
years past. As the companies become less effiaighthave longer design cycle times,

they take on more debt to meet their obligationd and up with larger workforce



turnover. The increased debt means debt repaynesainies prominent in a program’s
budget and the increased workforce turnover hasdedcreased training costs. Aircraft
design programs, both commercial and military,racee expensive and time-consuming
than ever before. An example of this phenomenangdmmercial aircraft, is illustrated

below in Figure 1, taken fromAugustine’s LawqAugustine 1997). The unit cost of
commercial aircraft is increasing by one order aigmitude approximately every 18
years. Such an exponential increase in aircraft o8t means that it is more important

now than ever before to make sure that aircraft s economically viable before

beginning design.
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Figure 1: Increasing Unit Cost of Commercial Aircraft (Augustine 1997)

While much has changed with the design processtbeepast 60 years, the parts
of design that take place before the engineersveckesign requirements have changed
little. For many years, marketing and finance depants at aerospace corporations have
determined new design requirements. These groupkemartments identify the market

for a new commercial product, and then create afsetquirements and constraints for



the engineers to meet. As design cycles are verg ia the commercial aerospace
industry, and it can take many years to createva pi®duct, identifying a product’s
market is a difficult task. The marketing and finanteam seeks to narrow the entire
range of potential products into a more focused cdetequirements to give to the
engineers who are designing the aircraft. This avarrg of the design space is
undertaken by trying to predict a market for a npaduct, and then designing a product
to fit that market. The market needs to be predicter a 15+ year timeframe, and some
of the driving forces in the market, including tactogy and competition, are likely to
deviate significantly from their current states oweich a long period of time. The
marketing team that undertakes the responsibilitidentifying new product potential
uses forecasting and scenario analysis tools timtpyedict the market for a new product.
These tools are able to take into account extersk$ that engineering designer tools
cannot, including economic, political, and socieskr Since some of these tools are
gualitative in nature, a human decision maker dgiired to interpret and determine the
future market that should be filled with a new prod Once the marketing team
determines the requirements and constraints foeva product, these requirements are
handed over to the engineering design team. Tiseliglé or no interaction between the

marketing team and the design team thereatfter.

1.2 Traditional Design Process

The traditional design process, as outlined imtless undergraduate engineering
texts, consists of conceptual, preliminary and iteetadesign, in that order (Anderson
1999, Raymer 1999). While definitions differ slightfrom resource to resource,
conceptual design consists of creating a “fuzzyireit of the product (Anderson 1999).
In this phase of product design, the overall penfamce, size and shape are determined
and an initial feasibility question is answeredisTphase of design was traditionally done

by hand or with the aid of quick-running computedes—during this design phase it is



not necessary to get the perfect answer to allopadnce and sizing questions, just a

reasonable estimate. During this phase of desligretis a lot of iteration between

requirements and configuration settings and perdoce calculations as the

configuration is set and the performance is catedlaAnderson (1999) lays out his

Seven Intellectual Pivot Points for Conceptual Desior the design of an aircraft, as

illustrated in Figure 2. The decision maker feélattbasic performance parameters and

configuration should be laid out before conceptdakign is completed and that a

performance analysis should be carried out to engluat the aircraft is on track to meet

performance requirements.

1. Requirements

b.
C.
d

3. Critical performance parameters
a.

Maximum lift coefficient Grax
Lift to drag ratio L/D

Wing loading W/S

Thrust to weight ratio T/W

2. Weight of the airplane—first estimake

Iterate

4. Configuration layout—shape and size of the
airplane on a drawing

5. Better weight estimate

No | 6. Performance Analysis—does the design meet or
exceed requirements?

! Yes

7. Optimization—is this the best design~

?

Figure 2: Seven Intellectual Pivot Points for Congatual Design (Anderson 1999)

Assuming the product is deemed feasible at the adnthe conceptual design

phase, the product moves into the preliminary degfbase. During the preliminary

design phase, more details of the product’s desigrformulated. For an aircraft design,



this phase includes more detailed performance sisalgnd component placement.
During this phase, more detailed aerodynamic andtsiral performance calculations are
carried out, more detailed drawings are created, @mponents are precisely placed
(Raymer 1999). Computer models are more time comguto use at this stage, but give
better, more accurate answers. During this desigasgy legacy codes, in the form of
computational fluid dynamics (CFD) and finite elethanalysis (FEA) codes are often
used to aide in performance evaluation. Wind turanebther models may be built and
tested for aerodynamic and structural propertie® aalidate computer models. Each of
these tasks are done by different individuals @m® the aerodynamicists do the
aerodynamics calculations, structural engineershdostructural calculations, guidance,
navigation and control (GNC) engineers design thNeCGystem, etc. While there is some
interaction between disciplines, traditional disici@rians rule this phase of design. At
the end of this phase, performance, size and coempoplacement are set, and the
company must decide whether to continue to detaiésign.

During detailed design, detailed drawings of thedpict are created that show
how it is to be manufactured. For aircraft desidetailed design consists of things like
fastener placement and the determination of theeroid which parts should be
manufactured and assembled in order to maximizeiefty and minimize rebuilding
and redesign. If there are any manufacturing pseethat need to be created or updated,
that is also done in the detailed design phase éfswh 1999).

Traditional engineering design focused on and wa&n by, performance, with
cost, supportability, and so on as an afterthouljhich of design was completed on
paper or old, slow computers. There was littlegrééion of design tools and personnel,
but each design group was able to make its owrsies. In order to complete designs
in a reasonable amount of time, design was conpleta deterministic manner without
including uncertainty, or including little, and gnlperformance, uncertainty. Since

requirements were limited primarily to performameguirements, requirements were not



often conflicting and there weren’t an overwhelmmgnber of them. Significant design
choices were made based on the limited amount fofnration available. Decision
makers, both engineering and managerial, reliedntuition and heuristics to make

design decisions.

1.3 Modern System Design Processes

Traditional design processes, while a nice remoéaah earlier era, simply do not
reflect how design is conducted today. These thheses of design ignore economics, or
finance, safety, and other things, while today'gieeers and scientists know that life
cycle cost is a large contributing factor in a dagprocess (“Boeing...” 2003) and safety
is necessary for certification. By the end of RedeaDevelopment, Testing and
Evaluation (RDT&E), 70% of the life cycle cost iscked in (Porter, Navarre, and
Hewitson 2005) for a design, so designing for ¢as the potential to greatly reduce cost
over a product’s life cycle.

The level of effort spent during conceptual desayn different aspects of the
design has changed from traditional design to mmodesign. One of the goals of modern
design processes and tools is to bring more infoemdorward during conceptual design
and to expand the scope of design to take intousatca product’s entire life cycle. The
effort to bring information forward in is shown kigure 3.

Today, designers are decision makers; they chodsehwnetrics to base their
design decisions on. Cost is one of the most inapormetrics for designers today.
Deregulation forced airlines to compete with eattfeq which drove down ticket prices
and increased competition. At the same time, the® an oil shortage that increased the
price of fuel and forced airlines into decreasingofis. Increasing government
regulations for emissions, safety, and reliabiive forced manufacturers to increase the
length of design cycles and design for more stnbgequirements. All of these factors

drive up costs for airlines and aircraft manufaetsr
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Aerodynamics Aerodynamics |
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Figure 3: Effort Changes during Conceptual Design

For the private sector, using cost as a major divakes sense: a company has
the responsibility to its owners or shareholdersb® profitable and a company’s
resources are not infinite; therefore, a produat ik too costly will decrease shareholder
return. A similar principle applies to the publiector: the supply of tax money is finite,
and when the general public becomes aware of gmearhwaste, programs that are too
costly get cut out of the budget. Safety, fromadility perspective, is more important
now than ever before: a negative safety recordhoean investigations, fines, and loss of
business (“Jetliner Safety” 2003), which most agagcge manufacturing companies and
airlines cannot afford if they are to compete idags environment.

Traditional design is also discipline-specific, thvi discipline integration,
synthesis, and manufacturing as an afterthoughtddvio design processes incorporate
system engineering as a sort of overarching disapihat integrates the results from
each discipline into a coherent, optimized produlibe goal of the design engineers is to
incorporate disciplines as early in the design @sscas possible. Turning design into a

social, rather than an individual activity addsueako the design project: more of the



correct people will bring more ideas and conceptthé project (Callopy 2001). Such as

design process for conceptual and preliminary aeisigllustrated in Figure 4.
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Complexity
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Preliminary Design Tools
(Higher-Order Methods)
Propulsion

Figure 4: Sizing and Synthesis Process (Mavris et 24998)

The design engineers, who are the sizing and sgistlexperts, sit at the top of
the pyramid. Their job is to pass down informataiout the aircraft geometry, mission
and any other special needs or functions. Durimgeptual design, they take information
from first-order analyses and refine the aircraithvihat information. When the aircraft
configuration is optimized, they send informatioowh to the disciplinarians that
complete the preliminary design analyses using mefiaed, more accurate methods.
During both conceptual and preliminary design, $sileng and synthesis team passes
information between disciplines and makes sure ¢aah discipline is incorporated into
the design process and as much information ashgessigathered.

Many changes over the years have allowed for arased role for systems and
design engineers. Newer, faster computers havedpéreeway for the creation of better

system models and better modeling and simulatisir@mments. Newer computers have



allowed for a decrease in design engineering pesopmlecreased design turnaround
time, and an increased number of disciplines ttaken into account early in the design
process. While this increasing amount of informati@s had many benefits, there is now
the problem of an overwhelming amount of informattbat a decision maker must sort
through and a set of conflicting requirements betwperformance, cost, safety, and so
on. With the increased focus on cost, design sgigh@nd product life cycle, several

tools and methods have been developed to aid icepdnal design.

1.3.1 Design for Life Cycle Cost

The advent of the Department of Defense’s (Do¥igtefor life cycle cost and
National Aeronautics and Space Administration’s @ faster, better, cheaper
philosophy in the 1990s (Porter and Hewitson 2@®&ated a shift toward designing for
life cycle cost instead of designing for performaneith cost as an afterthought. With
cost as an overriding factor in modern design,dignition of the design process needs
to be modified. Unlike the traditional design pregewhich ended at detailed design,
newer design processes take into account the gmibeuct life cycle as illustrated in

Figure 5.

Design Design Design

Figure 5: Modern Product Life-Cycle

For a commercial aircraft, the first three phasiethe product design are similar
to those detailed above; however, beginning withceptual design, a cost analysis is
included with all the discipline analyses. Now thesigner must also project future costs
as early in the design as possible and take irtowsnt the costs and problems associated
with the rest of the life cycle: manufacture, opierss and support, and disposal. For
large-scale aerospace systems, such as commarcralfta the manufacturing phase of

the design sounds pretty straightforward: someoas to build the aircraft. The
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manufacturing phase of the product’s life cycleeminto account all the manufacturing
processes and any associated problems, such ascpiidrage, before the product is
purchased and shipped. The operations and supipasedegins when the aircraft enters
service. While operations costs are generally ddesbby the customer (the airlines, in
this case), it must still be taken into accountraythe initial design phases. Preliminary
and detailed design can impact operations costseat gleal. Design changes that
decrease drag, increase fuel efficiency, or makairnaft easier to load and unload are
made during these phases can decrease operatgtsdaothe airline. Support costs can
be airline or manufacturer costs. Support inclut@sntenance, and while airlines often
do their own maintenance, engines are generallyntaiaed by the engine company.
Small increases between scheduled engine down-tiaweslecrease maintenance costs
and increase profit for both engine manufacturecs arlines. The final life cycle phase
is disposal. During this phase, the aircraft ieeritmothballed and stored out in the desert
for future use, or cannibalized for parts and dg®td. For a new aircraft family, the three
design phases of the life cycle can take up toyesrs, with orders for manufacture
coming for many years after that. The operationg p&the life cycle is generally
scheduled for approximately twenty years, and atisposal an aircraft can sit in the
desert indefinitely. A new aircraft family can expés total life cycle to be forty years or

more, with some updates along the way.

1.3.2 Integrated Product and Process Development

Integrated Product and Process Development (IPRi3)andesign trend that came
into use by the Department of Defense in the 14B@partment of Defense 1996). Like
design for life cycle cost, IPPD takes into accoilnat product’s entire life cycle during
the conceptual design process. The IPPD processlves/ the development of an

integrated product team (IPT) that has members fedindisciplines throughout the
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product’s entire life cycle (Marx 1994, DepartmehDefense 1996). An example of the

IPPD process is illustrated in Figure 6 and Figure

CONCEPTUAL
DESIGN
(SYSTEM)
SYSTEM
PROCESS
RECOMPOSITION

SYSTEM
FUNCTIONAL
DECOMPOSITION
Product
Trades

PRELIMINARY
DESIGN
(PARAMETER)

PRELIMINARY
DESIGN
(PARAMETER)

INTEGRATED
COMPONENT PRODUCT COMPONENT
PROCESS Frocess > ( & PROCESS F;’f;%‘égt FUNCTIONAL
RECOMPOSITION DEVELOPMENT DECOMPOSITION
DETAIL DETAIL
DESIGN DESIGN
(TOLERANCE) (TOLERANCE)
Product
Trades
PART PART
PROCESS FUNCTIONAL
RECOMPOSITION DECOMPOSITION

MANUFACTURING
PROCESSES

Figure 6: IPPD Process (Schrage and Mavris 1995)

The purpose of IPPD is to bring together peoplenfed! life cycle phases of both
product and manufacturing process development mmader to optimize life cycle cost
and performance. The net goal of IPPD is to redlesegn time and life cycle cost. One
way IPPD is able to do this through product and ufecturing process trades and
analyses (Department of Defense 1996). By usingtiomal and process decomposition,
the IPT is able to develop the manufacturing ampett processes necessary to build and
maintain the product at the same time as the ptodsicbeing designed. This
decomposition and recomposition process decreasedugqi redesign during the
manufacturing and support stages and thus savedetigning company and customer

time and money.

12



Bringing people from all life cycle phases togeteearly in the design process
also reduces programmatic risk. Having team memfbyera all disciplines will help
create realistic performance, cost and scheduliflgstones, reducing the potential for
cost overruns and scheduling conflicts (Departnoéribefense 1996). Creating an IPT
also reduces friction between disciplinarians withi company or design group, since
every discipline will have its voice heard. Disaiglrians from all over the company will
be able to see and understand the entire prodiet clycle process. A greater
understanding of how all the life cycle piecestdigether should allow for more sharing

of ideas and less territorial behavior among défferdisciplines.
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Figure 7: IPPD Process Il (Schrage 1999)

1.3.3 Robust Design

Since cost has become as important as performatesgn quality, or a
combination of performance and cost, has becomeoriaupt. Robust design has
traditionally been a synonym for quality. The ttamhal robust design process was
developed by Japanese manufacturers in the 198@sinaolved using statistics to

decrease product variability and improve qualityie(er 2000). Robust design was
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originally concerned with manufacturing processed products; the question at hand
was what could be done to reduce manufacturinggity while also creating a product
as close to the design specification as possible.

An extension of the traditional definition of ratiudesign is to extend robustness
from variability in manufacturing to potential vahility in the future (DelLaurentis and
Mauvris 2000). Since design requirements changepadugt that can do not only the job it
is was originally designed to do but also many otiobs that may or may not be
necessary in the future is a robustly designed yotodrhese designers were able to
foresee a future where new uses would be develagetidesigned the product around
potential changes in requirements and future udgs.is not to say that these designers
were able to predict the future; instead, thesegdess created their product to handle
foreseeable upgrades and perform well in a varétgituations beyond the original
design specification.

The overriding idea behind robust design, usitigegidefinition, is to reduce cost
and increase performance by having as much infeomats possible as early in the
design process as possible. Costs can be reduckgeformance can be increased
through the use of statistical methods or by cngatnodular products that are easily
adapted to new situations. Robust design, by betimitdons, is practiced by many
companies today. The Six Sigma process as usedebgr@ Electric is built on these
principles (Breyfogle 1999), and they were useckesitvely by Toyota in the 1980s to

create high quality, competitively priced produ@@seter 2000).

1.3.4 Increases in Computing Resources

For the past century, there has been a push tomat@mation in engineering
design and manufacturing. From the time Henry Foehted his first assembly line to
produce the Model T, this process has been ussinolardize products and reduce labor

requirements and their associated costs (“Henrgd’Fb®96). For many years, the push
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for automation was mostly limited to manufacturingompanies wanted to make
manufacturing processes standardized and safeonfatéd manufacturing reduced the
need for highly skilled craftsmen and created aketafor lower skilled, lower wage
workers that don’t need to spend seven to ten yearsing a trade.

While most design used to be done with pencil paper, the advent of faster,
better and cheaper computers has led to more atitomaduring the design process.
However, the new and better automation technol@gyaiso leave the human out of the
loop. Just as skilled craftsmen were no longer sgany when machines became
powerful enough to manufacture everyday items, senggneers are afraid of being left
out of the design process by computers codes thaba complicated to understand and
too much trouble to use. If the computer codes used in the design process are not
transparent to the user, and the user doesn’t kafiwthe inputs, outputs, and
assumptions, the design process can become todirmauor the designer and the

product will not be as good as it can be.

1.4 Decision Making in Design

Decision making factors heavily in design. Modeonceptual design processes
require decision making to settle on a productgiesihese decisions are made with
uncertain information early in the design proc&¥sile there is information from many
disciplines, and that information seems vast, motlt is uncertain and will change
before the system is completely designed. Tradatlgnthere was less information that
had to be taken into account during design, andestsions were more easily made.

Today, design decisions can be more difficult tdkena

1.4.1 Where, When, and How

With the continued push toward better computer petg] one might believe that

computers create designs and make design decidmngever, this is not the case.
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Computers are very useful tools later in the degigitess, but during the early parts of
the design process, when many important desigrsidesi are being made, a piece of
software is of limited use: there is too much utaiaty in the design and evaluation for a
machine to make a decision. A human has more tablsis disposal when making
decisions than a computer does. A human decisiokemaas the accumulated
knowledge of a lifetime, as well as the abilityléarn, and the ability to use intuition; a
machine is not yet capable of using intuition aad bnly a limited ability to learn and
apply new ideas. A computer is also incapable kihtacredit for a job completed well
or blame for a job completed poorly; a machine I aifficult to fire or promote.
Human beings are the center of design decisionsaglhdtbe for the foreseeable future.
However, humans can still have difficulty makingidm decisions. When a large amount
of information is available the decision maker nhaye difficulty distinguishing between
options and may rely on traditional engineeringhods to make decisions.

Small design decisions are made continuously througthe design process.
Small changes to a wing or fuselage design, compgriacements, etc, are all refined on
an almost daily basis during conceptual design.s&hdecisions are made on a small
scale, often by lower or mid-level engineers or aggrs approval. They can be made on
the basis of a conversation or short documentlastiation and generally affect only a
small number of people.

Larger-scale design decisions are often made byages or committees and
occur less frequently. Such decisions includeahiiroduct launch, final configuration
selection, selection of major partners or suppliarsd so forth. These decisions take
more time to make and more time to prepare. Thay lma made on the basis of
documents, presentations, or decision making apdatitools. Since these decisions are
often made by people who have little day-to-day tacin with the designers and
engineering decisions, it is important to displafjormation in such a fashion that it is

useful to someone whose background is not engmgesr design. What types of
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information are displayed and how much informatisndisplayed become crucial

guestions to answer before giving a presentationdéxision making purposes. It is
important to display cost information for each aitgive, since cost is a very important
decision making attribute; however, it is also impot to display other pieces of
information about design alternatives, such asirpart performance, maintenance, and
manufacturability data. Too much information cankealecision making difficult, so

presented data should be kept to a minimum andepted in graphical, rather than
tabular, form as large tables of numbers can eas#gywhelm even the most experienced

decision maker.

1.4.2 Decision Making

Traditional decision theory suggests that the st to choose between options
is to evaluate each option to the fullest extergsgme and then choose the optimal
solution based on a pre-defined objective functizet maximizes the outcome utility
(Hsee et al. 2003). This type of decision makingadled strategic decision making.
However, in real life the decision maker often dows have the time or resources
available to investigate each option to the fullestent possible (Simon 1955), and is
also unable to limit uncertainty in future condit® Also, decision makers are usually
unclear abouthow they make decisions: they cannot describe thetisti making
process or the figures of merit used. Instead, stati makers don’t use utility
maximization decision making processes and mayuerat non-optimal solutions.

Even though engineering projects in the aerospaliestry are long in scope and
planning, decision makers still are not be abldulty take advantage of the strategic
decision making process. The decision maker usuedly a limited period of time in
which to gather information and make a decisiorréfore, the decision maker does not
have the ability to gather as much information @svould like on every option. Often, he

must cut down a large list of available option®iatmanageable number of options that
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he is willing to consider. He must choose to inigege further the options he believes
have the greatest potential to meet the compangésis and the smallest potential of
decreasing the company’s value. He is doing thik wimost no information except his
engineering intuition and experience.

The decision maker is also limited by his ability foresee the future, and is
further compounded by the types of predictions xeequired to make. This decision
maker must not only anticipate the availability foture technology and the future
economic conditions, he must also anticipate fupoktical and social conditions that
could affect his product. All of the future predicts that he uses when making decisions
have a degree of uncertainty in them. The furthehe future he is trying to predict, the
greater the uncertainty. Unfortunately, engineegraects often require decision makers
to try to make predictions for many years in theufe, when uncertainty is large and the
value of such predictions is small. Traditional ieegring design decision making
doesn’t take these factors into account; instedse marketing and finance teams that set
initial design requirements deal with non-enginegtiactors. However, these factors can
be design drivers and should be dealt with duromcept design.

In aerospace programs, incorrect decisions cah tieasignificant consequences
for a decision maker and a company. Companiesoated to sink billions of dollars into
these projects before realizing any profit. Thegldimeframe for aerospace projects
couples with future uncertainty to compound theiglen making process. If a company
makes the incorrect decision, it could lose a gdeat of money and potentially go out of
business. The consequences arising from futureriaity create risk for a company and
a decision maker. While definitions of risk diffelightly between industries and sources,
all definitions contain the ideas of probabilitiesoccurrence and consequences arising
from not being able to fully predict the future (uand Budescu 1996). So the decision
maker must not only contend with the uncertain reitdout also be responsible for any

consequences that arise from the decisions.
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How is a decision maker able to make these dew8idhe decision maker must
rely on experience and judgment to do a risk-bémeflysis and discard the options that
are too risky or have too low a payoff. Even thotlgé decision was made with little,
uncertain or qualitative information, the decisimust be defendable when questioned.
He needs to be able to show why he discarded sdwiees before putting time and
effort into researching them and why he kept oth€wwrent decision making theories
seek to understand the real-life context in whigdogle make decisions, but do not
provide a framework for making quick decisions wlittle and uncertain information. A
framework that enables a decision maker to sysieatigt explain why some decision
options were discarded and others were kept and @epblain and defend why his
decisions were made and what his judgments wetteeitime leading up to the decision
would fill an existing gap in conceptual design gdaecision making. Such a framework

needs to take into account the different ways pedplvnselect between design options.

1.4.3 Information for Decision Making

Decisions are made based on available informatMmen too little information is
available, design decision makers use what infdonas available and are left to infer
additional information using a best guess or ergging intuition (Dieter 2000). While
this approach works well for experienced designirs, difficult for an inexperienced
designer to implement with a high degree of acgurac

On the other hand, too much information can be asstdamaging. Too much
information or too many disparate pieces of infaiora can make it difficult to
determine whether the information is correct oromect and figure out what pieces of
information are actually useful for the decisionhand (Ashford 2005). Since it is the
decision makers job to complete a “sanity checktiébermine whether the information
presented makes sense and is useful, additiormahiation requires more human time to

make such determinations. While the multi-attribudecision making tools and
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procedures prefer more information over less ami $@ help the user determine what
information is actually important, increasing infaation still leads to increasing problem
complexity and more difficult tradeoffs.

While decision makers will have some level of imh@tion about each alternative,
there is often a dearth of information about thealysis process for alternative
comparison. Even if all the information the deamsimaker wants is available, if design
concepts are not all analyzed the same way thamgmde®mparisons may provide
misleading information. Each concept design hastaof assumptions that the initial
designer or design team should be aware of. Ifdé@@sion maker is unaware of these
assumptions, he may not be able to accurately caanpaducts. The same theory holds
true for analysis tools and concept analysis: eawysis tool and concept model has
many built-in  assumptions. These assumptions cookd technical performance
assumptions such as cruise altitude or componemghtgeor economic performance
assumptions such as interest or inflation ratesthéise assumptions differ between
concepts or the assumptions are not well definedcept comparison for decision

making can be difficult.

1.4.4 Information Wanted during Conceptual Design

In general, a decision maker wants all the infaromaavailable about the design
options. For long time-scale projects such as tlased in the aerospace industry, there
is significant pressure on decision makers to nthke“right” decision—generally the
one that maximizes corporate profit. Since mostppedeel that the amount of
information they possess correlates to how wel tinederstand a problem, having more
information makes decision makdeelthat they can make better decisions. As explained
above, having more information does not necessanlyelate to being able to make

better decisions and too much information, in faotrelate to worse decisions.
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For aerospace systems, the information that aectisiakers want is related to
performance feasibility and economic viability. éemance and feasibility information
comes from the engineering design team, while emonand viability information
comes from the marketing and business team. Inrfeqtevorld, the engineering team,
marketing team, business management team, andndledecision makers would all
work together to provide the information necesdargompare products; however, this
perfect scenario rarely occurs. Often, the engmebsign to the requirements they
receive and do not interact, or rarely interacthwhe marking team and almost never
interact with the business managers, whose joboisddtermine product viability
(Augustine 1997). In real-life cases, the decismaker is often left with disjointed, non-
overlapping information about product feasibilitydaviability.

The decision maker also wants information aboudtamer requirements and
preferences, and would like this information to &g specific as possible. Some
requirements are very specific, such as regulatequirements, but often a customer
wants a product to be “better” than an existingdpist or to complete a mission that an
existing product cannot complete. In these casesnifig specific requirements is
sometimes left to the design engineers and finaisd® makers.

This desire for specific information also extemdspecific information from the
design engineers, marketing team, and business. te@ally, a decision maker would
like a 100% confident prediction of the productsrfjprmance and economic metrics.
Since the product is not yet designed and buitth sa prediction is impossible to make.
Most times, everyone working on the design probl&om the design engineers to the
business case analyst to the final go/no-go detisiaker must content himself with less

than perfect information.
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1.4.5 Information Available during Conceptual Desig

The information actually available during conceptwlesign can be vastly
different than the information wanted by designansl decision makers. The first, and
one of the most troubling, points of difference irs the elucidation of design
requirements. As stated above, many times the mgstbas a specific problem to solve
and wants a product that solves that problem. Wthigecreation of such a product is a
laudable goal, the problem at hand may not lendlfito the dictation of specific
requirements. For example, a customer wants a ptadutransport 300 people from
New York to San Francisco. This problem can be exsblin a variety of ways: train,
caravan of cars, aircraft, ship, etc; however, mofermation is needed to provide the
customer with the service he desires. At this stfggesign, customer requirements are
often fuzzy and changing. While there may be sopexific performance or economic
requirements, often the requirements are sometiariaf faster, better, cheaper, and it is
up to the designer and decision maker to tran#ifi@se requirements into something that
is useful.

Once the customer requirements and wants aredagpen and initial solutions
are identified, solution modeling can take placeribg conceptual design, modeling is
often crude; zero- or first-order models that camghickly created and run are generally
used since requirements change often. These mquetiice the performance and
economic characteristics of the identified solusiolhile the technical and economic
characteristics of each solution are a simulatiatpat and are deterministic, there is
some fuzziness associated with these numbers dhe tonited amount of data available
to use for model creation.

For the designers and decision makers, therensrghy both quantitative and
gualitative information available to use for desigmd decision making. Some of this
information is fixed and/or deterministic, while otuof it is still changing until later in

the design process.
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1.4.6 Decision Evaluation

After a decision is made, an evaluation of theigiec ensues. Decision
evaluation is most often based on the outcomeetidtision (Chater et al. 2003), not the
thought process that let up to the decision, afjhoa case can be made for evaluating
decisions based on either set of criteria.

Since decision evaluation is based on decisionoooe, this evaluation can take
many years and can change depending on the cwirenimstances of the world. Since
the initial decision involved future predictiongaision evaluation based upon decision
outcome is really evaluation based upon how goedi@tision maker was at predicting
the future from a specific point in time. Increagitime between decision making and
evaluation correlates with increasing chance that pgredicted future differs from the
actual future. One of the problems with evaluatderisions using outcomes as the
criteria is that “good” decision making can be lthse nothing more than luck, which
makes it difficult to separate decision makers wilibbe able to consistently make good

decisions from those who may randomly make luclgisiens that end up being good.

1.4.7 Decision Support

There are many decision support tools availalite. goal of many of these tools
is to organize and display information for the deam maker.

One tool is quality function deployment (QFD), whiis a process and a tool that
allows a designer to translate the customer’s wantk needs into “engineer-speak” to
facilitate the design of the correct product foe tbustomer (Dieter 2000, “Quality
Function Deployment” 2006). Its goal is to increasstomer satisfaction with products
by enabling the engineer to understand what théomes wants from the product
through the use of a singe visualization interfadée interface helps facilitate

communication between the customer and the engitleercustomer is also able to
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understand what variables the engineers can usatigfy his wants and is also able to
see any conflicting requirements.

An example house of quality is depicted in FigBreA QFD process works by
first letting the customer determine what he watitse:customer requirements, which fill
out the list in the yellow section numbered onec®all the customer requirements have
been determined and ranked, the engineer mustshoaim ways he can address these
requirements through engineering characteristiepyesented by the orange section,
number two. When both the customer requirementstia@dengineering characteristics
have been identified, the next step is to see lmy are related in the matrix shown in
green, section number three. Other pieces of thB Qfocess allow for importance
ranking of the customer requirements and a mab@ tlemonstrates the relationships

between different engineering characteristics.

Figure 8: Quality Function Deployment

Another tool is a matrix of alternatives, sometinoaied a morphological matrix,
aids the user to choose a product configuratiolistf out all the major components of a

system and the important subsystems, and the gsable to see all the available
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configuration options for a system. Its purposengl with the rest of the tools, is to
decrease project planning and development timdrammdase project knowledge early in
the design process. As a conceptual design tosfast first proposed by Fritz Zwicky in

1948 (Zwicky 1948) as a way of creating revolutigndesign concepts. It is not often
used in this form, since most designs are evolatipmstead of revolutionary; however,
a morphological chart can still add value to thaasptual design process. It allows the
designer to quickly and easily see many alternatnlations to the design problem and
allows the designer to downselect each part ofstlstem separately while still keeping
the entire system design development in mind. Aangde morphological chart is

illustrated in Figure 9.

" Alternatives

(]

= 1 2 3
5 _Casing _Plastic Metal >  Hybrid
5} Writing Tip Feli Ball >

g Color Black Rec Blue
5 Line Width Fine Medium >  Heavy

Figure 9: Morphological Matrix (Kirby 2002)

While the traditional morphological chart has seVeadvantages over the
traditional “go down a path until it fails” desigit,also has some shortcomings that any
user should understand. The first shortcoming teustand is that all options listed are
discrete. Having only discrete options works wehen deciding whether an aircraft
should have one, two, three or four engines, butdémtinuous variables, such as engine
overall pressure ratio, having only discrete oima disadvantage. Another problem of
the traditional morphological chart is that it pies no logic showing how different
design choices interact. For instance, when lamgcla missile, choosing a fighter
aircraft over a long-range bomber or land-baseddatplatform will have an impact on

the maximum allowable size and weight of the massil
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There are many other available tools to aid insies making and support. One
of these tools is the Ishikawa, or fishbone diagrasmch helps to break down a system.
Flow charts can help visualize and regulate thev ff information in a system. A
conflict analysis matrix helps to determine whetbenflicting requirements exist within
a system. Benchmarking processes help to determhreg parts of the system are
existing and what need to be created. Gantt cleartsaid in creating a project schedule.
Prioritization tools help groups of decision makdetermine which parts of the system

or design are most important, or which concernsyasst important to address.

1.5 Risk and Uncertainty in Design

Large, complicated engineering systems, like ttsesm in the aerospace industry,
have some additional issues associated with thesigd and development. As Miller
noted, “Large engineering projects are high-sta@sies characterized by substantial
irreversible commitments, skewed reward structurescase of success, and high
probabilities of failure.” (Miller and Lessard 200IThe initial cost of designing and
building a new system is very large, and any piiefifears away. If the system cannot be
designed, or cannot be sold for the anticipateditptbe company can lose a substantial
amount of money and potentially go out of businds$ss future uncertainty in potential
outcome leads into the concept of risk.

There are many definitions of risk used by differandustries, but all use some
measure of the probability of an event’s occurresweg the severity of its consequences.
Risk is generally something that companies, as wasllpeople, want as little of as
possible. Large companies can be risk averse whaling with large potential monetary
losses (Callopy 2003). These companies strive da pkojects and choose alternatives
with as little technical and economic risk as polesifor example, airframers will often
choose to keep creating derivative aircraft to nmesst missions instead of designing an

entirely new aircraft for each new mission. Alonghabeing risk averse, companies also
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try to eliminate risk. Risk elimination can take mydorms, including specifying a design
as quickly as possible and lining up suppliers praject partners as early in the design
process as possible in order to eliminate unceaytaldncertainty is the state of not
knowing something. Airlines try to eliminate un@enty in future fuel prices by fuel
hedging and in labor prices by signing multi-yeantcacts with union laborers.
Companies will also choose to cooperate in ordespi@ad the risk and cost of doing
business. While decreasing project risk is alwaysoathy goal, the choices made to
decrease project risk can also decrease potenigegd return and stifle innovation
within companies.

Uncertainty has been dealt with differently inditeonal and modern design
processes. The traditional design process treaigrdeleterministically. There is little
uncertainty examined, and what is examined is @gtiperformance-based. In modern
design processes, uncertainty and risk are examiRetust solutions are desired, so
uncertainty in performance due to technology dgwalent and changing requirements is
examined. Methods exist to examine uncertainty askl associated with technology
development time and cost and technology impactth@reconomic side, methods have
been developed to examine some economic uncertainty risk. In general, these
methods are less well developed for use by engsrtean those on the performance side.
Robust solutions can be developed with respeabrieeseconomic factors, including fuel
cost and labor rates. When handling uncertaintyhbath the performance and economic
metrics of interest, the focus to date has beebamding uncertainty. In general, the
best and worst cases of the future are used tougicertainty bounds. While bounding
uncertainty leads to an increase in design fideder a deterministic design, simply
setting uncertainty bounds doesn’t allow for exaation of circumstances that provide
the uncertainty and lead to risk. There is alsargd number of sources of uncertainty

that are not examined by engineers. Some of thesees are examined by marketing
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and finance teams before design requirements grb®eever, these sources can have a

significant impact on engineering design.

1.6 Motivation

The inspiration for this research comes primafityn changes in the role of
design decision makers. No longer is a productgtiesarried out by an engineer able to
work alone in his cubicle designing his small parthe overall plan. Now this engineer
must interact with other engineers, managers, met® and end users. Each member of
the design team works with others to meet timef eosl performance goals for the
overall system. The days of drawing an aircrafttue back of a napkin and going down
to the shop to build it are gone, while the dayglobal competition and small profit
margins are here to stay (“Return on Equity” 2005).

From both a cost and performance perspectivembst important phase of the
design process is the earliest; as the designgsegs, more and more of the performance

and cost parameters are locked in, leaving lesgrd&gedom (Mavris 1998).

1.6.1 Research Goals

The recurring themes throughout conceptual desmgntlaat there is a large
amount of uncertain information, there is risk frangreat variety of sources, and that
there is uncertainty about the future as it reltdethe system design. The use of so much
information requires a human decision maker in |t to exercise judgment as to
which information should be used for decision mgki8ome different facets of risk are
already dealt with during design, particularly teicial risk. Others are not. Some aspects
of risk that engineers typically do not addressraudesign are those that the marketing
and finance teams address before setting perfoenaaquirements for engineers,

including economic, employment, political, and sbeispects of risk. Engineers typically
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do not know how, or even whether, these risks ddeessed, but these types of risk can
have a significant impact on the future of any aegring design.

A method for the examination of programmatic risicliding employment,
political, social, and economic risk would be afukaddition to the modern design
process. Research questions were created to helifid necessary pieces of this
process. To create such a method, one would neadderstand how decision makers
use judgment to make decisions under uncertain itonsl with large amounts of
conflicting information, which makes research gisesbne:

Is it possible to harness the act of human judgnasm use it as a

conceptual design decision aid for an aerospaderaydesign?

Since the goal of such a method is to completesk analysis, current risk analysis
methods also need to be researched to see whaoasgilh any, are applicable to this
problem. To complete a risk analysis, researchtopresvo is:

Do any systems or methods currently exist thatatlee user’'s judgment

to make decisions in the beginning stages of cdneémesign? While

using a risk-benefit type of approach?

Aerospace systems design processes are long tae-designs, with predictions about
the future made 15+ years in advance. Uncertaibbpiathe future must be bound and
understood, which leads into research questiorthre

How do we deal with uncertainty in the early phasledesign when doing

a risk-benefit analysis?

These three research questions will be examineabire detail in the following chapters.
The information in those chapters will aid in threation of a risk analysis process that
will help engineers create aerospace products alatrobust to external environment

factors.
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CHAPTER 2

JUDGMENT AND DECISION MAKING

The previous chapter described the motivationtha creation of a new risk
analysis process. Decision making and judgmennacessary pieces of a risk analysis
process. In this chapter, the first research qouestll be explored:

Is it possible to harness the act of human judgnasm use it as a

conceptual design decision aid for an aerospaderaydesign?

Human decision making models and theories will Xen@ned to determine whether any
can be used to help in the creation of the new aisklysis process. Some traditional
engineering and mathematical multi-attribute decismaking models will also be
explored and contrasted with the human decisionimgakiodels for usefulness in the

creation of a risk analysis.

2.1 Strategic Decision Making

Decision making is defined as the selection betwegtions. There are many
levels of decision making and many ways that huntams make decisions. Borrowing
from Hollnagel’s model of cognitive contextual cant(Hollnagel 1993), four ways that
model how humans make decisions can be identifed, are listed in Table I. Each
decision making model is used in a different decismaking environment. Scattered
decision making is random, and is associated witleraon who is in a panic and has no
time or ability to do anything more than just reémtthe environment. Opportunistic
decision making involves more time and opportunity make a decision. The
opportunistic decision maker does not plan for fitere; he just reacts to his current
situation. Unlike the scattered decision maker, wghohaotic, the opportunistic decision
maker searches for a decision to make. This decigiaker takes the first option

available, and then continues to react to the enwient. The choices, while they have

30



some reasoning behind them, are not usually the effdcient way to reach his goal. The
tactical decision maker has more time to make awwsthan the opportunistic decision
maker. He is able to search for a solution to alera and is able to analyze many
solutions until he finds a solution that fits hrsteria. This decision maker can take into
account many aspects of the context and can do dotaee analysis. The strategic
decision maker has a lot of time to make his denssi This decision maker can search
the complete design space and can optimize hisidado fit the criteria he has laid out

(Hollnagel 1993).

Table I: Decision Making Models

Scattered Opportunistic Tactical Strategic
Type of Jump on 1 %earch until fm,,d Complete design
None : : good enough
Search available option . space search
solution
Type of Unrelated Whatever is e .
Solution to problem available Satisficing Optimal

In recent years, there has been a movement tostaategic decision making
techniqgues and numerical optimization proceduregyiteers and managers want an
ordered, rational, mathematical approach to defigjustification purposes and in case
of litigation. The development of good engineeringuition and judgment are taking a
back seat to the development of ever more sopaistic pieces of engineering
optimization software and strategic decision makingiatives. Even though most
optimization processes are treated as strategisideanaking techniques, no decision
making technique is entirely strategic (Harrison939 Most of the optimization
procedures used are actually satisficing procedaras would fall under the umbrella of
tactical decision making. Taken to the extremeatstic decisions would take infinite
time and consume infinite resources to fully untéerd the problem and solution space;
these decisions would produce no value to the iecimaker. Real life decisions and

decision makers, on the other hand, don’t haveitefitime or resources to commit to a
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decision. Therefore, in a practical sense, mosistgrs made are tactical, not strategic
(Harrison 1993).

It is the hope that design decisions for largdesaerospace engineering projects
are tactical to strategic in nature. Hopefully, tresigners and decision makers do their
best to examine as much of the design space abeaerasonably handled with the
amount of time and other resources they have dleailén general, designers will claim
that designs are optimized; however, designersoticamd should not be expected to, use
a global optimization procedure. One cannot exaralhthe design options in the entire
design space, so the designers examine as mahgyasan until they find one that meets

their criteria and constraints.

2.2 Judgment

Before a tactical or strategic decision is madgidgment must take place where
a decision maker differentiates between options determines a ranking and/or
differentiation between options. While the multirdtute decision making techniques and
decision aids, which will be described in laterts®ts, can give a list of answers and a
computer can differentiate between larger and smallmbers, a human must still be
present to make some judgments and determine wh#thecomputer’'s answers are
legitimate. The human judgment may take place enrtput end, the output end, or both,
but it will always be present. There are an abundar models, methods and theories on
human judgment and human decision making. The iquasstegarding how people make
decisions and what factors they take into accouménvmaking decisions are being

debated and many will be discussed in the follovaegtions.

2.2.1 Bounded Rationality

One complaint about human decision making andmedg is that humans are not

rational decision makers (Leland 1998, Hsee €2@03) and don’t use logical processes
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to make decisions. With probability theory and estpd utility as the standard for
rationality in decision making and judgment, thss dbviously true. Human decision
makers are “irrational” in the sense that they db generally use a computed expected
utility to make decisions. However, since most giecis are made under some degree of
uncertainty, and “rational” decision making techreg don’t allow for uncertainty, most
decisions are made by humans using a process dean'd end with traditional utility
theory. To get around the “irrationality” complairgnd to begin to help explain how
humansactually make decisions, Herbert Simon developed the thedrBounded
Rationality (Simon 1955). Simon proposed that husnare adaptive organisms, but are
limited cognitively by what they can remember ameldict, and the calculations they can
perform. Instead of a full optimization procedubatt analyzed the entire problem and
solution space, Simon proposed a search procedwwhich a decision option is chosen
as soon as one is found that meets all criteriacandtraints (Simon 1972). This decision
is carried out within a physical and operationaViemment, which should also be
studied. Bounded rationality requires an understenaf both the human and the
environment: decisions are made in context, antsibes that appear irrational from the
perspective of maximization of expected utilityesftappear rational when viewed with
respect to both the goal and the environment (TeoatGigerenzer 2003).

Bounded rationality was one of the first attemfuisexplain human decision
making behavior within the limits of cognitive pesses. While it is a utility-based
theory, bounded rationality was one of the firstremmic theories to treat both the human

and the environment as if they were one unit irtstdaseparate and non-interacting.

2.2.2 Intuition

Even with the current trend of having design antinmgation be computerized,
conceptual design level decision makers often Hitke time and money to invest in

design investigation and so cannot always useeaateroptimization tools. As a result, a
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good designer will often use “intuition” to arriet an acceptable answer, making design
both an art and a science (Anderson 1999). Thigtion is the heart of many design
decisions, yet it is difficult to quantify and eapi fully. As human beings are learning,
adaptive animals, some intuition is the result ofvppus experience (Simon 1955).
Humans judge behavior by its results, and learmftbose results. Humans are able to
quickly assess patterns and determine, without gusamy rational modeling or
optimization methods, what a future outcome will dred can make decisions and act
accordingly (Arthur 1994). Such use of quick, uremaus pattern recognition is often
called intuition, since the decision maker canreegally articulate his decision method
(Chater et al. 2003). Previous experiences willl laalesigner to develop preferences for
or against certain aspects of a design or certaituation criteria.

A designer’s intuition may also allow him the afyilio use attributes he feels are
important to the design but the company’s managémeunld not feel is important (Hsee
1996). If the designer understands the environmentmay know that the manager or
executive is most concerned about the money-makatential of a product, while, as the
designer, he may feel that aesthetic appeal (aiegsse” factor in the aircraft and missile
world) is also important and will influence the cpamy’s bottom line. If the designer is
in a situation where there is uncertainty in thet@nalysis, he may know that he can use
“coolness” as a type of tiebreaker in the event thare is no clear-cut best design

(Schweitzer and Hsee 2002).

2.2.3 Fallacies and Heuristics

Decision makers for large-scale aerospace projecst to have as much
information as possible in order to make decisithdortunately, decision makers often
find that the information wanted isn’t availabledatne available information does not

allow them to use rational decision making modsigh as analytic hierarchy process
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(AHP) or utility theory. Therefore, these decisiorakers either fall into the trap of
decision making fallacies or they use decision mgkieuristics.

There are many decision making fallacies that ehesigy can fall victim to. A
common one for scientists or engineers is usindlsm@ounts of data as representative
of large amounts of data (Tversky and Kahneman 1 9% engineer may gather a small
amount of data for several design options and asstvat, because this limited data
points to one option as the best that that optsonni fact, the best. If the designer had
gathered more data, he may have come up with areiff solution. When a design
decision maker is trained as an engineer, he magnstiously decide that he cannot
justify a decision unless he has hard data to lgchkis decision. He may believe that
making a decision based on facts is more scierdifid believable even if the decision
wasn’t made that way (Saaty 1994), and searchafds fto back up any decision that he
makes.

Other decision makers will fall victim to the sunkst fallacy, which says that
human are more likely to continue a project if gngficant amount of time, money and
other resources have already been spent evenrtiected outcome is poor (McCray et
al. 2002). Due to organizational constraints, maranagers and designers are pressured
to continue failing projects (Rizzi 2003), and thesign decision maker may not want to
admit a failure (Main and Rambo 1998) or feel asugh money would be wasted if a
new, untested design were suggested (Arkes andnAy@99). Another fallacy that can
be a problem for strategic decision makers, pderbuthose whose decisions involve a
large amount of uncertainty, is overconfidence. dfierconfidence fallacy occurs when
decision makers and managers believe that theefutan be predicted with better
accuracy than is actually possible (Lovallo and &ahan 2003). The inability to
correctly predict the future creates risk (MillendaLessard 2001), especially if one
doesn’t understand how inaccurate predictions maydigerenzer 2004). A designer

who made good predictions in the past may belibe¢ & project outcome was due to
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good decision making and predictive capabilitiegher than just luck (Newell et al.

2004) and so he becomes overconfident in his esiliHe increases programmatic risk
not only by being unable to accurately predict fiteire, but by being overconfident in

his ability to make those predictions (McCray et 2002). NASA'’s space shuttle

program and Concorde are examples of designersagessy and politicians falling

victim to the sunk cost and overconfidence fallagirkes and Ayton 1999).

Decision makers are often tasked to make decisiqungkly with little
information and a large degree of uncertainty. @ag to manage the uncertainty in the
decision making process is through the use of b&csj or rules of thumb. There are
many heuristics that have been identified in maiffergnt decision making fields;
however, only those deemed useful in this contexhaghlighted here.

One heuristic that can aid decision making is atdity. When decision makers
are looking over a large number of design choitlesy can be more likely to choose a
design that they have information about (Tversky Kahneman 1974). The availability,
or the ease at which information can be found ought to mind, may have an impact on
the final choice. When a decision maker can reaeéitall the pertinent information about
system A but cannot recall pertinent informatioowtsystem B, the decision maker may
prefer system A since it is the more well-known axgerienced system. The designer
“perceives” less uncertainty in performance frone tknown system, than from the
unknown system (Wickham 2003). An additional hdigigs recognition: the decision
maker is more likely to choose a design that i®gezed, rather than a design that is
unknown, even if little is known about both desid@gerenzer and Goldstein 1996).
The use of recognition and availability heuristibspends on the person making the
decisions. A person is more likely to recall orageize something from a situation that
involves strong emotions (Muramatsu and Hanoch 0% that recollection makes a
decision maker more likely to use the informatiahgether or not it accurately represents

the situation at hand (McCray et al. 2002).
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2.2.4 Biases

Biases can push a decision maker toward a parntidgl@sion at the expense of
other, perhaps better decisions. Many of the albaNecies and heuristics could also fall
under the definition of biases, but these are piteseas occurring in the original
literature. Some biases were discussed earlierecasidn maker is biased toward the
company’s product over the competitor’s.

Other biases include status quo bias, wherebyebesidn maker sees less risk in
continuing the status quo than in making a decisi@t would create a new product
(Kahneman et al 1991). The new product design woiake substantial start-up costs
even before a determination could be made whetheotathe project will be feasible and
viable. If the project is successful, the rewardynie great, but the probability or
consequences of failure may be too large. It is hmsafer to just keep updating the
existing designs than to risk bankruptcy if a negign goes poorly.

Corporate decision makers also face the anchoriag, lwhere the decision
makers base what they think will happen on plars stenarios rather than a reliable
future assessment (Tversky and Kahneman 1972)nQifte anchoring bias provides
decision makers with the ability to make overlyiopstic predictions based on future
plans that may never materialize (Kahneman and lIlao¥893). Because so many people
believe that developing a future plan is importather individuals are discouraged from
guestioning the plan and providing negative feekp#wrefore, the future plan is used
more and more often and the true situation outc@sna surprise instead of being

expected.

2.3 Multi-Attribute Decision Making Techniques

As mentioned in the previous chapter, decisions enddring the conceptual
phase of product design and development have ¢astinsequences on system design. A

design engineer would like to be able to do an estinge design space search and gather
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all available information about each and every glesalternative before making a
decision, but this is not practical. In contrasgsiof these decisions are made with little
or uncertain information and without examining e possible alternatives for each
situation.

Even when decision makers have only a limited gebmiions, engineering
decision making is often modeled as an optimizagimyblem using some multi-attribute
decision making technique with attributes such gstesn performance and cost.
Traditional techniques often assume that the uagrahplethora of information about the
system and its environment both now and in theréutéror multi-attribute decision
making techniques in general, the designer neeklsdw both preference weightings for
attributes and future outcomes of a design chaace] these values are fixed in the

assessment (Drake 1992).

2.3.1 Overall Evaluation Criterion

The overall evaluation criterion (OEC) is a muaitiribute decision making
technique that allows the user to compare desigmgumany different design features in
the same equation and on a similar scale. Hwan§1({1€alls such techniques scoring
models, since these techniques yield a model wighhighest score or best utility. The
OEC provides one number as a comparison, and casete@p such that either the
maximum or minimum is the best solution, althougls usually set up as a maximization
problem. The OEC equation needs a baseline desigrsé for comparison, and then
information from any other models. The baseline bara model or can be the best or

worst for each criterion. An example generic OEQatimpn is given in Equation 1.

OEC= C.I‘Ite.rIOtl 1 N C.I‘Ite.rIOtl 2 N Cntgngrl 3aL .4 C.rltelrlon_ n (1)
Criterion 1, Criterion 2, Criterion 3 Criterion ng,

The criteria to be used can vary from problem twbpgm, but for aerospace programs are

generally performance and cost metrics. For cataribe maximized—"benefit” criteria,
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such as profit, the equation is maximized whenctiteria for the new design is divided
by the criteria for the baseline, while for criteio be minimized—*cost” criteria, the
baseline is divided by the new design. The Gredkrie are the weighting factors that
allow for some criteria to be more important thaheos (Roy 2001) in order to rank
customer preferences.

The OEC is very useful in that it provides a singletric with which to compare
different designs. The single metric is simple aady to use and understand. The OEC is
easy to set up and transparent to use, since dlvesy a single step and simple
mathematics. However, it cannot support trade ssudhowing which criteria are more
important and can have scale problems if one @ritevaries orders of magnitude from
the baseline and others vary only 10%. As it is egeation, it is also difficult to show
which criteria are driving the design and are hguime biggest impact on the OEC. The
OEC equation also assumes a linear relationshipveaet criterion improvement and
importance: a criterion may only be important ifsitbelow or above a certain threshold,
i.e. must meet minimum range requirements, but@&EC will continue to treat any
increase in range above that value as importaatrasge increase below that value. The
OEC also has the problem of only being able to er#erion that have gquantitative

values, so a mapping process is necessary fortatizagdi metrics.

2.3.2 Technique for Order Preference by Similarityto Ideal Solution

Technique for Order Preference by Similarity tedd Solution (TOPSIS) is a
multi-attribute decision making technique that akofor easy comparison between
design solutions. Like an OEC, TOPSIS breaks ddvendifferent design attributes into
one number that can be compared between desigss. ke an OEC, a TOPSIS
problem is a maximization problem. The TOPSIS matihagy is able to rank design

alternatives based on their distance from a Euatiddeal solution. Like an OEC, it uses
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criterion weightings to take into account customeferences. Unlike the OEC, which is

one equation, the TOPSIS analysis is a serieepfst

The first step is to create a decision matrixillastrates in Table Il. This matrix

has a list of the alternative designs and theiibaites or evaluation criteria.

Table Il: TOPSIS Decision Matrix

" Attribute 1| Attribute 2 | Attribute 3| Attribute 4 | Attribute 5

2 | Concept1| 1.6 18.4 6.2 Low Average

§ Concept2| 2.1 11.6 6.4 Low High

E Concept3| 1.8 14.7 1.7 Average | Average

< Concept4 | 2.2 16.9 7.5 Average | Low
+«—Objective > Subjective—

Evaluation criteria can be quantitative or qualat Qualitative criteria must be
guantified using a mapping process over an intesecale—for example: excellent=9,
good=5, poor=1. Now each box in the decision masixormalized by diving each
attribute value by the norm of the total outputteeof the criterion at hand; for the first
attribute of Concept 1, this formula would be time given in Equation 2.

16

J(L6)? +(22)° +(18) + (22)°
Once the matrix has been normalized, the relatmportance of each criterion is

= 04124 ()

established using customer weightings and all walneeach column are multiplied by
the relative importance of that criterion. Thenteadterion is determined to be either a
benefit or a cost. The goal is to maximize the Bshand minimize the costs, so the
positive ideal solution is the one that takes tteximum value of each benefit criterion
and the minimum value of each cost criterion while negative ideal solution is the one
that has the minimum value of each benefit crittaad the maximum value of each cost
criterion. The distance from each new concept sigieto the positive and negative ideal
solutions are calculated using Equation 3, and thenrelative closeness to the ideal

solution is calculated using Equation 4.
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S 7_ = \/ Z(ConceptValle— Positivel Negative IdealVaIué2 3)

__ S
s

(4)

The alternatives are then ranked by the relativeseriess to the ideal solution. All
alternatives will fall on a zero to one scale, wédtger values being better.

The TOPSIS methodology is a good multi-attribugeision technique for simple
concepts where the results can be generated aaedereged very quickly. Its answers are
very sensitive to changes in the mapping procesgualitative criteria and the customer
preference weightings. It also only gives an oVélmst” answer and alternative ranking,
so a person with no knowledge of the process wbaldinable to figure out where that
answer came from. The mathematics involved are ncoraplicated than the OEC
evaluation, but there is more information to beagkd for the experienced user. A user
familiar with the TOPSIS evaluation would be aldesee which attributes contribute the
most to the solution and whether any tradeoffs @ashould be made in the customer
preference weightings. TOPSIS, as an evaluationdactsion support tool, is quick and
easy to use and provides a great deal of informafr the experienced user.
Unfortunately, it can difficult to use qualitativeformation with TOPSIS due to the
sensitivity in mapping. When many concepts areelwsrankings, the uncertainty in
attributes that is inherent early in the designcpss may make it difficult, if not

impossible, to accurately distinguish between aliBve concepts.

2.3.3 Expected Value and Utility Theory

The idea of an expected value was born of proiwahiheory in the 1720’s
(Apostol 1969). It is a measure of the value otemf the “goodness” of a potential
outcome. Expected value is often used in risk aeayand optimization procedures for

complex engineering systems. Expected value isimptmore than the sum of the
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probabilities of a series of outcomes times theuwabf the outcomes, as given in

Equation 5 (Hayter 1996).

E(X)= Z P (5)

In a technical situation, expected value can be tsealculate the expected outcome of
a set of solutions or a set of potential situatidPobability theory was also used to
determine monetary values for engineering projebis, it had many drawbacks.
Probability theory requires certain probability amatcome information, while in reality
information is often uncertain. Just as with TOPSIBcertainty can overwhelm the
differences between design options. Another probhath using probability theory and
expected value to determine monetary value isghaple are not rational when dealing
with possibilities of gains and losses. The expeetue function treats gains and losses
as exactly the same in terms of value: an expegaedof $100 of one already possesses
$1000 has exactly the same increase in value agcteghgain of $100 if one already has
$100,000, with the losses being the opposite.

In real life, people do not generally behave thsywand so utility theory was
developed to better model how people behave. Ytiieory was developed by Daniel
Bernoulli in the 1730’s (“Judgment, Choice and Bem Making” 2001). It is similar to
expected value, except that Bernoulli postulated tharginal monetary increases have
decreasing utility as the initial monetary valuergases, with the same being true for
decreases. He postulated that these increases emnelades will follow a logarithmic
rather than a linear scale (“*Judgment, Choice amdidibn Making” 2001). A graph
illustrating Bernoulli’s theory is shown below ingdre 10. Expected utility allows for a
more accurate representation of how people thiak ffrobability theory does, however,
it also has some drawbacks. Along with the drawbadsociated with probability theory,
a logarithmic function is more difficult to handtban a linear function, and different

people argue over what, exactly, the function sthdnd. People also have a difficult time
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understanding and handling the probabilities nergs® use utility theory (Gilboa and
Schmiedler 2002). Human decision makers also utatetsintuitively, that a monetary
loss and a monetary gain should not be treateds#ftvee way, which they are in
Bernoulli’s utility theory (Schweitzer and Hsee 200This criticism is addressed later,

by more cognitive theories of decision making amtbment.

Utility

Monetary value

Figure 10: Utility vs. Monetary Value

For all the problems with utility theory, it is btihe “gold standard” of decision
making techniques (Gilboa and Schmiedler 1995). friagority of modern decision
making techniques are based, in some way, onyutiidory. Economists use it, with a
few updates, to predict how people will behave iffecent economic situations.
Marketing experts and businessmen can use it &rrdate how much to charge for a

new product, and risk analysts can use it to determnd compare different risks.
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CHAPTER 3

RISK BACKGROUND AND ASSESSMENT METHODOLOGIES

Risk is present throughout almost all aspectsifef hs human beings, people
often try to reduce risk but cannot eliminate iamW different risk analysis methods exist
in different industries. The goal of this chapt®to benchmark existing risk assessment
systems or methodologies in an effort to answezanieh question two:

RQ4: Do any systems or methods currently existdliatv the user’'s

judgment to make decisions in the beginning stajesnceptual design?

While using a risk-benefit type of approach?

To answer this question, a basic understandingskfis necessary. Risk will be defined
and the aspects of risk that influence decision ingakvill be introduced and briefly
reviewed. Then, several industries will be revie@dcurrent risk assessment practices
to determine whether these methods meet the eritaid out in research question two:
allowing the user’s judgment to help make decisihde using both risks and benefits.
If such a methodology is found to exist, then ied®to be tailored to the needs of the
aerospace industry, and if such a methodology dusas exist, what methods or

information can be borrowed from other industrizdelp build this type of method?

3.1 Background and Literature Review

Risk is generally defined in terms of a probabilapd a consequence: the
probability of some situation occurring and thecome, or consequence, if that situation
does occur. In a practical sense, the probabilaresgenerally small (significantly less
than one) and the consequences are generally wedsinfrey and Budd 1997). Risk
assessors and decision makers rarely talk aboutskehat an outcome will be better
than projected, but often spend a significant amhofitime and money to determine the

risk of a project outcome that is worse than exgxkct
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Due to the large design costs and, in the commiewetald, a concern for
customer safety, risk is inherent for large, loegyt aerospace projects, so a risk
management strategy is necessary for these profists management must take several
forms: technical, managerial, operational, so@all financial risks, for example, must
all be examined and managed (Winfrey and Budd 198Mhjle the risks of interest to a
company are monetary, even those risks can take whiffierent forms. Many of these
risks are known risks with some certainties. Folitany systems, the direct monetary
consequences are relatively certain: the DoD sthesnonetary value of the contract
before it is signed and is required to adhere tdreot stipulations. Technical risks, such
as performance uncertainty, are also monetary tur@a Evolutionary designs also have
less performance uncertainty than revolutionaryghess but again, for military systems
the contract amount is dictated before the desigasted. For other new designs that use
newly developed processes and/or products, themadsrtainty in the new technology
performance and costs. When making new productapanies also must worry about
the social risks, such as health consequencestartbe workers and the general public.
Healthcare costs for sick workers can be finangid#vastating for a company. Long-
term projects in and of themselves can also hagigeict monetary consequences for a
company. Publicly traded companies, which Amerieanospace companies generally
are, must also make money for their investors. dtore want to see stock price increases
and dividends every quarter, so a company canramsehto create a product that will put
it in the red for an extended period of time. Lasgale engineering systems take many
years to develop, so a company cannot devote toyy mesources to any one project and

expect to continue to make money.

3.1.1 Definition of Uncertainty

There is often some confusion between the tersksamd uncertainty. Webster’s

New World College Dictionary’s definition of uncamty is lack of certainty, or doubt,
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while the definition of risk is the chance of injudamage or loss, or dangerous chance
or hazard. While the sense of uncertainty conveygigness or doubt, the sense of risk
conveys a chance for damage or loss. So while tawegr about an event’'s outcome
means that the outcome is in doubt, the risk aasmtiwith that event means that the
outcome is not only in doubt, but also that theconte is potentially bad. In summary,
uncertainty conveys only doubt or vagueness abouiuicome or circumstance, while
risk conveys that there is uncertainty about aw@ue and that there are also potentially

negative consequences associated with that outcome.

3.1.2 Risk Perception

Companies making commercial products, which inclageospace companies,
must deal with the perceived risks of the custotmese, which in many cases is the
general public, as well as the actual risks aststiwith technical, financial, political,
and other uncertainties. Risk perception is oftemenimportant than risk reality: after the
terrorist attacks on September 11, 2001, many petpbught that flying was very
dangerous; however, even in 2001, a traveling Acaerivas 7.5 times more likely to be
killed per passenger mile in a car than an airdafireau of Transportation Statistics
2004). Even though the statistics say that it ferst fly than drive, many people still
choose to drive and say that they feel safer dyivinis irrationality shows the difference
between “risk perception” and “risk reality” (Slavet al 1976). Decision makers must
understand the risk perception part of the equatiarder to create viable products.

There are many factors that a decision maker shondterstand when learning
about risk perception. The general public is conedrprimarily about risks that fall into
the following three categories (Crouch and Wils€82):

» Known risks that have occurred and have the palktatioccur in the future
* Risks that are catastrophic, even if the probgtitvery small

* Risks that conflict with long or strongly held ofns
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Slovic, Fischhoff and Lichtenstein listed threetéas that influence public perception of
risk as familiarity, dread and exposure (Slovicaktl979 and 1981), so there is some
overlap between these two theories. Public permemti risk can have other components:
the wording or framing of a potential risk can alsave an effect on how the risk is
perceived. A positively framed outcome will havelaver perceived risk than a
negatively framed outcome (Gonzalez et al 2005 edia also helps frame risks for
the general public. Attention by the media makeksriappear more real and more likely
to many people. The media’s attention to some tgpessk, and the consequential public
perception of those risks, has led to large amoohtpvernment money being spent to
reduce already small risks at the expense of otheger risks (Ashford 2005). Since
there is often some disagreement within the sdier@ommunity about the exact nature
of a particular risk, the general public with a qaratively lower level of scientific
expertise, perceives many aspects of daily lifeganore risky than he should (Fischhoff
et al 1978); the public is not necessarily capalflanaking the distinction between
possible risks and potential risks. Potential rigks actually plausible, while possible
risks may only be a figment of the imagination, public perception is often influenced
by possible, not potential risks (Salaun-Bidart &athun 2002).

Emotions, especially fear and trust, play a roletha perception of risk and
choices people make (Muramatsu 2005). People aftemestimate the risk of very
emotional events, such as a commercial aircraftsgace shuttle accident. Public
perception of the safety of a product has an imid@geon whether or not customers
purchase the product and therefore the companyt®roline. Strategic marketing
practices can help alleviate customer safety corscgr many cases (Slovic 2003), but
not all. It has also been observed that happy wecimakers are more optimistic and
more inclined to take risks than unhappy decisioakens. Happy decision makers

anticipate feeling better after making a decisiwhatever the outcome, than unhappy
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decisions makers and so may be more risk taking thair depressed counterparts

(Loewenstein and Hsee 2001).

3.1.3 Risk Aversion

It has long been noted that, in general, peomeriak averse: they prefer a “sure
thing” over a chance outcome when expected valuesttee same (Kahneman and
Lovallo 1993, Lane and Cherek 2000). People are gknerally loss averse—most
people feel that potential losses represent adargjethan potential gains (Kahneman et
al 1991, Thaler et al 1997). This is one of thecetawhere utility theory fails to
accurately portray real human behavior, since guames that gains and losses are
perfectly offset. Understanding this behavior cafphdecision makers better evaluate
their own sense of risk aversion and their managé&méeelings on risk taking, since
organizations, as much as people, tend to be vigksa (Callopy 2003). This theory on
risk aversion helps explain some company inerti@mming the creation of revolutionary
systems. Companies that are risk averse will caetin use and refine an existing system
as long as possible before undertaking the desigma oevolutionary system. The
revolutionary system has too large a potentialldss, and the decision maker does not
want to be responsible for such a large poterdss.|

One caveat to the theory of risk aversion is R¥ostheory. Prospect theory states
that people are risk seeking with low probabiligirgs and high probability losses while
being risk averse over high probability gains amd probability losses (Kahneman and
Tversky 1979). Prospect theory also postulates firaple are more sensitive to small
and moderate losses than they are to small andratedgains (Byrns 2004). This theory
helps explain why people continue to play the tgteven when the probability of wining
is very low or why people will continue to gambla gameshows even though the
probability of winning a large amount of money sasler than the expected value of the

buyouts offered: there is no loss associated witing to win the large prize.
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3.1.4 Social and Political Risk

Social and political risks can have many defim&o A broad definition of
political risk encompasses any and all impacts h&f political process on business
practices. In a more practical sense, politicak s the potential negative impact of
politics and associated politicians on a produet diycle (Bremmer 2005). Social risk is
more difficult to define. One definition, from Mét and Lessard, is that social
acceptability risk is “the likelihood that sponsevdl meet opposition from local groups,
economic-development agencies, and influential qunes groups” (Miller and Lessard
2001). Another definition is that social risk “reseo the impact of organized behavior—
business, the public sector or civil society—oniatycas a whole” (de Jongh 2004). By
whatever definition is chosen, the behavior of ge@eral public or subsets thereof will
have an impact on the decision making processes @impany engaged in a design
process.

Social risks have varying impacts across the detimaking spectrum. Some
decision makers worry about social risks from ldbgygroups or other well-organized
non-governmental organizations who challenge agdtdrchange business practices,
while other decision makers worry about the po&ntor grass-roots, unorganized
groups to impact the company’s financial future Ziffa2004/2005). Worries in the
aerospace industry can include social risks assutwmith groups who are opposed to
overseas manufacturing and overseas labor practgpesips who are opposed to
environmental practices here in the United Stataed, labor unions who are opposed to
changes in business practices. Other company wotake the form of human and
environmental health and safety. It is very coftlya company to do an environmental
cleanup or to deal with a human safety issue, sst cmmpanies try to avoid these types
of conflicts. Companies in the aerospace and attuerstries need to understand and take
into account changes that may occur in the soardcape during their product’s life

cycle.
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Political risks are generally more easily recogdizhan social risks. It is well
known that political factors can influence decismaking (Schwartz 2001), especially in
the aerospace industry. Aerospace corporationsyvedrout politicians and governments
changing policies (Miller and Lessard 2001), anduibchanges in the politicians
themselves during election years. The industrygrasndustry lobbies at the state and
national levels, but companies still worry abouild@s that target the aerospace industry
for vilification. Aerospace companies also worryoabunintended consequences from
other laws passed, such as those that regulatentheonment or imports and exports of

parts and labor.

3.1.5 Calculating Risk — Risk Assessment

Risk calculation is an issue for any engineeringjgmt. The calculation of risk
allows for comparison between risks and projects @mables the selection of risks for
mitigation. The goal of a risk assessment is t@ liglcision makers to understand risks
and enable decision makers and managers to make mimrmed decisions (Black
2001). While unfavorable risk assessments can somet cause projects to be
downscaled or eliminated, it is not the goal of aisk assessment to eliminate risk;
viable risk-free projects are non-existent and cafre created (Callopy 2003, Manuele
and Main 2002). Successful engineering projects’'arecessarily the ones that are
safest and have the lowest risk, but they are dfterones where the risk is understood
and managed from early in the design process (Milhel Lessard 2001).

A risk assessment often takes the form of a singlaber that encompasses an
expected loss (Yellman 2000, Winfrey and Budd 199vaditional decision theory uses
utility theory to measure the expected loss or etgme outcome for risks (Slovic et al
1974). Utility theory is the most widely used rigksessment approach because it takes
into account both probabilities and consequencea fsk and is able to collapse the risk

into one number that is easily comparable acradss rand projects. Utility is also an
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intuitive way to calculate risk and, due to itsatetinistic nature, is easy to understand
and use.

However, the use of utility theory as a risk assent approach has some
limitations. One of the limitations, explained akawn the utility theory section, is that it
requires deterministic information for an assessm¥ging average probabilities and
consequences in a utility-based risk assessmentgatly underestimate actual risk
(Elmaghraby 2005). Utility theory is difficult to se for low-probability, high
consequence events (Chichilnisky 2000, Haimes 200%Een the probability of an event
occurring goes to zero and the consequences gordowinity, a mathematical
assessment of risk becomes almost meaninglesse Thdifficulty in assessing both the
probability and the consequences in such a sitmakor example, since there has never
been a large-scale, catastrophic nuclear accidetitei United States, a risk assessment
has no data to back it up. The assessors and @ecskers know that the probability of
such an event occurring is low but may not know how: 1 in 16 vs. 1 in 16 are both
very small probabilities that may, in fact, be soal that it is difficult to differentiate
between them even though there is a differencérektorders of magnitude. The same
problem occurs on the other end with consequentesin be difficult to differentiate
between large consequences of different orders agnitude. For example, a disaster
could claim the lives of 1,000,000 civilians vs.d&aster that claims the lives of
10,000,000 civilians could be treated equally etremugh the loss of life was an order of
magnitude greater in the second example. Thesedssake it difficult to compare the
risks of low-probability, high consequence eventshie risks of other events. One of the
ways to get around this problem is to add anotBentto the utility assessment that
accounts for a decision maker's desire to avoid itaatson with catastrophic
consequences (Chichilnisky 2000). Another probleith wsing utility theory as a risk
assessment tool is the difficulty that one hasiptae monetary value on human life and

safety (Ashford 2005). It can be difficult for amspany to accurately assess the value of
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a particular life, even if a general formula is itadale for assessing the value of a human
life.

Another problem that is inherent to any risk assesg algorithm is that many
times probabilities are not numerical but verbakkRassessors are often left trying to
figure out the probability of a “low probability emt.” Does that mean that the
probability is 1 in 10, 1 in 1000, or 1 in 1,000000Since probability terms are vague,
and differ between individuals, risk assessors ltave a difficult time with this task
(Gonzalez-Vallejo 1994). Risk assessors and detisiakers generally want to quantify
the probabilities of events occurring as much assiisbe in order to avoid vagueness

(Kuhn and Budescu 1996).

3.2 Current Risk Assessment Methodologies

Many industries complete risk assessments befanading a product or service.
While Section 3.1 provides a brief literature revief different aspects and schools of
thought on risk assessment and calculation, tlesosewill provide a brief review of
some industries and their current risk assessmexttipes. In an effort to provide a
cross-section of assessment methodologies andigasctboth technical and non-
technical examples will be cited. The purpose o gection is to see what methods
currently exist and what information or suggestiaan be borrowed from different
industries and used for a conceptual design phasness-case risk assessment in the

aerospace industry.

3.2.1 Commercial Aerospace Applications

Commercial aerospace companies, such as the Baamhghirbus Corporations,
conduct risk analyses during the design, developmand certification of all new
aircraft. For commercial aircraft, safety, relidyil and maintainability are of utmost

importance (“ARP 4754” 1996). Safety and reliapildare of particular importance to
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government regulatory agencies, such as the FAAthadEuropean Aviation Safety

Agency (EASA), who eventually certify the aircrads safe enough for commercial
transport. Regulatory agencies are less worriedutallloe business case than the
corporation and do not complete a business caseamiglysis. The corporation designing
and building the aircraft completes a business aaséysis for the aircraft’s potential life

cycle; however, it is not necessarily in the forhaalassical risk analysis.

Since risk in the commercial aerospace sectoruallysdefined in terms of safety
and reliability, the techniques developed to amalyzk use safety and reliability as their
overarching metrics. The procedures for complegisgfety assessment for a commercial
aircraft are laid out in Aerospace RecommendedtieeaARP) 4761, compiled by the
Society of Automotive Engineers (SAE) Technical ret@rds Board. The safety
assessment process includes a functional hazaedsassnt (FHA), preliminary system
safety assessment (PSSA) and a system safetyrmagse{SSA) (“ARP 4761” 1996). An
FHA is defined as “a systematic, comprehensive éxatmon of functions to identify and
classify failure conditions of those functions aclog to their severity” (“ARP 4761”
1996). FHAs are carried out on at least two leatgraft and system, and are updated as
necessary throughout the design and redesign mexesThe PSSA lists failure
conditions and corresponding safety requirementdewthe SSA is used to evaluate
whether the system design meets the safety reqgeimsntaid out in the PSSA. Tools for
use at this level of safety and reliability assemstrinclude failure modes and effects
analysis (FMEA), fault tree analysis (FTA), depemeke diagrams, and Markov analysis
(“ARP 4761” 1996).

Safety and reliability analyses of commercial apaag systems are completed in
a top-down fashion, going from system to sub-systeroomponent. In the commercial
aviation world, the goal is to create a fail-sajstem: a system which can withstand

multiple failures without a catastrophic effect R 4761” 1996). All of the approaches
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and methods listed in the paragraph above areythiised, numerical methods that do
not take into account uncertain or changing data.

Commercial space industries are similar to comrakmircraft transportation in
that they also complete safety and reliability rissessments; however, after the launch
phase, the risk assessment almost totally invateesponent and system reliability with
little thought to human safety. Boeing Corporatioees a total risk management
procedure, in which the company completes a rigessnent not only for its own
systems, but also for sub-contractors’ and finastisystems. (“The ‘Services’ at...”
2003).

At the corporate level, a significant amount of mpns needed to finance the
development of new commercial products and to brieg technologies to the point
where they can be utilized. Having to acquire lasgens of money necessitates a
different sort of risk analysis than one dedicatdard safety and reliability. This type
of financial risk analysis is carried out by bolte tcorporation borrowing the money and
the creditor lending the money and involves makangletermination of whether the
corporation will be able to pay back the moneyas tborrowed. Section 3.2.3 explains
this process in further detail, but this processlves looking at the borrowers current
assets, projected assets, and projected incometé&nune whether the borrower can
repay the loan.

In general, aerospace commercial risk analysisgas®s are designed to examine
risk in the forms of safety and reliability. Whilleese analyses are necessary, the analyses
are not designed to examine risk arising from ewtefactors, such as socio-political

factors.

3.2.2 Government Aerospace Applications

The National Aeronautics and Space Administrationd @he Department of

Defense have sets of risk assessment and mitigatiticies and procedures for defense
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department and aerospace missions. The DoD is ethargth making sure that DoD
personnel, including military personnel and civilizontractors, can complete their
missions as safely and effectively as possible. NASmilarly, is determined to see that
NASA personnel, especially NASA astronauts, canpete their missions as safely and
effectively as possible.

NASA is the governmental branch charged with spa&ogloration and
aeronautics development. Since it involves compdetnissions no one has completed
before, space exploration is risky; thereforesihot surprising that there are procedures
in place to calculate and mitigate risk. NASA hasoatinuous risk management plan in
place that shows the five steps to risk manageateddASA. An illustration if this plan is
shown in Figure 11. The risk mitigation plan congafive steps and is iterative: identify,
analyze, plan, track, and control risks. Intersperghroughout all the steps is

communication and documentation (“Risk managemeni2004).

and
Document

Figure 11: NASA's Continuous Risk Management Plan“Risk Management...” 2004)

The purpose of this set of procedures is to fashtify and analyze risks, then
take steps to mitigate any risks that need mitgatand, finally, to document the process
for use by later projects. The continuous risk ng@naent process is outlined in more
detail in Figure 12 below. The process begins ithject outlines and constraints, and

involves the identification of risks, risk mitigati plans and tracking requirements, risk
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status reports as time goes on and the project snfowgvard, and decisions about a
project’s risk. The goal of this process is to lthe risk for a given project and to track
the remaining risk. Elimination of all risk is natfeasible goal, and so risk reduction is

considered to be the state of the art.

Inputs Activity Output
: IDENTIFY ! ,
Program/project data e A | Statement of risk
constraints, PRA, FTA, FMEA —|  Identify risk scenarios, issues, and == | ic¢ of risks
Risk data, test data ANALYZE | ;

Lo - b . | Risk evaluation
expert opinion, hazard Evaluate (impactfseverity, | ; . :
analysis, lessons learned, ™ > robability time frame), e 2:9: c’“ﬁ:ﬁ;a‘:'on
PRA, technical analysis classify and prioritize risks ' i Ll

.

| 1

| _PLAN | Risk mitigation plans
Resources #| Decide what, if anything, should be '— Risk acceptance rationale
| done about risks | Risk tracking requirements
| — ‘ |
[ | A
; TRACK | Risk :
Program/project data —_— Aosdior ek ethiics . ;:!sis hiﬁatus reports on
Metrics information verify/validate mitigation actions | - Risk mitigation plans
1

Decide to replan mitigations, i > " ind
close risks, invoke conlingency | S i

3 CONTROL
! plans, or continue to track risks

NOTE: Communication and documentation extend throughout all of the activities.

Figure 12: NASA's Continuous Risk Management ProceasSteps (“NASA Program...” 2005)

For each project, NASA completes a 10-step prolsaioilrisk assessment procedure
(“Probabilistic Risk Assessment...” 2004):

1. Definition of Objectives: state study objectiveluding time-frame, analysis
goals, rules, and product configuration. Also statg undesirable consequences
(end-states) that can occur.

2. System Familiarization: understand the system iastion through the use of
drawings, operating and maintenance procedure nsnaad, if possible, an

actual inspection of the system.
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8.
9.

Identification of Initiating Events: identify andchalyze any events that can cause
accident scenarios. Event identification can tddeeform of logic trees, FMEA,
etc during different phases of the mission.

Scenario Modeling: using event trees or similarlstechniques, break down
each accident scenario into a series of eventsuthatately lead to the accident
or system breakdown.

Failure Modeling: model failure causes identifiedthe scenario models above
using fault trees or similar tools.

Quantification: link fault trees and scenario maaiglto estimate the probability
and consequence of end-states that are undesiusblg, the scale in Figure 13.
Uncertainty Analysis: through the use of Monte Gasimulation or related
methods, add uncertainty to probabilities and cgneeces determined above.
Sensitivity Analysis: analyze uncertainties in asptions and models.

Ranking: identification of dominant contributorstte project risk.

10.Data Analysis: collection and analysis of dataupport the risk assessment.

| | LIKELIHOOD ESTIMATE
CONSEQUENCE ‘
CLASS ANBLCPE
11 123 | 4|5
1 , |3 4 |5 | 6

| v |

w
N
[
o
M

Figure 13: NASA's likelihood and consequence riskstimate (“Risk Management...” 2004)

The probabilistic risk assessment is designed talbeto be completed for every

project. The amount of risk will differ from projeto project, and the risk tolerance

differs between manned and unmanned space préje@.human life is more important

than a computer, risk tolerance is lower for manggdce projects than for unmanned.
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However, since astronauts are specially trainedepstonals and volunteered for their
positions, risk tolerance for manned space progranmsuch higher than risk tolerance
for commercial airline traffic. NASA considers teafety of crew and ground personnel
to be of utmost importance when completing a rsdeasment.

The DoD has a risk management procedure for aduisithat is similar to the
NASA procedure. It has five steps, and is an iteeaprocess through these steps: risk
identification, risk analysis, risk mitigation plaing, risk mitigation plan
implementation, and risk tracking (“Risk Manageméniide...” 2006). These five steps
are similar to those listed in NASA’s ContinuousiRManagement Plan. An illustration

depicting the DoD’s risk management process igguare 14.

Risk
| dentification \
’ Risk

Risk Tracking

S

Analysis

Rislk
Mitigation
Planning

Y =

Fisk
Mitigation
Flan Implementation

Figure 14: DoD Risk Management Process (“Risk Manament Guide...” 2006)

The five key activities are carried out over ttie bf the program. The DoD does
not consider a risk analysis to be static, rathheshould be something that is continuously
updated as new information is available. The gbdhe risk management process is not
to eliminate risk, rather, it is to track the riaksociated with a project and determine

whether the risk falls into an acceptable rangacKing the risk of a project through time
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is an important component of the DoD risk managdnpeacess (“Risk Management
Guide...” 2006).

The first key activity in this process is risk idiéication. This task identifies the
risk associated with technical, cost, and schepaiameters and goals as well as the root
causes of a risk. This task breaks down risk iotat causes that can be identified and
explained. After this, the risk is analyzed in terof performance, cost, and schedule
parameters. Levels of likelihood and consequenteaah risk are determined, similar to
the NASA procedure, and the corresponding levelsifis also determined using a risk
reporting diagram similar to the one in Figure The risk reporting diagram is then
amended to include the risk mitigation plan. Orfeelan has been determined, it can be
carried out and the result tracked (“Risk Managen@aride...” 2006). Since NASA and
the DoD are both part of the federal governmenis inot surprising that their risk

analysis and mitigation plan procedures have somiasity.

Risk Title (S)
Risk Causal Factor
Mitigation Approach

Likelihood

1 2 3 4 5

Consequence
Figure 15: Risk Reporting Diagram (“Risk ManagementGuide...” 2006)

NASA and the DoD, along with other government ages)cdo their best to
decrease risk as much as possible. If risk caneatdereased, it must be tracked to the

fullest extent possible. Like the commercial sectie goal of both communities,
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particularly NASA, is to ensure the health and satd their personnel, and the agency
feels that risk analysis, mitigation, and trackisghe best way to do this. Again, these
risk analysis processes were not designed to lbtastetermine risk levels from outside

sources.

3.2.3 Nuclear Industry

The nuclear industry, including the Nuclear Retpula Commission, is in the
business of creating a very safe, very reliablagneource. Since there is a lot of fear
among the general public about nuclear reactor tysa&lovic, Fischhoff, and
Lichtenstein 1976), safety is a top priority. Rigksthe nuclear industry fall into the
category of low-probability, high-consequence esemhese types of events are not well-
served by traditional measures of risk, such dsgyutsince the potential damage done by
a nuclear reactor accident is so large, the comsegs of such an event outweigh the
small probability of such an accident. No mattewtsmall the probability of an accident
may be, many people will continue to fear nucleawgr and the industry will continue
to try to reduce the risk of an accident.

Risk assessment in the nuclear industry involvgsots amounts of data and
analysis of that data. Risk assessors, along wadlictor workers, managers, and
regulators, try to assess what situations coulgeaufailure, evaluate the likelihood of
such a situation, and reduce the likelihood thgpaaticular situation occurs. Plant
workers, assessors, and statisticians evaluate macé of the nuclear reactor and plant
to determine what is most likely to fail and wheattshould happen. The risk assessment
is usually carried out by statisticians and govesntofficials from the nuclear regulatory
commission, who determine what pieces of equipnséould be tested and monitored
and how often this should happen (“What We Do” 200 he emphasis is on reducing
the probability that an adverse event will happet,on decreasing the consequences of

that event. Since a massive nuclear accident habappened in the United States, the
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exact nature of the consequences of such an atdgléargely unknown, but can be
inferred by looking at data from other, overseaglear accidents. No matter how much
time and effort is put into evaluating the safefynaclear power plants and fixing any
known flaws, the probability of a catastrophic eveill always be greater than zero;
therefore, many people will always consider theatiom of electricity by nuclear fission

to be a very risky endeavor.

Risk assessments carried out by the nuclear conmiynane generally good at
determining situations that can cause mechanicaluaran failure and compromise the
safety of those in and around the reactor. Thesesaments are designed to be precise
and mathematical and to reduce the probabilitiedadfire; the assessments are not

designed to assess political or economic events.

3.2.4 Banking and Loans

The banking industry is in the businesses of legdand investing. While
different banks manage their investments in diffigrivays, lending policies are more
standard across different institutions. Banks eaual Imoney to individuals or families for
individual purposes, such as purchasing a houseitomobile, or banks can lend money
to individuals and businesses for business purpsse as starting a business or making
purchases to increase business capital.

For smaller banks, individuals and families maketluie majority of their loans
and for many larger banks these loans still maka spmnificant percentage of the total
loan dollars given out. Loans to individuals areegi out based on a risk assessment that
seeks to determine the likelihood of the individdefaulting on the loan and the interest
rate that such a borrower should receive for aiquaar loan. In most cases, this
assessment uses a combination of factors, inclutimgndividual’s credit score, income
and current debt obligations as well as large-seatmomic data such as inflation and

prime interest rate trends (Brumbaugh 2004).
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Information about income is provided by the loaereer, and credit score
information, including debt obligations, is gathéréy the loan grantor. Income
comprises any income that the loan receiver wamtbet counted for the purposes of
qualifying for the loan, and the credit score iedigs a predictor of the loan receiver’s
chances of defaulting on the loan (Gutner 2005ed®rscores are individual and
calculated based on an individual’'s loan repaynméstory, length of the credit history,
amount of new credit applied for, the types of draded, and the individual’s total debt.
The risk of defaulting on a loan is linked to adiindual’s credit score and debt/income
ratio (Gutner 2005). Interest rates reflect thsk ralong with the type of loan being
considered. For example, home mortgage loans ameriosk than many other loans, for
both the borrower and lender, because real estaterglly increases in value; however,
other major purchases, such as boats or electtoysc generally decrease in value once
they are purchased. For this reason, banks oftargehigher interest rates for boats than
for homes.

Loans given by banks and investment companies tinbésses are structured
differently than loans to individuals. Businesdése individuals, are judged to be risky
based on their credit-worthiness, which includef®rmation about past, current and
projected profits and/or losses, the current detdfme ratio and the short or long-term
company business plan. Loans to businesses ane wdigable interest rate instead of
fixed-rate, and can have requirements attachetlabrate. For example, the lender can
require that the borrower change business plansaomtain a certain revenue in order to
keep the interest rate low (Ng 2006). Lenders hameinterest in making sure the
borrower doesn’t default on the loan and so are ablimpose these restrictions on
higher-risk borrowers.

In summary, the risk assessments in the bankingsing take the form of

assigning risk based on statistics and monetagrnmdtion. While these techniques are

62



good at assigning a risk level to a borrower, tpansncy is lacking for many of the

analyses.

3.2.5 Personal Insurance (Home, Automobile, etc.)

Personal insurance, such as homeowners, rentetsawomobile insurance, is
issued by companies that are prepared to assumeskhef loss that corresponds to a
particular person and asset. Since many peopleotaeiuild a house or purchase a new
automobile if a disaster should happen, insuraocepanies offer to assume the risk of
the losses in exchange for money. Insurance comparomplete a risk assessment
before issuing an insurance policy and price. A&sitisurance company’s goal is to make
money, it behooves the company to have an accuiskeassessment. The insurance
industry is a government regulated industry withits on what will be covered and how
much can be charged for that coverage, and so laayges to insurance underwriting
policies must be approved (“Northeast...” 2006).

For automobile insurance, a company risk assesstakes into account where
the recipient lives, the recipient's age and gendbee make and model of the
automobile(s) being insured and the number of milegen per year (“Insure Your
Auto” 2006) in order to put the recipient into angeal risk pool. This risk pool depends
heavily on the availability and use of statistiaad can have a significant impact on the
price the recipient pays for automobile insurarfea. example, teenage drivers have a
much higher accident rate than middle aged driaex$ so teen drivers pay higher car
insurance rates (“Insuring Teen Drivers” 2006).

After the insurer has assigned the general risk, g@othen wants more personal
information about the recipient and car driver &iedmine a more personal risk rating
and see if the recipient is more or less riskyngure than other, similar, insured persons
in their risk pool. Certain groups of people havevdr average insurance losses than

others, and that lower risk can mean better insgrgmices. One of the newer trends for
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assessing risk in the automobile and homeownerranse industry is to use an
individual's credit score as an assessment toalr{/i8ing the 'hard market'...” 2004),
since people with lower credit scores tend to ayeraore losses.

Homeowners insurance providers do similar typesisif assessments. Insurers
must consider the location of the home and thenpialefor catastrophic loss in the area

(Arnold et al 1997a), as shown in Figure 16 fotleguake potential losses.

Uniform Building Code Seismic Zone Map
of the Contiguous United States
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Figure 16: Earthquake Hazard Map (“Uniform...” 2006)

Catastrophic losses account for approximately 8b5%surance payouts (Arnold
et al 1997a), so understanding the potential fes ltan have a significant impact on the
insurance company’s profit. Predicting these losse®Ives sophisticated computer
models that predict potential hazards, includinghepakes, tornados, hurricanes, floods,
and fires (Arnold et al 1997b). For individual madis, the location and associated
hazards along with the building construction deteenthe coverage offered and cost of
said coverage to the consumer (Arnold et al 1997a¢. computer models have proven

inadequate in recent years, and insurance comphaies paid out more in claims than
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they have taken in in premiums (“Surviving...” 2008)any insurers are now choosing
to discontinue or limit coverage in high-hazardaaoé the country due to the historical
underestimation of risk in these areas, or are tanbally raising premiums
(“Surviving...” 2004, Ramirez 2006). In many casdssttrend has forced the federal
government to play a role in homeowners insuratiee government provides flood and
earthquake insurance in high-risk areas (Prahl 2000

The home and automobile insurance industries kamsie risk assessments on
statistical data and computer models. Insurers@amently leaving high-risk markets due
to catastrophic losses; this is example of whapbap when the statistics and models are
incorrectly predicting the future.

To summarize, insurers complete risk analysesdobasestatistical information
about all clients. While these analyses are qutalgat determining the level at which to
set an insurance premium in order to remain conmpetout still remain profitable, there
is little transparency in how the underwriting iempleted. Also, homeowners and
automobile insurance is designed to prevent phlysicd monetary loss for the insurer
and insured, but it does not take into account haeroeconomic conditions can affect

these losses.

3.2.6 Government Influence to Personal Safety

The United States government has an interest safa and healthy populace;
therefore, various government agencies have bestedt to protect and serve the needs
of the US population in risky situations. Governmeggulations cover everything from
automobile emissions to the required reportingestasn contagious illnesses by doctors.
For example, the Food and Drug Administration’s fFBstated mission is (“FDA...”
2006):

 To promote and protect the public health by helpsafe and effective products

reach the market in a timely way,
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* To monitor products for continued safety after taeyin use, and
* To help the public get the accurate, science-basiedmation needed to improve
health

The FDA regulates most food and legal pharmacdstimansumed by people living in
the US. It is the job of the FDA to test the safetynew food and drug products before
they are marketed to the general public. To dq tiesv food and drug products are first
laboratory tested and then tested on animals amallyfi tested on human volunteers
before being evaluated for general public safdtthéd new products meet the safety (for
food) or safety and efficacy (for pharmaceuticatgndards, than these products are
released (“FDA...” 2006) for public consumption. Ti®ocess can take months or years,
and is not perfect; sometimes products previoushught to be safe are discovered to
have long-term side effects and are removed framtarket.

Other government entities, such as the Environatdhiotection Agency (EPA),
and the Federal Aviation Administration (FAA) hasienilar mandates to protect public
health and safety. These agencies, like the FDApbete a risk vs. benefit analysis for
new products or technologies before certifying th&he goal is for the product’s benefit
to society to outweigh the public health risk assted with that product. As with new
food and drug products, there is sometimes a long period between when a product is
first certified and when public health concerns raised and products are removed from
the market.

One of the problems associated with products wkake effects only show up in
a long time-scale is that public trust in the dgrtig agencies is eroded (Slovic,
Fischhoff, and Lichtenstein 1979). Some productgshsas leaded gasoline, x-ray
machines in shoe stores, and some pain medicati@ve been defined as dangerous
after they have been on the market for many yeapsisumers feel difficulty in

determining what products are actually safe andtwhth be declared dangerous at a
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later time. This problem has led to more stringegulations for certifying a new
product, and increasing time and cost to get apr@duct certified.

Risk analyses completed by government agenciessstpublic safety. These
agencies and analyses are necessary to regulaterteemption and/or use of dangerous
products. The analyses are purposefully designetbtdake into account any political

risk, although some social risk is analyzed.

3.2.7 Risk Analysis Needs

For the goal first identified in Chapter 1: to sgt a risk analysis procedure that
can be used by engineers during conceptual desigrack and evaluate economic and
socio-political risk for use in decision making, myaof these risk analysis processes have
some necessary pieces. There are seven aspedislofaalysis that are useful:

» Uses gquantitative information

* Uses qualitative information

» Evaluates technical risk

» Evaluates economic risk

* Evaluates socio-political risk

» Can be completed with little information

* Is intuitive to human thinking and allows humarb®final arbitrator
Both quantitative and qualitative information aneaidable during the early phases of
design, so a risk analysis that can handle eithatitgtive information or a mapping
process is necessary. Since risk comes in manysfoargood aerospace system risk
analysis process should be able to evaluate temhmconomic, and socio-political risk.
Since there is little, uncertain information avhi& during conceptual design, the
analysis should be doable with the information lade. The human needs to be the final

decision maker in design, so a risk analysis shbalahtuitive to human thought.
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Unfortunately, none of the procedures examined snedit the criteria of a risk
analysis process that this author has determinednacessary for this problem. The
technical risk analysis procedures, such as thesed in the engineering world, are very
good at evaluating technical risk and using quatiié information. Some also have the
ability to evaluate certain types of economic @askl use some qualitative information. In
the banking and insurance worlds, evaluation ofnentuc and socio-political risk is
normal, and both quantitative and qualitative infation is used. In general, risk analysis
procedures require as much information as possaid, procedures are not necessarily
intuitive to human thinking.

Since none of the industries benchmarked abovélsudil the wants for a risk
analysis, a new procedure needs to be developddtdkas some information and
processes from the existing methods. This new ndeshould be able to use quantitative
and qualitative information, evaluate technicalpremmic, and policy risks, and provide
decision support for the human decision maker socameunderstand and trace how his

decisions are made.
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CHAPTER 4

WORKING WITH FUTURE UNCERTAINTY

In the previous chapter risk analysis techniqgueewenchmarked as per research
guestion two. As risk arises from uncertainty, utaiaty is also present. Since the future
is unknown, it is uncertain and that uncertaintgd®eto be modeled. In this chapter,
research question three will be examined:

How do we deal with uncertainty in the early phasfedesign when doing

a risk-benefit analysis?

Uncertainty is inherent in any prediction of futieeents. The question above asks how
to handle that uncertainty. There are several waydoing this. Uncertainty can be
ignored, and all data can be treated as deternginighis is not recommended, since it
does not reflect the actual uncertainty in read.lifwo other ways of dealing with

uncertainty are probabilistic analysis and scenaaged analysis.

4.1 Probabilistic Analysis

One way to deal with uncertainty in large, longdiscale engineering projects is
probabilistic analysis. Probabilistic analysis Isetp bound uncertainty and analyze it.
Probabilistic analysis is the first step toward lgniag uncertainty after a deterministic
analysis is complete. In a traditional determigisinalysis, uncertainty about the future is
ignored and a “best guess” is made about what \alp@ameter will have in the future.
For example, if one is trying to analyze an airkn®tal operating cost per seat-mile for a
new aircraft, one of the parameters that is assuméte cost of fuel. In a deterministic
analysis, the cost of fuel would be set to a fixeanber, which would represent the
user’s best guess as to what the cost of fuel lpgllin the future. In a probabilistic

analysis, that fuel price would be set as a rangje mgh and low values. Setting the fuel
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price as a range, instead of a value, also imghiaisthe output, or total operating cost per
seat-mile, will also be a range, instead of a fixaldie.

To complete a probabilistic analysis, one must fidentify the input parameters
that are uncertain in the analysis. Once thos@bks are chosen, a range and probability
density function are also chosen. Probability DignBunctions (PDF) generally take a
standard shape under a standard probability distoib, such as the uniform distribution
in which only the upper and lower bounds are spatifa triangular distribution in which
the upper and lower bounds as well as a most likalye are specified, or a normal
distribution, in which a mean and a standard denatare specified (Hayter 1996).
Examples of uniform and triangular distribution® altustrated in Figure 17. Uniform
and triangular distributions are widely used fontmuous inputs, since they require little
information and are easy to construct. Normal, Wkitand other distributions can also
be used, but they have the disadvantages of needimg information about the
variable’s distribution in the future and have Idags such that a variable has a non-zero
chance of being either very small or very largehi$ttorical data is available and can be
used for the creation of distributions, the disttibn that best models the data should be

used.
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Figure 17: Probabilistic Analysis Variable Distribution Plots
Points for each variable are sampled randomly aacgrto the distribution
provided and used to analyze the design. The outpwguch an analysis is also a
distribution, as indicated above. The probabilignsity function of one such distribution

is illustrated in Figure 18 below. Notice that tbistput is not a normal distribution. The
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distribution of the output will depend on the disttions on the inputs and the analysis
being performed. The PDF can then be translatexl an€Cumulative Density Function
(CDF) to show what the probability is of falling @k or below a certain threshold,

which can be useful when trying to track the prolitstoof meeting a target or a set of

targets.
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Figure 18: Probabilistic Analysis Output

Determining the distribution or PDF for each inman be challenging. Since
design is usually completed in teams, it is ofteéeaan consensus, but can also be the will
of the person with the strongest personality orrtizest experience (Cetron 1972). Team
consensus is this author's preferred way to detexnvariable distributions, since a
determination made by a team doesn't reflect tHeegor prejudices of any one team
member. The team will also be more knowledgeabla a$ole than one team member
will be; therefore, the potential for accuracy ariable distributions is greater. Whether
the distributions are made by one designer or gétytan entire design team, they should
be set up by a person or people knowledgeable afbeuindustry (in this case the
aerospace industry) and about current and potemtaits. The team should understand
the drivers behind the uncertainty that charaatsrthfferent variables. For example, fuel
cost is partially determined by domestic happenimgduding the political and economic
climate, and partially determined by internatiomalincerns, such as a war or other

governmental instability in the Middle East. Thasbo determine the variable ranges
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and uncertainties should understand what drivesdiseé of fuel and what those drivers
are likely to do in the future.

In summary, probabilistic analysis is a tool tisatelatively easy use. It can be
quickly set up using any of several commerciallpiable programs that interface with
Microsoft® and other well-known products. However, the debeation of variable

ranges and distributions can be difficult to congkend even more difficult to trace.

4.2 Scenario-Based Analysis

One way to deal with future uncertainty is by ussgenario based analysis.
Scenario based analysis is a form of scenario balseding, which uses potential future
scenarios to facilitate future planning. No one paedict the future accurately, so other
techniques are used to help analyze the futurehamd it will impact decision made
today. Scenario based decision making allows detisnakers to bound future
uncertainty through the use of a scenarios to prrgecision tree (Pomeral 2001).
Scenario decision making involves the creationlafigible future scenarios and then the
application of those future scenarios to the selesfign decisions or decision tree (van
der Werff 2000).

Scenario based decision making involves understgritie problem at hand and
having potential solutions in mind. The decisiorkeramust understand the uncertainties
that prevent an optimal solution from being choaghout regard to the potential future.
Once the decision maker understands the problemrefiscenarios are generated. These
scenarios can be as detailed as necessary, bt sidress the uncertainties that have
been identified as important (Shoemaker 1995). dkeision maker then maps his
uncertainties to the future scenarios, thereby bOmgn the future uncertainty and
allowing the decision maker the ability to justffyture uncertainty predictions. With the
future uncertainty bounded, the decision maker has more information with which to

make design choices and understand potential coaeegs of those choices. Unlike
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probabilistic assessment, in which the assesskimited in what form of future can be

chosen, scenarios can be combined into almostany, &s illustrated in the plots below,

Figure 19 and Figure 20.
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Figure 19: lllustration of Future Scenarios
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Figure 20: Scenario Variable Distribution Plots

4.2.1 Scenario Creation

Scenario creation can be as simple or complex asssary. Scenarios should
reflect plausible futures, which is a concept alsvaypen to interpretation. When
determining how to create a set of scenarios, il@ortant to understand the scope and
time-scale of the scenarios that will be necessary.

For near-future scenarios, data forecasting metbadse useful. If the scope of
the scenario is limited and quantitative historidata exists for use, the scenario-creator
may be able to use traditional data forecastingriegies. To use these techniques, one
must first determine the time-scale of the scendrimne is trying to predict the price of a
commodity over the next 90 days, extrapolating frbistorical data may provide an
accurate answer; however, if one were trying talistehe price of the same commodity

over a 10 year time, that extrapolation will likglsove less accurate (Walonick 2006).
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If there is a significant amount of historical datzer a period of time and one is
trying to extrapolate, there are several diffeteohniques available for use; a few will be
explained here. Many of these techniques are madelyvused in the business world,
rather than the engineering world, and so were Idped for that purpose. One
extrapolation technique is regression with timee Taw data can be regressed using
whatever curve-fitting technique best fits the da&fammon regression equations are
linear, 2% order polynomial, exponential, logarithmic (Arsha2®06). Since these
equations fit the earlier trend, they may be usefpredicting the future.

For situations where historical data shows a higlree of volatility but an
overall trend, smoothing techniques can be usedssess the overall data trend and,
potentially, produce a more accurate future prehctArsham 2006). Simple smoothing
techniques include moving average techniques, wlaemumber of data points are
averaged and the averages are used to determinelatiae trend (Arsham 2006).
Smoothing techniques can be combined with regregsichniques.

While data forecasting works well in situations wehéhere is abundant data and
the forecast time period is short, it could proviallt to implement over a long time
horizon, such as those present in aerospace syskEanshort-term scenario creation,
data regression analysis methods have the potémite very useful.

For the creation of longer-term scenarios, difféfenecasting techniques need to
be employed. No matter what technique is emploied,questions should be addressed
first: what is the scenario timeframe and whathis $cenario scope (Shoemaker 1995).
Once these questions are addressed, scenaricoorbattomes a more bounded problem.
Many scenario creation methods follow some vanmtbthe first six steps of Schwartz’'s
scenario creation checklist (Schwartz 1991).

1. Identify focal issue or decisiotdentify why the scenarios are being created and

what question these scenarios will aid in answering
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2. Key forces in the local environmemdentify the micro-environmental forces that
influence the decision makers in a given industryaf given problem.

3. Driving forces Identify macro-environmental forces that will ludnce the
decision. Determine how these interact with theroa@nvironmental forces.

4. Rank by importance and uncertaintgentify the most important and uncertain
factors to examine.

5. Selecting the scenario logicDetermine how the driving forces and local
environmental forces will interact.

6. Fleshing out the scenarioEmbellish the scenario logics to make a compellin
storyline that makes sense and addresses the lagdl-macro-environmental
forces.

This checklist can be used to create scenariomypfkaope or timeframe. The steps can
be easily followed because the process is relgtiveduitive: identify the problem,
understand the industry, understand how the glebaironment affects the industry,
determine the most important factors affecting ttexision, and creating scenarios
around those factors. While Schwartz’s method tetiae steps one should go through to
create scenarios, it does not specify how to comaphese steps.

One class of methods/tools to aid in scenario-eais morphological
approaches. In this class of methods, scenariosraeted around a set of questions or
uncertainties. A set of uncertainties about theurfutis chosen to be examined, and
assumptions are made about these uncertaintiesa3sanptions are then combined,
using some logic, in different combinations to teea set of future scenarios (“Rural
Futures Project” 2005). The assumptions and unoéda can be quantitative,
gualitative, or a mix, depending on the metricsgeneasured and the timeframe being
examined, and are often set up in a matrix forreapert judgment is one method of
combining the assumptions into plausible futuresthWhis method, futures that the

experts feel are extremely implausible are disaar@&ngland 1998). For example, if
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two aspects of a scenario are wages and consuraedisg, a situation in which wages
decrease and consumer spending increases maydesljtalbe unlikely and discarded. If
expert judgment needs to be formal and explicheotypes of analyses, such as cross-
impact analysis, can be employed to help combime assumptions into appropriate
scenarios. Cross-impact analysis is a technique ath@wvs for dependencies between
events to be modeled (Walonick 2006). For exampleyo uncertainties that must be
addressed in a future scenario are the cost ofifguslative to historical norms and
percentage of family income that is disposableseéh&o uncertainties are correlated. If
housing costs are high relative to historical nqrings likely, although not certain, that
there will be a smaller percentage of disposaltenme. Cross-impact analysis helps to
assign that likelihood. If a large enough numbesa&narios is being created, a computer
program with some internal logic regarding combjngtenarios can also help with this
process. Morphological methods work particularlylviee making certain that all aspects
of a future that one is interested in are addresSednario matrices and other tools are
often used early in the scenario creation proceselp define the scenario scope.

A more inductive approach to scenario-creatiorg ane that is somewhat less
formal, is a brainstorming approach to creatingnadges. In this approach, instead of
creating a matrix of scenario possibilities, thersrio creators are asked to determine
what could be significant events in the future andstruct scenarios around these events
(Fahey and Randall 1998). This technique has tharddge of being more open-ended
and less structured than the matrix approacheseweny it is also significantly less
structured.

There are consensus building techniques that aithenidentification of key
scenario drivers and the scenarios themselves. dDniee most famous is the Delphi
method, created by RAND Corporation in the 1990& method polls expert opinion in
the form of anonymous surveys and then has a miexnalyze the gathered data and

collate it. The data is given back to the expertd the process is repeated until the
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experts converge on a scenario or set of scen@iogland 1998). The major advantage
of this process is that the surveys are anonynsmg]l participants have an equal voice
in the process. The disadvantage is that the fegllt is a set of consensus scenarios, not
a set of individual scenarios, and consensus sioasnaave the risk of being similar.

The European Commission’s Forward Studies Unit &ls® a methodology for
scenario creation called Shaping Factors-ShapirigrécSmall groups of consultants are
used for their expert opinions in this method. sy, the shaping factors and shaping
actors are identified. Shaping factors are theofacthat have a significant influence on
the future; factors can be economic, socio-politica otherwise. Likewise, shaping
actors are those people or groups that have tHayatn shape the future. Linkages
between the factors and actors must be identified,then scenarios are created around
those linkages (Ringland 1998). Like the Delphi imoef, the factors-actors method uses
expert opinion to construct scenarios; howevers itess structured than the Delphi
method and encourages disparate scenarios insdteadsensus.

There are other schools of though that also engeur@on-consensus when
creating scenarios. Chandler and Cockle encouragebaet of scenarios to be “wild
cards;” that is, be unlikely to happen, but plalesibonetheless (Chandler and Cockle
1982). Other scenario creation guidelines recommexamining the possibilities of
disruptive events, as well as the creation of “bestd “worst” scenarios (Fahey and
Randall 1998).

There are also computer-based methods and tooldetp with scenario
generation. One such tool is the BASICS methodokoyy computer program created by
Battelle Institute. The method involves determinihg problem and factors surrounding
the decision to be made, the factors are reseaam@dikely trends are established, and
then a cross-impact analysis is carried out tordete likely scenarios (Ringland 1998).

This analysis also relies heavily on expert opinion
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In general, scenario-creation processes and tetysheavily on the opinion of
many different experts. These experts can be ingestperts or experts from within a
company. Some methods advocate consensus; someageitbe creation of disparate

futures. There are a variety of tools availablaitbin scenario creation that can be either

created as needed or purchased.
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CHAPTER 5

PROPOSED SOLUTION PROCESS

The previous four chapters have discussed the bawkd and the need for a risk
analysis process that takes into account politexadjal, and economic risks that are not
well addressed by traditional engineering risk wsial processes. Chapters two through
four discuss the literature review and benchmarlkangjudgment and decision making,
risk analysis processes, and uncertainty modebnghfe three research questions, listed
again below.

1. Is it possible to harness the act of human judgnam use it as a
conceptual design decision aid for an aerospaderaydesign?

2. Do any systems or methods currently exist thatatite user’s judgment to make
decisions in the beginning stages of conceptuagd@3/Nhile using a risk-benefit
type of approach?

3. How do we deal with uncertainty in the early phasfedesign when doing a risk-
benefit analysis?

Research question one attempted to understand boplgpmake decisions and
the effect judgment has on a decision making psycas well as how that judgment can
be used in a design process to analyze risk arat ddgtision making metrics. Research
guestion two benchmarks current risk assessmenhauet used in the aerospace
engineering field and elsewhere, while researctstipre five outlines probabilistic and

scenario-based decision making processes for dealth uncertainty.

5.1 Process Goal

Observations about changing times and decision mgarocedures outlined in
Chapter 1 led to the development of an overallaedegoal: create a process that allows

for the examination, for the purpose of decisionkimg, of technical and economic
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objectives, as well as programmatic risk and risktiol and mitigation strategies, for use
by engineers at the conceptual design level. “Redinmovation is delivered by program
managers who embrace risk rather than shunningtanty. Risk free development can
only lead aerospace into becoming a sunset indugtallopy 2003). Traditional risk
analysis techniques in engineering explore technisla and some economic risk, but do
not explore the effects of other types of prograimm@sk. Like the program managers
Callopy mentions, engineers also need to embragetoi support and aid the program
managers who will lead the aerospace field in tiiéc2ntury.

Many engineering risk analysis methods have simd#taps, such as those
illustrated in Figure 21. These steps are found,same form, in the DoD Risk
Management Guide (“Risk Management Guide for...” 20@6e NASA PRA Guide

(Goldberg et al. 1994) and other IPT risk managemetess guides.

Risk How Are Things Going?
e . * Communicate risks to all
Identification . . affected parties
« Monitor risk plans
What Can Go W R Risk * Review regular status
at Can Go Wrong? updates
« Proposed changes Analysis P
- Staffing
- Process ) . Risk
- Design How Big Is the Risk? Mitigation
- Supplier * Likelihood Planning
« Transition to production : Zc;fsét;lﬁ:sonsequences
checklists : P
* Test failures - Cost How Can You Reduce Mitigation Pl?n
« Expectation Shortfalls - Sched_ule the Risk? Implementation
« Failure To Perform - T‘?Chn'ca|_ « Avoidby eliminating the ri
« Negative trends * ldentify the ”5_k 'eV‘?| cause and/or consequence How Can the Mitigation Plan
« Issues list from the 5x5 risk grid « Controlthe cause or Be Implemented?
« ...And more consequence « Determine what planning,
« Transferthe risk budget, and requirements
« Assumehe risk level and changes are needed
continue on current plan * Review with management
e ...And more and the customer

« Incorporate the changes
¢ Implement the plan

| Simple Process Steps Are Common to Different Organizational Risk Management Practices I

Figure 21: Sample Generic Risk Management ProcesSKalamera 1998)

The procedure contains five main steps, each withesfurther explanation for their
usefulness. The risk identification step is thetfstep, and it involves understanding the

problem well enough to identify what can go wroAger risks have been identified, the
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risk is analyzed to find out how significant it [Enecessary, risk mitigation planning and
then implementation are carried out. The process titerates back through a risk
tracking process to continually update; as timesgm® more risks may be identified or
new information becomes available for use in tek analysis.

Many other risk analysis methods use a similaccgss. For engineering risk
analyses, such as those benchmarked in Chaptask3jdentification, analysis, and
mitigation, with iteration between the steps, isnooon. While this type of risk analysis
works very well for technological risk at the enggming level, particularly that of the
cost, schedule and performance variety, it fares igell when it comes to identifying
higher-level political, economic, and social risknese analyses are not designed to
identify risks that cannot be mitigated or conedllby engineering design, and were not
designed to allow for the examination of differéppes of future scenarios. The risk
analysis process laid out in Figure 21 asks laysaoueasy to follow process; however,
for this problem a different implementation is nesazry to analyze a slightly different set
of risks.

While the previous paragraph discussed, briefly, atwirisk assessment
methodologies exist today, what is wanted for thésv methodology should also be
discussed. As mentioned earlier, there is risk@asal not only with meeting technical
objectives, there is also risk associated with gwditical, social, economic, and
employment operational environment. A new technithat allows for the examination
of these risks would help to fill a gap that existigurrent engineering risk analyses, and
allow engineers to examine another set of risks t@en affect engineering project
outcomes. A risk analysis that takes into accouinbfathese factors and allows for
tradeoffs to be made between risk mitigation sgiaeand different economic conditions
would be an asset to the decision making procesadding information and helping to

create a system that is robust to changes in etteperating environment.
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The next step was to figure out how to reach tbil,gso research questions one
through five were used to benchmark existing preegsnd ideas for use. However, no
existing method met all the qualifications for agess that this author needed:

= Evaluating uncertainty from technical, economic gudicy sources over a

product’s life cycle

= Using quantitative and qualitative information

= Containing a risk mitigation model that allows game-playing and tradeoffs

= Providing information in a way that is intuitive touman thinking and

understands the human as final arbitrator
Many of the methods and processes outlined abovasonge of the qualifications, but all
were deficient. Since this is the case, a new ntethast be developed to meet all the

outlined goals.

5.2 Hypotheses

One overarching research statement and three hagegtiwere created to attempt
to address the overall research goals. These hggethwere derived based upon the
answers to research questions one through threepilitpose of these hypotheses is to
determine what analyses or processes are necéssamBate a rigorous risk analysis and
mitigation process and to allow for structured itegtand comparison of the developed
process with existing processes or other optiondifterent pieces of the process.

The overarching research statement following tseasch goal is as follows:

A systematic method can be developed to use huodament to assess

risks and benefits in the early design phases lafge-scale engineering

project.

This statement is derived from research questioesamd six. It states that it is possible
to create a systematic, repeatable, risk assessamdntnitigation methodology that can

be used during conceptual design. Even though mangeptual design parameters are
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uncertain and the customer’s wants, needs, andraorts may still be fluid, it is still
possible to create a repeatable process that ciuatefesign can support; the need for
such a risk management technique has been identiiieably by Walkovitz (1999).
Many conceptual design processes are systematiaepwhtable. However, there are
several implications of this statement. Since cphed design differs from project to
project—no two large-scale, complicated systems bawe the exact same set of
assumptions; there are too many differences to eaddrany process for use in
conceptual design must be adaptable to differestiesys. The process should work for
both military and civil systems and for aircraftjssile, ship, space, and other systems
with few modifications. Along the same lines, theqess must be flexible in how it can
be used: for example, different modeling and sitnata environments should work
within the process framework.

The first hypothesis is based on research questoe and two. Feasibility and
viability are necessary pieces of the business eastysis; however, decisions based
purely on these factors ignore consequence andrtaimdg. Future uncertainty and
potential consequences must be understood whemnndeteg what a project’s future
outcome will be.

Hypothesis 1: A risk analysis coupled with the ounte analysis will

allow consequences and uncertainty to permeatéulseess case and

increase information available for decision makivithout overwhelming

the decision maker.

Thus, a risk analysis is a necessary part of cdnaepesign, as per research question
two, and also stated by Callopy (2003) and Milled &essard (2001). As risk analysis is
a necessary part of design, it should be completadnanner that allows for comparison
and testing between different types of risk anaysedetermine which methods, or parts
of each method, are applicable to the current prablAs with the research statement

above, there are several ideas that are rolled thgs hypothesis. One such idea is that of
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judgment: as stated in previously, decision maksgherently a human activity and
therefore judgment based. Judgment-based decisakingrand not overwhelming the
human decision maker links from research questwao. tAnother such idea is that
feasibility and viability are important parts ofetldecision making process. The roles of
feasibility and viability are discussed in Chapierboth are important factors in the
decision making process, and a risk analysis, with uncertainty and decision
consequence models, is also a necessary piece détlision making process.

Hypothesis two is based background informatiorhgad in Chapter 1 and
research question one. Quantitative and qualitatifermation with differing degrees of
uncertainty will be available; however, many traahal decision making methods require
guantitative information that has a high decree ceftainty. Unfortunately, this
information is not always available; often, botlpag of information are available with
varying degrees of fidelity. In risk analysis prefs, as much information as possible
should be used to produce the most accurate result.

Hypothesis 2: Both qualitative and quantitativeomfiation are available

and can be used in decision making; the abilityuse both types of

information increases the number of applications #o risk-benefit

analysis without overwhelming a human decision make
This hypothesis states that different types ofrimiation are available for use in decision
making during conceptual design. Human decisionarsakan use both quantitative and
gualitative information for decision making (ArthLi®94, Larichev and Brown 2000), so
all relevant information available should be usedhie extent that its quality allows. The
investigation following research question one, lma@ter 2, backs up this assertion. Also,
as stated in Chapter 1, in the earlier stages nfamual design, information about the
design is often qualitative and information aboustomer requirements and preferences
can be either qualitative or quantitative. Sincethbguantitative and qualitative

information is available, any risk and cost ana\yand risk mitigation process should use
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both types of information. The ability to use bdypes of information will increase the

applicability of the developed process, thus engicmore people to use it. As more
people use it and understand how it works, moreleewill believe the results and feel

more inclined to use it again. Also, the abilityuse both quantitative and qualitative
information means that the developed risk analgsig mitigation process can be
completed with differing levels of fidelity. It cdme completed early on in the conceptual
design process and then more information can bedadd it becomes available later in
the design process.

There are also some assumptions intrinsic to thypothesis. One such
assumption is that the data provided is relevast, that it is actually useful to the
decision maker. As some information is useful teaision maker and some is not, not
all data should be assumed to be useful. The digimbetween useful and useless data
can be difficult; however, it should be decided mas quickly as possible. Some metrics
for making that decision can include the custoneguirements and industry metrics of
interest. Another assumption is that the data albkelis correct. Doing an analysis with
incorrect data has the potential to lead to inanresults.

Hypothesis three is based on research questi@e.ttyncertainty is a part of
conceptual design. There are changing requiremdasgns, and analyses that need to
be understood from the design perspective, and ther existing tools that help keep
track of design and analysis code changes. Froskaerspective, uncertainty takes the
form of changing or evolving requirements and utaety in future predictions and
calculations. Traditional probabilistic analysishiew uncertainty is dealt with today in
engineering risk analyses; however, this type @flyais provides little traceability and it
is difficult to assess its accuracy. A method frawvides better traceability is necessary.

Hypothesis 3: Too much uncertainty can render & ranalysis

meaningless; the use of future scenarios can bonoertainty and tie it to

specific circumstances.
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This hypothesis states that a risk analysis needg sort of future uncertainty model.
Research question five asks how to handle uncéytaiaring conceptual design. The
current method to handle uncertainty is a probstilianalysis. An emerging method,
that this author intends to use, is scenario-basedysis. A detailed explanation of this
method is given in Chapter 4. Too much uncertam&kes a risk analysis difficult to use
for decision making. With very large uncertaintidscan be difficult or impossible to
distinguish between different design options, seciglen making becomes no more
meaningful than throwing darts. Being able to dgtiish between options, however,
allows for meaningful comparisons for decision makpurposes. While scenario based
analysis does not guarantee to limit uncertaintghsthat otherwise indistinguishable
design options become distinguishable, it will bepful in tracking uncertainty and
understanding where it comes from (Shoemaker 1B8/erol 2001). Scenarios add a
level of traceability to uncertainty modeling th& missing in more traditional
probabilistic analysis.

This research statement and these three hypothesdbhe backbone of the risk
analysis method proposed in the next section. Thggetheses, along with the research
guestions from Chapters 2 through 4, have laidtbatproblem at hand and pointed

toward a solution.

5.3 Proposed Method

The method to be proposed looks, on the surfd@emany other engineering risk
analysis methods, but it is setup to fill in thegdisted in Section 5.1 and evaluate the
hypotheses listed in Section 5.2. The process migtreeeds to meet these requirements,
it should also be useful to the decision makeroider to be useful, a newly created
decision making process for this problem shouldhgéofollowing things:

1. Be a systematic, transparent process (Saaty 1982)

2. Be simple to construct (Saaty 1982)
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. Take into account both risk and monetary and perémice outcomes
. Allow for comparison of both risks and outcomes

. Show what risks have the largest impact

3
4
5
6. Show risks and benefits across different scenarios

7. Be completable at differing levels of fidelity

8. Allow a human to determine level of acceptable risk

9. Present information so human expert can make @ecisi

10.Be natural to our intuition and thinking (Saaty 298

11.Encourage compromise and consensus building (3883)
The top two items on the above list are very imguartVery few people will want to use
a process they do not think they understand foisaetmaking purposes. Also, since the
process can be used during conceptual design ahadthyengineering and management
personnel, it should be easy and quick to consandtuse and quick to update. The next
four bullets have been discussed previously; sthiseis a risk assessment and decision
making process, it makes sense that risks and edomautcomes should be compared
between design solutions and across different sicend-or the next bullet, conceptual
design involves ever-increasing levels of fidekty a project progresses. The ability to
update a risk assessment with new informationiieal. The last four points have to do
with decision making. As demonstrated earlier, hosmaake important design decisions,
so presenting information in such a way that a huroan make a decision is very
important. Since decisions are often made in groageer than by individuals, a process
that is natural to our intuition and encouragesseosus building rather than one that
needs to be constantly explained and encouragamargs will probably work better.

The risk analysis and mitigation process creatsthgu the above research

guestions and hypotheses is outlined in FigureTB2. process itself is hypothesized to
address the gaps in traditional risk analysis @m®ee identified during the literature

review. It has three focus areas containing a tiftalght steps.
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4 Problem Setup
Step 1: Establish the Need

Step 2: Scenario Development

Step 3: Identify Solution Alternatives

er 4: Uncertainty and Risk Identificatio

4 1
4 Modeling and Simulation )
Step 5: Alternative Solution Modeling

Step 6: Uncertainty Quantification

Step 7: Risk Assessment

Qtep 8: Risk Mitigation )
[ Decision Support ]

Figure 22: Risk Analysis and Mitigation Process

Most risk analysis processes contain similar stepsl, this one is no exception. Risk
identification, analysis, and mitigation are prasarthe new process. The new process is
designed to be familiar for people working in thekranalysis and systems engineering
fields. Like a traditional IPPD process, the rislalysis process begins with establishing
a need for a new system. Included in step 1 ofhtdwe process is also problem definition
and the determination of metrics to be used forstmt making. These metrics will
include a measure of risk as well as systems pagnce and economic metrics specific
to the problem being evaluated. The goal of thmcess is to aid in the creation of a
robust design solution, so the important applicegiof this process will fall into robust
design assessment in the traditional systems esngigeprocess.

The gaps listed earlier are being addressed byptbicess. Risks are identified for
technical, economic, political, and social uncettias in step 3 and evaluated in steps 6

and 7. Any type of information can be used throughbe design process. The decision
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support framework contains a mitigation process Wik allow for tradeoffs and the goal
of decision support is to provide information foethuman to make a final decision.

The overall research statement is the process hhsedeveloped method is
systematic and explicitly uses human judgment @scésion making process. Hypothesis
one states that both a risk and (monetary) outcanadysis are necessary pieces of the
business case; both are modeled in this procestes 5 and 7, respectively. Hypothesis
two states that both qualitative and quantitativermation should be used in decision
making. This hypothesis is more difficult to linkrettly into the process; however, the
modeling and simulation steps are tailored to recdioth quantitative and qualitative
input, and the risk analysis is set up to be cotedlequalitatively, as numerical
probabilities will be difficult to determine at thstage of design. Hypothesis three can be
explicitly linked to the process in step 4 and tlyloout the modeling and simulation
steps.

The base for this process comes from the genisticanalysis process laid out
earlier. Risk identification is the first step.time developed process, because this analysis
takes place early in the design process, stepsoligh 3 in the problem setup take place
before risk identification. In more traditional $gms engineering processes, steps 1 and
3 can be referred to as the problem and solutiorceqat identification steps (Dieter
2000). As with systems engineering, these steplidacunderstanding the customer
requirements and developing solution conceptsrttagt to those customer requirements.

Step 2 in the process is unigue in engineering ais&lysis processes. Scenario
development, in this case, means creating a qaaaosible future scenarios to use for the
examination of the assumptions determined in tlegipus step. Since these assumptions
are good for a limited number of futures, they stidae examined over a broad set of
possible futures to determine the risk associatgd mot meeting them. The scenario

development step was not found in the traditiongireering risk analyses examined.
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The risk identification step seen in traditionagkrianalysis processes here is
similar to step 4 of the process: uncertainty amsk ridentification. While risk
identification usually involves only trying to idify potential risks, this step involves
identifying the assumptions that engineers, marsagerd board of directors have about
this design, and then the uncertainties in thoseiraptions. While in traditional risk
analysis the gquestion is “What can go wrong?,’gtestion here is “What do we assume
will happen? And what happens if those assumptemesincorrect?” The tracing of
assumptions about future political, social, ecormand employment situations is not
found in traditional risk analysis processes; hosveanalyzing these risks is similar to
the creation of a functional hazard assessmerd fafety and/or reliability analysis. In
an FHA, the system is broken down into functiond andetermination is made about
what could go wrong with each function (“ARP 4761996). A similar process is
completed in step 4: assumptions about the systectibns are identified and potential
problems in the form of uncertainties associatedh whose assumptions are also
identified.

For the modeling and simulation focus area, thésgssare generally correlated
with the risk analysis and mitigation steps in ottigk analysis and mitigation plans. The
solution modeling step is most closely relatedytsteams engineering concept modeling
steps, but also part of risk analysis, since tlearebe no risk analysis without a concept
model. The risk modeling and assessment stepsjareadent to the risk analysis step in
the traditional plan. The risk modeling step, ualikaditional risk modeling steps,
determines how each uncertainty will affect theiatkdes being used to model the
systems. The risk assessment step contains aaisklation that is different from the
traditional calculations: it is more intuitive toumman thinking and weights high-
consequence outcomes more heavily than low-consequeutcomes. Using a more
intuitive scale allows for more realistic tradeof®d, is not found in engineering

analyses. The risk mitigation step, step eighggsivalent to the risk mitigation planning
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step in the traditional process. The final stethnew risk analysis plan is the decision
support setup. Decision support will take the fafan interactive interface that allows
for risk mitigation tradeoffs to be made on-the-fAn environment that supports risk
mitigation and analysis tradeoffs and allows foamination of assumptions in real-time
is unusual and is not present in other risk analys@other unique aspect of this risk
analysis is that it is designed to be completedldquiand updated equally quickly for use

during conceptual design as plans rapidly evolve.

5.3.1 Problem Setup

The first focus area for the proposed risk analgsid mitigation process is the
problem setup area, illustrated in Figure 23. Tbisus area involves four steps, from
establishing the need for a new system throughrtaingy and risk identification. These
steps will be described in greater detail in thetieur sub-sections; the purpose of this
section is to understand how these steps are rieliied. These four steps are lumped
into the area of problem setup due to the iterabemveen them and they are all related to
setting up the problem for the modeling and simoitafocus area, to be described in

Section 5.3.2, below.

4 Problem Setup \
Step 1: Establish the Need

Step 2: Scenario Development

Step 3: Identify Solution Alternatives

Qtep 4: Uncertainty and Risk Identificatiy

Figure 23: Problem Setup Process
The first step in the problem setup is establishiregneed for a new system. This
step is very important and often takes the longes of all the steps, since it involves
gathering and collating information from a varietiysources, A good understanding of

the problem allows for potential design solutionsbe easily generated and for those
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solutions to fit into the context of the problermhére is a weak feedback loop between
steps one, two, and three: as new information besoavailable, new scenarios can be
generated, new problem solutions can be createdo&whdnes can be discarded as
necessary.

After a market need and high level requirementsaf new system have been
established, future scenarios are developed, ealudiiternatives are identified and
potential risks are identified. There is extend®edback between these three steps, as
the scenarios will drive the solution alternativeesd risk identification, but the risk
identification may identify some deficiencies iretbcenarios.

As the first focus area for the risk analysis ps%; the outputs of the problem
setup process become the inputs into focus area tweo modeling and simulation
process. The outputs of the problem setup inclbeepbtential design solutions to be
examined, a list of assumptions and risks for ebesign solution, and a set of scenarios

to be modeled for completion of the risk analysis.

5.3.1.1 Establish the Need

Establishing the need is the first step in thk asalysis and mitigation process,
and also the first step in the problem setup f@res. While it is listed as the first step in
most design processes, in reality, establishing ntleed, including defining and
understanding the problem, weaves its way througtial entire design process, from
conceptual design to detailed design, and theniraged throughout manufacturing and
operations and support. Therefore, while it is rdsingenuous have problem
understanding as part of the first step of thegieprocess, it is more correct to consider
it as the first, middle, and last step of the degigocess.

Establishing the need for a new system includasnieg everything possible
about a problem. Generally, this process is begitim tlve identification of a problem,

need for change, etc. Sometimes a customer idenafiproblem or shortcoming with an
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existing system and requests a new or updatednsystecorrect said problem. Other
times, the problem or shortcoming is identified &y end-user and brought to the
attention of the product manufacturer. Sometimés, problem is identified by the
manufacturer himself, and solved internally.

Problem identification can take many forms. Fomeosystems, it is relatively
straightforward with specific performance parametdfor example, an airframer and
group of airlines determine that there is a maf&eta new commercial aircraft that fits
into the current airport and air traffic control sggms, will meet near-future
(approximately 20 year time-span) noise and emissigiandards, and is less costly to
operate than existing aircraft, but carries a largmber of people and can travel 10,000
nmi nonstop. Such a system may be difficult to glesand build; however, the
performance envelope is well-defined. For a mitsystem, specific performance goals
may be determined based on intelligence aboutdnreystems. For example, there may
be a requirement for a new military system to tkdaster or have a smaller turning
radius than a foreign system which could be a piatiethreat. The performance goals for
this system are defined, but the solution spacedse open-ended than for the previous
example of the commercial aircraft, since, althobgith systems must fit into existing
infrastructure, there are fewer regulatory requenta to satisfy for military systems.

In some instances, problem identification does moime with specific
performance goals attached to it. Sometimes theblgmo is as simple, and as
complicated, as a customer wanting a better sydtethis case, and very possibly in the
cases cited in the previous paragraph, there wédrto be some requirements elicitation
and translation in order to gain a better undedstanof the problem. There are tools that
can aid in this process and will be very usefultle endeavor to translate fuzzy
requirements like into performance and economiainget

While the system requirements, or needs, are eldfithe system wants should be

defined also. While the customer or end-user validha list of requirements, there will
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probably also be some desirements, or wants, @lsse will be metrics or functions that
the customer would like to see in the system, baitld/be willing to forego or trade off.

It is very important to note that requirements aedirements will change as a
project moves forward in time and along the desigmedule. It is important to keep up
with these changes and to continually update aolg tr processes in use to reflect these
changes. Changes to this stage of the risk anafpysisess also need to be moved
downstream: if any changes are made here in step siaps 2 through 8 should be
carefully gone over to make sure that no changed teebe made there, also.

One way to anticipate changing requirements isuderstand not only the
problem itself, but also the background relatingtihe problem. Understanding the
context in which the problem was first identifieadathe context in which the system will
ultimately perform will help the system designeibtdter anticipate the requirements and
desirements changes that are bound to occur. Uaddisg the context can involve a
large amount of background research. It includederstanding what is currently
happening in the industry that the system is tddesloped for as well as what direction
the industry is likely to go in the future. For cplex, costly systems, it also includes
understanding current and predicting future ecowrooanditions of the customer, the
industry, and any other major players or supplias,well as the general economic
condition of major world powers.

Learning about an industry and the direction gitsng should be relatively easy
for a designer who works in a specific industryaBiag industry-specific journals and/or
professional society newsletters should inform thesigner what different industry
experts believe the future of the industry will Bedictions about specific companies
are also easy to come by for some industries, qudatly those like the aerospace
industry where there are only a few major companiesarning about the general
economic state of the world is more challengingpuPar newspapers and magazines, are

a good source of general news about the stateedfl§1economy and important national
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and international developments. International nevagazine and newspapers should also
be read. For purely economic news and future ptieds, publications such d8he Wall
Street Journaland The Economisican give global perspectives on economic news.
Publications such as these also provide experedigtions of the state of different
economies and industries for the future.

In general, the problem understanding step of risk analysis process is
analogous to the problem definition of most congaptesign processes, with a few
additional requirements. It is a time-consuming cpss that needs to be initially
completed before any design work is done and themtirmally updated as new

information becomes available throughout the depigicess.

5.3.1.2 Scenario Development

The second step in the process is scenario develapMhile this is listed as the
second step in this risk analysis process, thesgyisficant iteration between steps two,
three, and four, and these steps will not be cotaglserially.

The scenario development step involves creatingeoerating different plausible
future scenarios. A limited number of scenarios geaerated: a minimum of three is
probably required to effectively bound uncertairttyt two can be used if sufficiently
different (Ringland 1998); more can be generatgmdding on the need. Since the future
is unpredictable, the purpose of this step is tanblothe future uncertainty, not to
determine precisely what will happen in ten, fifteer twenty years. Scenarios can be as
detailed as necessary, but should leave room fomedaterpretation. The scenarios can
be as mundane or as exciting as necessary, buldsftoail predict future calamities or
future prosperity for everyone. A good rule of tHum to do a “best case”™—prosperity
for all, world peace, great scientific breakthrosighnable worldwide sustainable
development, etc—along with a “worst case” and sdvmore likely scenarios that fall

somewhere in between (Ahmed 2003, Fahey and Rat@@i). These scenarios are not
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intended to be fully specified; variable specificatwill take place in the second focus
area of the process.

The question, of course, is how to determine vilvatfuture scenarios should be
like. This is a complicated question without a waqight answer, and will be left up to
the judgment of the decision maker. There are s¢ways to determine future scenarios,
some of which were discussed in Section 4.2.1. @Wag to create scenarios, and the
easiest way to defend the created scenarios, isdéoexpert opinions. Finding these
opinions involves either talking to the experts dwing background research and
understanding of how the opinions were generatew Would need to understand not
only the politics, economics, and technology depelent native to his field, but also
those at the local, national, and global scaleait also take time to determine who the
experts are in many different fields and to explaheir work to those less
knowledgeable.

Since the goal of this process is that one doem®t to be a finance or marketing
manager to complete it, requiring months of redeaocrely entirely on expert opinion
for scenario creation will be difficult to implemei\nother way to create scenarios is to
poll local experts, that is, creation by committegher with each committee member
creating his own scenario or with the entire coresitcreating a set of scenarios. The
advantage of having a committee create scenari@s aa individual is that in a
committee, no one person’s opinions should domitreescenario creation process.

For traditional scenario creation with one besecasme worst case, and several
more likely cases, decision makers should agremilistance on the best and worst case
scenarios and should agree in spirit on what citss a plausible future; however,
different people will create different scenarios. Jather information for plausible future
scenarios, the creators should have a good knowledgthe recent history of the
aerospace industry in particular and the economgeneral. The creators should be

keeping up with the current events and what otleditigians and economists predict for
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the future. The scenario(s) should reflect a varétpotential futures and be based on the
current state of things and the recent past. Giah much design is completed by
committee, scenarios will probably be generatec¢tdiymittee as well. In this case, the
committee can agree on what aspects of the fuaale scenario should address, and then
each member of the design committee can createehisivn plausible future scenario.
When each committee member has created a scetiiopmmittee can then generate a
best and a worst case scenario, and determinecémarso likelihoods of occurrence. In
general, the best and worst case scenarios hawe k&kelihood of occurrence, while the
scenarios generated by each committee memberaviél b higher likelihood.

There are methods available to aid in scenariotioreasome of which were
explained in Chapter 5. The six-step process ligte8ection 5.2.1 is a good outline to
follow since many scenario creation processes iangas. Almost all scenario creation
processes involve determining which aspects offiire one wants to examine. One
way to determine the factors to examine is throagbrainstorming session. After the
brainstorming session, those factors can be patannatrix and that matrix, with some
external logic applied to it, can be used to spgestenarios. External logic can take the
form of committee or expert opinions or an impaetnx that determines the interactions
between the factors in the matrix.

An example matrix of alternatives for scenario ticeuis illustrated in Figure 24.
This matrix of alternatives takes into account ¢ésenomy, employment, transportation,
government, international relations, the environtnéousing, education, and leisure.
The matrix of alternatives can be created basednynfactors that the decision makers
think are important to specify for the future. Trnatrix of alternatives does not, by itself,
specify future scenarios; however, it does alloa/gbhenario creators to see whether their
scenarios are different enough to take into accomanty plausible futures. As illustrated
in Figure 24, the combinatorial space for futurerszio creation is almost unlimited; this

matrix has 7.3*1% possibilities.

97



Other scenario generation tools are availablemAaler matrix of alternatives can
be created that examines only the major factoes seenario, and then the scenarios are
wound around a few overriding factors instead ginty to specify everything about a
future. For example, major drivers that affect coeneral aviation include the cost of
fuel, the number of leisure and business travelarsgy governmental and airport
regulations, so future scenarios should specifgahactors. This technique allows for the
examination of a set of plausible futures and atsdxes certain that the major factors in
each scenario are clearly delineated. Again, deteion of the major factors for
scenario creation can be completed by expert caeenttr by polling industry experts, if
possible.

Another way to create scenarios is completelyfémpe. Each scenario generation
committee member creates a scenario or set of soesnwithout input from the
committee, or with minimal committee input. Scenarcreated in this manner will likely
be more disparate than scenarios created in othenens, since different people will

think different aspects of the future are important
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5.3.1.3 Alternative Solution Development

After the problem has been researched and defasethoroughly as possible
given time and personnel constraints, potentiaitswi alternatives should be identified.
There are various ways to identify potential salng, but the most popular begins with
brainstorming. A brainstorming session or sessiocas be done in a group or
individually. Individual brainstorming sessions eftare completed more quickly than
group brainstorming sessions; however, a groupisessay generate more ideas,
resulting in a larger solution space. Having a grmstead of an individual complete the
brainstorming phase of solution development cao gievent one person’s thoughts
from dominating the identified solution space, siras much of the solutions space as
possible should be examined.

When brainstorming, it is important to understéimel problem, as outlined in the
previous section. While developing and understapdirthe problem, it is also important
to know whether this problem has been identifiefbtee and, if so, what solutions were
identified previously and why did those solutioas.f

During brainstorming, it is important that as mamutions as possible, no matter
how unusual or outlandish, be identified. Practimainstorming limits will depend on
the time and number of participants available. At# ideas are generated, each idea
should be discussed and evaluated qualitativelguantitatively, if time is available, for
feasibility and viability purposes. If ideas werengrated by a group or team, this process
can take place in a group discussion. Project talesand potential technology
development should be taken into account when giéicg the feasibility and viability of
potential solutions. It is important that all memgén the discussion group be offered
time to air an opinion on the matter of feasibildagd viability for each solution; the
person who has the strongest will shouldn’t bevatid to dominate the conversation or

have his opinion better represented than otheraieder, the person who knows the most
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about the idea (most likely the person who gendréjeshould be given the chance to
explain the solution idea and discuss any critisism

Feasibility and viability determination is a judgmieon the part of the group
making the downselection decisions. In a qualiasense, which is generally how this
step will be completed, feasibility is determineg ctommittee consensus. In general,
evolutionary solutions will likely be feasible, vidirevolutionary solutions will require
more thought to determine feasibility. Product fiedisy includes the ability to design,
build, and maintain the system in the timeframalakbe. This is a judgment on the part
of the design committee, but this committee shaddtain engineering designers and
manufacturing experts who are able to make thigrdenation. Therefore, if a new
solution alternative must be working in seven yehus the technology required to create
that alternative is 10-12 years away, that is drasible alternative. If there is some
guestion as to whether a solution will be feasiliienay be best to not discard that
solution, but to save it for further examination.

Viability can be more difficult for an engineerigigsign committee to determine.
If possible, a business or marketing expert cap nehke this determination based on
projections of the number of units sold, manufaotyand maintenance costs. If that is
not possible, a best guess approach using a nuofleperts in the field can help to
accurately determine viability.

After infeasible and non-viable solutions are ctgd, the number of solutions left
must be taken into account. If there are few en@gihitions to examine given the time
constraints for a particular project, no other dsaaction must be completed. If,
however, there are more solutions than can be ewan the given time allotted, then
another set of downselections must take place.r@tie¢hods of solution downselection
are not as cut and dry as the use of feasibility \aability. These methods also involve
judgment and such judgment can be more difficuldébcument than that involved in

feasibility and viability determination.

101



One method that can be used for downselectioniiasahe elimination of out-
of-the-box design solutions. Since most peoplerigieaverse (Slovic 2000), and more
likely to use a solution based upon existing cotgegliminating revolutionary solutions
in favor of evolutionally ones is a valid downsdien process. Unfortunately, no
revolutionary solutions would ever emerge if evemwyochose this method of
downselection. Another method of downselectiong idetermine feasibility and viability
on a sliding scale and eliminate solutions untdrénare few enough to examine. This
method can produce the same results as the premetisod; however, it is easier to
track assumptions through this method, and easieedurrect potential solutions at a
later date if necessary.

There is a feedback loop between this step, theigus one, and the following
one. As alternative solutions are generated, it beyliscovered that some parts of the
scenarios need to be better specified; afterwhedsolution space my need to be updated

and more or different potential solutions may neelde examined.

5.3.1.4 Risk Identification

Once it has been decided which solutions to exarmmnfurther detail, the next
step is the risk identification step. This stepaésatexplicitly listing the assumptions
inherent in each solution and then listing anygigkat are present if those assumptions
are not met and any other risks that can be idedtif

The purpose of this step in the analysis proceds identify assumptions about
the future and uncertainties associated with mgebn not meeting, those assumptions.
These uncertainties, if there are consequencesttoneeting the assumptions, lead to
risk. Listing out assumptions about what the futwik constitute is difficult, since many
of these assumptions are taken for granted. Géyerahen the solutions are first
devised, a rosy future is assumed: everything gollaccording to plan. All necessary

technologies will be available at the right timedanill have the desired impact, any
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necessary aid from a government source will belabla at the right time with the
necessary money, the projected market will benytl@ing, an underestimate, etc.

This step can be completed in several differentsvdhe assumptions can be
listed in the order they are though of or, in sarases, talked about in the previous step.
It is also possible to complete this step in a nmaethodical way: to list assumptions
falling in categories, rather than completing agldist. There are many different sets of
categories for examining risk, such as those pexidy Haimes (2004) and Porter and
Hewitson (2005). A set of five categories, liste@ldw, is chosen based on
recommendations by Schwartz (2004): “[Clorporateislen making has an economic
component, a social component, and a personalitypooent.” Based on his assertion,
and the knowledge that technology development paggnificant role in the aerospace
industry, the five categories were chosen to opetti@se components.

* Technology

* Government

*  Employment

 Economy

* Culture
These assumption categories are not exhaustiveeug as a representation of where the
majority of assumptions will fall for each solution

Technological assumptions can affect both feagpiliand viability.
Representative technological assumptions would udel those associated with
performance, schedule and cost. Performance assusphcludes the assumption that
the system will perform according to specificatiolasd out before the system is
designed. There are assumptions associated wittrdiext schedule, including deadlines
and certification plan timelines, while cost asstions include falling within budgetary

guidelines and being able to deliver the promisedgomance for a promised cost.
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Technological assumptions can be collated and sesdder each technology individually
or collectively, but are analyzed only at a highelan this risk analysis process.

Assumptions about government and politics, likehiécal assumptions, are
associated with both feasibility and viability. Assptions covering government and
politics can refer to any of local, state, and fatlgovernments along with national and
international industry-governing bodies. Governmkassumptions include things such
as health and safety regulations, which can mantfesmselves at the local, state or
national level and assumptions associated withtiaggacertifying and maintaining
facilities, that manifest themselves predominaatiythe local and state levels. Some of
these assumptions will involve local and state comity and political relations. State
and local governments are often receptive to jelatoon and facilities building; however,
there are still a myriad of regulations to consjidearticularly if a company plans on
using hazardous materials or running a plant far twthree shifts. These are generally
viability concerns, but hazardous materials procuet and use may pose a feasibility
concern also.

On the federal and international level, there amifecations and regulations that
need to be met before the aircraft can fly. Assuongt associated with both aircraft
certifications and other regulations will includeneline and other requirements for
certification and meeting regulations. Not meetihg requirements can be a feasibility
problem, while the manifestations of not meeting tlequirements or timelines are
impacts to viability since the aircraft is not iargice for the projected amount of time.
These requirements and timelines are generallyesgt early in the design process, so
small changes to them can have large impacts. Sied#ication requirements and
timelines are usually known before the design isnthed, a simple brainstorming
session should be able to determine many of govemtahand political assumptions.

Assumptions about employment are more difficulidentify and analyze, and

they generally impact viability. These assumptioasa include the availability and cost
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of labor, as well as the possibility of long-terronk interruptions. Worker availability is
often taken for granted; however, if specially lekil workers are needed and those
workers are close to retirement age, finding neileskemployees can be a challenge,
and a shortage of workers will drive up labor co€tther factors that affect worker cost
include overhead and benefits. Healthcare benr®ie become more expensive in recent
years, and a future spike in benefits could in@eamployee costs. Along with worker
availability and cost, companies must worry aboudrkwvinterruptions created by
employees. Long-term work disruptions cost a congpamgreat deal of money, both in
legal costs and lost opportunity costs. Long-terrmarkwinterruptions instigated by
employees are rare but are a risk nonetheless.eTéred other employment risks are
difficult to identify and even more difficult to atyze. Brainstorming is an acceptable
way to identify these assumptions, but it may dentify any event that hasn’t happened
yet, so identifying all employment assumptions bardifficult.

There are many assumptions about the economy kergjethat are built into each
solution. Economic assumptions impact viabilityoBomic assumptions include meeting
sales goals or having an anticipated borrowing posresunk cost. Many economic
factors are assumed and most of these factors iffreultl to predict. While many
assumptions, such as interest rates, are appareeven lay economists, it is more
difficult to accurately predict how these factorgsl whange in the future. For example,
aircraft manufacturers today complete 20 year nmask#ooks; predicting how each of
these factors will change in the next 20 years &y vdifficult. Technological,
governmental, and employment assumptions can bftegpredicted beforehand and their
risks possibly mitigated, economic catastropheghsas stock market crashes, can
happen almost overnight and, due to the long ragaume for these events, have long-
term consequences on a company creating a prodiict avtwenty year or longer
lifespan. Because economic changes manifest theesssb quickly, it is very important

to choose a solution that will be robust to chanigethese factors. If such a solution is
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not found, it is important to understand the cdodd that will create a non-viable
product so a company will be able to decreas®#sds.

The final source of assumptions from the list abaxe cultural assumptions, or,
more generally, the assumptions associated witlfiaittethat one must appeal to a group
of people who are going to use product. Culturabagtions include the things such as
people continuing to travel and the rate of tras@ftinuing to grow; however, there is
potential for both involuntary and voluntary traveductions in the future. Such travel
interruptions are a concern for aerospace compamezting commercial aircraft since
much of their revenue is derived, albeit indirectlyom the traveling public. Other
concerns centering on the traveling public incltlde possibility of aircraft purchasing
interruptions. Other cultural considerations inéulde assumptions associated with doing
business in foreign countries. These companiesalgti need to understand the dynamics
of negotiating with foreign governments and empigyforeign workers in their home
country.

Once the assumptions are identified the risks #s®ocwith not meeting these
assumptions should be identified. For technologissumptions, technology evaluation
tools such as Technology Impact Forecasting (TIR) &echnology Identification,
Evaluation and Selection (TIES) can be used to iaeptify technological risk if enough
information is available for the technologies andgoams (Kirby 2002). If too little
information is available to use TIES or TIF, mongalitative methods must be used to
identify any other areas of risk. For other assuomgt those related to governmental or
political practices, cultural practices, employmemt the economy, those risks can be
identified by examining the assumptions in eaclegarty.

These risk areas are meant to represent diffeenpal and possible risks that
aerospace companies will encounter when desigrandafge-scale, long time-length
projects. The use of these risk categories, anc#rers that are pertinent, should help to

increase the decision maker’s understanding of naaegs of programmatic risk and help
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align decision makers with engineers, economistsraarketing experts. Obviously, the
future that is envisioned will have some bearingndrat assumptions are buried in each
solution. This problem is addressed by having didaek loop.

Steps two through four of the risk analysis andigatton process require
iteration. While creating future scenarios, a deaismaker may discover new
assumptions, risks, or potential feasibility andbility problems he didn’t realize before.
This iteration allows the decision maker to workotigh these two steps until he is
satisfied that the problem is captured to the exiest he is comfortable. In reality, this
iteration will probably be more messy and convalutean is illustrated, but it is an
important part of the process. The iteration stelpsito make this process dynamic and
the product easily modified when new informatiorses. It also helps enable the process

to be completed at differing levels of fidelity.

5.3.2 Modeling and Simulation

The second focus area of this process is the nmgdahd simulation area. Like
the problem setup focus area, it also contains feteps: solution modeling, risk
modeling, risk assessment, and risk mitigationwsho Figure 25. The modeling and
simulation steps take information from the problsetup steps and deliver information

that can be used in the decision support step®ptiocess.

( Modeling and Simulation \
Step 5: Alternative Solution Modeling

Step 6: Uncertainty Quantification

Step 7: Risk Assessment

er 8: Risk Mitigation )

Figure 25: Modeling and Simulation Focus Area

The information necessary from the previous stefudes the potential solution

options, the list of risks and assumptions, thecifige scenarios, and the information
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gathered about the problem. The first step in tloeleing and simulation focus area is
the alternative solution modeling step. In thispsteach solution is modeled by the
decision maker. Many modeling codes exist througlioel aerospace industry that allow
aircraft to be modeled.
The solution modeling step requires informatioonwlihe solution from step two.

Since the same solution model will also be usedherisk modeling and risk assessment
steps, the list of assumptions and their assocraékd as well as the list of scenarios and
their specifications are also necessary. The uaiogytquantification and risk assessment
steps use the same solution models created irothtosy modeling step; however, in this
step more information is applied to model and thssess each risk over the developed

scenarios.

5.3.2.1 Alternative Solution Modeling

The fifth step of the method is variable selectzoml scenario modeling. This is
an involved and important step that can be easiigled into four parts: the first part is
the determination of metrics of interest, the secqart is the solution modeling
procedure, the third part of this step is the \@eaelection process, while the fourth part
is the scenario modeling process. Variable seledtiwolves choosing the number and
type of variables to model while solution modelingolves using analysis tool to model
each solution and then building surrogate modelsngdortant parameters for each
solution.

The first thing one needs to understand abousohg&ion modeling process is that
it will depend on the tools available. Understagdihe design tools available can be a
time-consuming task; fortunately, there are oftempeets available to help with this
process. In order to determine the metrics of @dgrthe designer or decision maker
needs to understand what the design tool has thty &b model. While the same set of

metrics will not be used for every problem, it ilsely that the necessary metrics will
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include performance metrics, such as takeoff andlitey field lengths, noise and
emissions parameters, and fuel consumptions. Ecenametrics can include a
manufacturer and customer cashflow and/or net ptesdue.

The designer or decision maker needs to understenéldelity of the modeling
tools, particularly if different tools are requiremimodel different solutions. The designer
should understand which parts of the created swiutiodel will be very trustworthy and
which parts will still be very uncertain. The destg needs to understand which modules
in the model are applicable to his problem andfithelity of any extremely important
modules that will be involved in solution comparis@he designer and decision maker
must also understand differences between any nmadedols that will be used to model
different solutions. If modeling tools have diffegifidelity and/or different strengths and
weaknesses, decision makers will need to be awatieeadifferences when comparing
results between tools. Expert users of the desighdan provide significant insight into
the best way to model each solution alternativeehEsolution alternative model should
be run deterministically and the results shouldubderstood and then verified to the
extent that is possible before completing the oé#tis process.

While each solution model can be created detestitaily, a probabilistic model
is created to assess the solutions across scendanable selection is very important for
not only solution modeling, but also later for riskodeling and assessment. Variable
selection involves choosing which variables arededein order accurately assess the
system and still be able to calculate the riskefach scenario. Variable selection involves
a mapping process between the scenarios as theyrdien and the risks as they are
listed. Once the variables are identified, it cencbompleted in the form of a matrix, with
the list of risks on one axis and the list of vales on the other, as illustrated in Figure

26.
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Wariable 1 |Variable 2 [Vanable 3 |[Varahle 4 |Wariable 5 |Varable &

Risk1
Rigk2
Rigk3
Rigk4
Rigk 5
Riské
Rigk 7
Risk &
Risk®
Rigk 10
Rigk11
Rigk12
Rigk 13
Risk 14
Rigk 15
Fisk 16

Figure 26: Risk and Variable Mapping Matrix

It is important to determine what variables areilatée for use that are specified
in each scenario and affect the risks listed. Tinar to this question depends on a
variety of factors, including the analysis toolsgable and what variables they contain.
If the decision maker had the ability to model gtt@ing, the list of variables would be
almost endless. As it is, the decision maker musietstand the analysis tools available
to him and what variables those tools can undedstiangeneral, the decision maker will
want analysis tools that can handle and underdiatidtechnical and economic variables
and be able to model additional technologies amckige economics. While the decision
maker may not have tools available that can modedy¢hing he wants, he may be able
to modify his tools or post-process his resultsuirch a fashion that he can model the
solutions and risks he is interested in.

While there is no universal list of variables thatl model every risk one can
determine, there are some variables that can nabffefent types of risk. For technical
risk, technology variables can include weight réauncfactors on materials or systems
that can potentially be updated in the new desigmerformance increase factors, such
as drag reduction technology. The cost factorscatsal with using this new technology

can also be included. Economic variables can imcllmbor and materials costs,
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production rates, and the number of aircraft saisl,well as more global economic
variables including interest and inflation rates #me cost of fuel.

Choosing variables for models created using diffeanalysis tools presents a
more complex set of problems. Ideally, all of tbel$ used would have the same set of
variables to choose from for modeling purposes.odahately, this is seldom the case.
Sometimes different analysis tools present simikarable choices, so variables can be
worked out between the tools so each solution meaelbe created from a similar set of
variables. When this is not possible, or when aalyools have differing levels of
fidelity, variable selection may differ between w@n options. This case is not ideal,
since it means that direct comparison between isolubptions becomes much more
difficult.

Scenario modeling, like variable selection, alsmuires knowledge of the
analysis tool to be used. The first step in thenade modeling process is to map each
scenario to the variables being modeled. For exangdenario 1 will have the same (or
very similar) variables as Scenario 2, but thosgatées will have different ranges that
reflect the differences between the two scenaBash scenario will have its own set of
variable ranges and each problem solution will hitssewn model.

When the variable ranges are determined for eaehasio for each model, the
scenarios can be combined into one range for eaclable for each model. The
minimum and maximum of each variable across alhades becomes the variable
minimum and maximum for modeling purposes. In Tdllethe range for variable 1

would be 1.4 to 2.6 and the range for variable Rldibe 4 to 12.

Table IlI: Variable Range Determination

Wariable 1 Wariable 2
ity Ay ity Ay
Arcenario 1 14 12 4 ]
Arcenario 2 22 e a 12
Scenario 3 13 la 4 7
Acenatio 4 13 24 ] 10
Acenatio B 1.7 20 5 9
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Creating only one model for each solution instelidne model for each scenario
for each solution will decrease modeling and sitiottatime and necessary computing
power. If there are five potential solutions andrfecenarios for each solution, it is much
quicker to run five potential solutions rather thamenty solutions. Having all the
scenarios rolled up into one set of variables atsixes the risk analysis and mitigation
process less time-consuming, and as time is vauablconceptual design, there is
potential for more solutions to be examined witis ffrocess.

Modeling each solution over the set of variables loa done in several different
ways. This author recommends a design of expersri{®&uE) as a modeling tool, since it
can be set up to use with surrogate models. DoE® d¢o many forms; one of the most
often recommended forms is one set up for a lire@rpnd order parametric regression
eqguation, such as a face-centered central comptessign. This type of DoE can be used
for many applications. Most statistical softwareksges have some such DoEs built-in,
and others can be created or purchased. When thasDoeated, a set of extra, possibly
random, points should also be created in addibothé base points. These points will be
used for verifying that the surrogate model is aatly representing the created model.

Post processing will probably be necessary to gatiee data into some useful
form and create a sense of time-dependence in tieelnfor each solution. Creating
time-dependent models can be a problem as manysaaodes do not contain time-
dependent variables. One way to get around thiblgmo is to specify variables at a
specific point in time. For example, an analysial tmay be set up where the production
schedule is an input and so a production scheg@eleyear, can be input into the tool to
give the illusion of time-dependence. Or, potetjalpost-processing may allow
variables to be changed with time; as an exampteeaed cashflow may allow the user
to have the ability to change inflation rate orrease or decrease wage rates over a

period of time.
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Surrogate models for important metrics for eachutsmh are built after the
solution is modeled. Important metrics are thoseessary for comparison between
solutions and will include both performance andnernic parameters. These models can
be created using any surrogate modeling technigséredi; however, there are some
techniques that are more popular than others fianpetric models. Appendix A explains
two such techniques: response surface modelingnauodal networks. These models
should be validated against the random data adoethet end of the DoE used for
scenario modeling. The surrogate model will go s&rall scenarios and can potentially
be used even if the solution is later updated.

The output of the solution modeling step is theayate models of each solution
over the set of scenarios. These models will be usé¢he following steps to model and
assess the list of risks created in step three.

This type of scenario modeling is not often undesta Scenario modeling in
literature treats scenarios as discrete events,stamthastic events. The addition of

variables to the scenario building and modelingsis unusual.

5.3.2.2 Uncertainty Quantification

Step 6: Uncertainty Quantification, is the nextpste complete after all of the
solutions have been modeled. The goal of the uamiogytquantification step is to map
each potential risk to the set of variables that@ed to model each potential solution.
After that, it is to determine the severity of tingpact that each risk could have on the
solution, and then use the created scenarios &rdigte the probability of occurrence of
every potential risk. Thus, this step deals witthiihe probability of each occurrence of
each potential risk and the consequence if sucloatmbme occurs.

The first step in the uncertainty quantificatioroqess is to determine what to use
as the baseline for every potential solution modibe baseline model is the model that

meets all the initial assumptions that are idesdifii.e. what the designers expect to
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happen. For example, when designing a new comnheatieraft, Boeing has an
assumption of how many of that aircraft will bedsahd at what price they will be sold.
If the number of aircraft to be sold and aircrafice are two of the variables, than the
baseline for those variables would be the initeduamed number of aircraft sold and the
price of the aircraft. If those variables are clatted, correlation logic should be built into
the baseline numbers and the risk modeling andsasent steps; Some Monte Carlo
analysis computer programs allow for variable datien.

Once the model baseline is determined, the secdad s to map the
consequences of each potential risk to the vasalded to model the solution. Since the
variables used to model the solution were decigezhwvith the list of assumptions and
risk available, this process should be doable witlamlding new variables. That is, every
risk should have consequences that map to at lestvariable. The easiest way to
complete this process is to create a matrix mappimg assumptions and their
uncertainties to the variables. The matrix can iledf in by hand or, potentially,
automatically, although an automatic process protaad difficult for this author to
implement.

The matrix can be filled in either quantitatively gualitatively. To fill in the
matrix quantitatively, much information must be wabout the risk and the variable.
To use the example from the previous paragrapfill tout the matrix quantitatively it
must be known that a certain risk will decrease alerage price of the aircraft by
$10,000,000 and 120 fewer aircraft will be sold.rlfdn conceptual design this
information is rarely known and is often still unizen; therefore, the risk modeling
matrix is generally better filled out qualitativeljhe scale used to fill out the matrix can
be whatever is deemed appropriate by the decismkera. Eventually, in step seven of
this process, the scale will be mapped from qualéaor generic quantitative inputs to

specific quantitative inputs. An example of suaiisl& matrix is illustrated in Figure 27.
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Variahle | [Variahle 2 |Variable 3 |Variable 4 [Variable 5

Uncertainty 1 -1 -1
Uncertainty 2 -3
Agsumption 1 |Uncertainty 3 -3 -2 1
Uneettaitty 4 -1
Uneettainty 5 2 -2
Unecettainty 6 -3 3
Assumption 2 |Uncertainty 7 -2 1
Uncettainty & 3 -1
Uncettainty ¥ -1
Uncetrtainty 10 1 -2 -1
Uncettaitty 11 1
Uneettainty 12 -3

Agsumptiond |Uncettainty 13 -2 -3

Agsumption 3

Uncertainty 14 3 -2
Assumption 5 |Uncertainty 15
Uncettainty 16 1 -2 -1
Uncetrtainty 17 -1 -1
Ut ertainty 18 -1 3
Ut ettainty 19 2
Uncertainty 20 -2

Agsumption &

Figure 27: Risk Modeling Spreadsheet Example

While the qualitative scale can be anything thasiec maker chooses, there are
some common scales exist. There is a monotoneaiiscale, such as 1-3, 1-5, or 1-10.
These scales are very common in many applicatians, have the advantage of
simplicity. They work well for applications wherket decision maker knows little about
the consequences associated with a risk. To ugeaiscale, the consequences of each
potential risk would be mapped to each variablehstiat a small degradation from
baseline performance would be mapped as a one whéee degradation from baseline
performance would be mapped as the maximum ondéle.sOne of the problems with
this type of scale is that human perception of equences in a risk assessment is non-
linear, as explained in previously. One way toayeund this problem is to assign a non-
linear scale, such as 1 to 3to 9, in place oheall scale of 1-3. The advantage of such a
move is that it conforms better to human perceptibnonsequence, and, therefore, can
potentially achieve more accurate results. A pnobhath both of these scales is that they
only allow for degradation in the variable performe. In real life, a potential risk may
positively impact one or two variables but negdgivenpact several others, thus leading
to a potential overall negative impact. Similantyalso assumes that there is a definite

direction of improvement or degradation in eachalde, while some variables may have
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a nominal value and movement to either side isguadation in performance. Variables
that impact schedule are examples of this typeaoiable: either a speed up or a slow
down of schedule increases cost (Augustine 199Wapto get around this problem, and
the method that this author chose to use, is toauseale that is both positive and
negative such as -3 to 3. Using this type of saltavs for both increases and decreases
in each variable from the baseline value. It aliows for better examination of
variables, such as technology factors, that mayongperformance but have additional
cost.

While different scenarios should be taken into aotavhile completing the risk
model mapping process, it is not always necessadetermine consequences over each
scenario. Often, the same assumption and potensial will have the same set of
consequences across all scenarios, although thmalmhty of occurrence will change
between scenarios. If this is the case, and mamgstit will be, there is no need to create
one risk model for each scenario; instead, one mmsldel can be created for each
potential solution or the same risk model can bedusr multiple potential solutions if
the solutions are sufficiently similar.

Inputs for the risk modeling step are the creatasharios, the list of assumptions
and risks for each potential solution, and the aldés that were used to create each
solution model. Outputs from this step are the risbdel matrix for each model or an
overall risk matrix for the set of solutions. Themgputs will be fed into the next step:

risk assessment.

5.3.2.3 Risk Assessment

Since this process involves a scenario-based nskysis, the use of scenarios
should come into play when determining the liketiloof each potential risk actually
happening. While the consequences of each poteiskahctually coming to pass may be

the same, or at least very similar, no matter wgbanario or set of scenarios are used, the
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probability of any particular thing going wrong ivlhange depending on the scenario.
Therefore, the probability of each potential rigs@ciated with an assumption must be
separately assessed over each scenario.

Probability assessment can also be done qualibatorequantitatively. Early in
conceptual design, a qualitative assessment is @ftbetter choice than a quantitative
assessment. It is easier for the human decisiorentaludge whether the probability of
a specific event is unlikely or likely vs. whettiat event has a 25% or a 35% chance of
happening. At this point in conceptual design, ¢herso much uncertainty in how likely
an event is to take place in the future that agsggit a numerical probability is too
difficult for the decision maker and disingenuoosanyone who later peruses the risk
assessment: the decision maker doesn’t have thelh munfidence in his probability to
provide that precise a number.

Qualitative probability assessment can assess pitdles either using language
or on a scale. Assessment using language is faniligpeople who speak almost any
language. It requires a scale of event likelinesshsas low probability, medium
probability, or high probability. A risk analysisviolves the analysis of both probabilities
and consequences and then the combining of those atvalyses into a full risk
assessment. This process lays out separate ass¢ssinprobabilities and consequences
and then combines them, instead of having justamsessment. This author chose to use
a qualitative scale to assess probabilities of weage for each potential risk over each
scenario because at this stage of design detemgnimiumerical probabilities is a very
uncertain process.

1. extremely unlikely
2. very unlikely

3. unlikely

4. somewhat likely
5. very likely
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Many risk assessment methodologies, such as thmlpitstic risk assessment technique
used by NASA (“Probabilistic Risk Assessment...” 2D@hd others throughout the
aerospace industry rely on scales similar to the given above. The scale itself can be
modified to fit whatever problem the decision makenrying to solve; however, the
same scale should be used to assess all poteskmlover all scenarios over all solutions.
Also note, the scale above can easily map to a noahel-5 scale for risk calculation
purposes.

Sometimes the probability of occurrence for eaotemtial risk can be assessed
once and be valid for all solutions, other timesheaolution must be assessed
individually. If the solutions are sufficiently silar, it is possible to complete a
probability assessment once for all potential sohs; there may also be times when two
or more solutions can share a probability assessméile another probability
assessment must be completed for other solutioospleting this process by hand, as
this author chose to do, is time-consuming; howeites a difficult process to automate
since it requires decision making capabilities.

Once the probability of occurrence of each potémisk is assessed over each
scenario, a cumulative probability can be asseassmbs all scenarios. This can be done
by assigning a likelihood for each scenario andh themming the probability times the
likelihood of each scenario for each potential .riglor example, if there are five
scenarios, best case, worst case, and three rkelg lihe best and worse case scenarios
are less likely to occur than the three middle prsesthey can be assigned a small
probability of occurrence, such as 5%, while theerlikely scenarios can be assigned a
larger probability of occurrence, such as 30%. Tinscedure gives a weighted average
probability of occurrence for each potential riak, illustrated in Figure 28. A numerical
scale was chosen for this project; the scale istorfeve, with one meaning extremely
unlikely to occur and five meaning likely to occu.likelihood of occurrence for each

assumption and uncertainty must be completed feryescenario. For example, in Figure
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28, the probability of occurrence of Risk 1 in tst scenario is listed as a four, or

somewhat likely.

Cumulative Beenatios Probability

Probability 1 2 3 4 5
Employment

Uncettainty 1 15 4 4 1 1 1
Uncertainty 2 1.75 4 1 3 1 1
Agsumption 1 [Uncertainty 3 125 2 1 4 2 1
Uncertainty 4 205 4 1 3 1 2
Uncertainty 5 1.15 1 4 1 1 1
Uncettainty 6 32 3 1 3 2 3
Assumption 2 |Uncertainty 7 1.7 i 2 1 1 3
Uncettainty 8 2 1 3 2 3 1
Uncettainty ¥ 1.1 1 3 1 1 1
. Uncertainty 10 235 4 1 3 1 3
assumption3 1o ety 11 225 1 2 4 2 1
Uncertainty 12 195 2 1 1 3 z
Agsumption 4 |Uncertainty 13 225 2 1 1 3 3
Uncertainty 14 19 1 1 3 2 1
Assumption 3 |Uncertainty 15 165 2 1 2 pl 1
Uncertainty 16 275 3 2 3 1 2
Uncertainty 17 165 2 1 1 1 3
. Uncertainty 12 195 2 1 1 3 z
Assumption® {1r - tainty 19 z 3 1 3 2 1
Uncertainty 20 165 1 4 4 3 1

Figure 28: Cumulative Probability of Occurrence

The cumulative probability takes into account ginebabilities for all scenarios,
weighted by the probability of the scenario’s oceuace. In the Figure above, scenarios
one and two have a probability of occurrence ob(tie best and worst case scenarios)
while scenarios three through five have a probgbdf occurrence of 0.3. Thus, each
potential risk has a cumulative probability of ogemce associated with it, calculated

using Equation 6.
#Scenarios
Cumulativérobability = ZScenarioPobabiIityi * UncertainyProbability, (6)
i-1

Once the probability of occurrence for each pa#éntisk is calculated, the
consequence associated with each potential riskbearalculated. In reality, these steps
are interchangeable; either one can be complet&d fi

Assessing the consequences of each potentiakrasknulti-step process. The first
thing to be done is to completely map the risk nhddethe set of variables for each

potential solution. Since the risk model used ditaive -3 to 3 scale while the variables

each have a quantitative range, the mapping praoess translate between these two
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pieces of information. Using the example from thevpus section, if the variable is the
number of aircraft produced, the baseline is 100f&it, and the variable range is 600 to
1200 aircraft, one potential map could be as ligteBable V.

This scale is linear, but any scale will work asdas it is consistently linear or
non-linear across all the potential solutions. fher scale below, it is linear on the lower
end and non-linear on the upper end, and it haerdiit slopes for good and poor
outcomes. This is because decision makers arey lthebssume the future will go well
(Lovallo and Kahneman 2003) and set a baselinerdicggly; the actual value is more
likely to fall below than above the baseline. Netihat it is not necessary to use the
entire variable range for each solution modelh# tange is accurate, the entire range
will be utilities across all solution models. Thsocess must be completed for all
variables for each solution model. Some variatdash as the price of fuel, will have the
same map for all solutions, while others, such raslyct cost, will be different across

solutions.

Table 1V: Risk Model to Variable Mapping
Risk Model Result ~ Variable Result
-3 700
-2 800
-1 900
0 1000
1

2

3

1050
1100
1200
This scale is linear, but any scale will work asdaas it is consistently linear or

non across all the potential solutions. For thevatszale, it is linear on the lower end and
linear on the upper end, but it has different séofm¢ good and poor outcomes. This is
because human decision makers are more likely teerttee initial baseline a generous
estimate; the actual value is more likely to faldw than above the baseline. Notice that
it is not necessary to use the entire variablegdngeach solution model; if the range is

accurate, the entire range will be utilities acralésolution models. This process must be
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completed for all variables for each solution mo&dme variables, such as the price of
fuel, will have the same map for all solutions, \hathers, such as product cost, will be
different across solutions.

Once the mapping is completed, then each potengiaimust be input into each
surrogate model to see the consequences on the whislem if the event does occur.
The goal is to see the effect of each potentiétl ois the technical and economic outputs
modeled in step four. To determine the consequeoiceach potential risk, the technical
and economic outputs must be examined and a deiation must be made as to how
severe is the consequence should the event occur.

The consequences assessment, like the probabgggsament, can also be
completed qualitatively or quantitatively. For theme reasons as mentioned above in the
probability assessment, this author has chosemntmplete the consequence assessment
gualitatively using the scale below.

1. very small
2. small
3. medium
4. high
5. catastrophic
The determination of exactly what delineates a v@nall consequence from a small
consequence, etc, is left to the decision makerpteting the risk analysis step. Some
guidelines that this author chose to use were ifference in the amount of time to break
even and the final profit between the baseline thedassessed event, the degradation in
performance, especially if one of the performancalgwas not met, and degradation in
emissions between the baseline and the assessed 8irece this analysis is completed
by a human decision maker, it is possible thatdviferent decision makers would assign
different consequence ratings for the same evdnt i to be expected; however, the

differences should be small and consistent acrdssolutions. One decision maker
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should not have assigned a consequence of five avant while another decision maker
assigned a consequence of two to the same evanany decision makers are working
on different parts of the risk analysis portion tbfs procedure, they should lay out
guidelines for consequence severity before asgpsisendifferent potential risks. It may
be possible to determine a set of rules for corsecpiand automate this process, but this
author did not choose that route, instead, this@autompleted this process by hand.
After the consequences are determined for eaclenpal risk for each
assumption, the actual risk is calculated in otdetetermine whether each potential risk
has an actual risk associated with it. There averaé formulas to calculate risk when
given a set of probabilities and consequences. @rthe traditional ways to calculate
risk is to use the expected value formula giveguation 5 in Section 3.3.3, repeated

again here.
E(X) = Z P % ()

This method has the advantage of simplicity, seséngle multiplication is required and
also has the advantage of a single, determinigtimber for risk ranking purposes.
However, it has the problem of not conforming mautarly well to human perception of
risk.

One of the ways to get around the problem of humak perception not
corresponding to the strict definition of risk aaktion is to weight the consequences
part of the risk equation more than the probabipirt of the risk equation. This
weighting can take different forms; it can be ae#in multiplier or an exponential
function. This author chose an exponential functmmuse for the consequences side of
the equation because this author believes it mtosely corresponds to human risk
perception than a linear or other multiplier. Thisthor chose a base of two for the
exponential function to approximate consequencesiewstill achieving the desired

effect; however, any base could be chosen. Thedfase was chosen because it weighs
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consequences highly when the consequence is langenore closely approximates the
traditional risk calculation when the consequerscemall. The new risk analysis equation
used by this author to compute risk with a givealigative probability and consequence
is as follows:

R(x) = p, * 2% ()

R(x) is the risk associated with the uncertaintyjsothe cumulative probability of not
meeting the assumption, and C is the consequenuet ofieeting the assumption.

This new equation allowed for the calculation a&krfor each solution over all
scenarios. This calculation can be completed aufoatly in tabular form, as listed in
Table V. In that Table, the cumulative probabildf each risk associated with each
assumption is calculated. Then, consequences &br gatential solution a re determined

using the one to five scale explained above. T$leis calculated using Equation 7.

Table V: Risk Table

Cunilative Seenarios Probability Conseguence Rigk
Prohahility 1 2 3 4 S[Solution 1 |Solution 2 [Solution 1 [Solution 2
Employment
Rigk1 13 4 4 1 1 1 3 3 10.40 3200
Rigk2 135 4 1 3 1 1 4 5 2200 122.00
Assumption | |Risk3 225 2 1 4 2 1 3 4 12.00 3200
Risk4 203 4 1 3 1 2 1 1 410 200
Rigk 5 1.15 1 4 1 1 1 035 1 163 200
Rigké 32 3 1 5 2 3 1 2 640 12.00
Assumption 2 |Risk7 1.7 2 2 1 1 3 3 5 1340 64,00
Rigk& 2 1 3 2 3 1 0 1] 200 1.00
Rigk® 1.1 1 3 1 1 1 1 3 220 200
Assumption 3 Esk 10 235 4 1 3 1 3 1 1 470 200
Rigk11 225 1 2 4 2 1 1 2 4.50 400
Rigk 12 195 2 1 1 3 2 1 1 390 400
Assumption 4 |Risk 13 225 2 1 1 3 3 035 1 318 4.00
Rigk 14 19 1 1 3 2 1 0 1] 190 1.00
Assumption 5 |Risk 15 165 2 1 2 2 1 035 1] 233 200
Risk16 473 3 2 3 1 2 0 2 475 20,00
Rigk 17 165 2 1 1 1 3 1 1 330 400
Assumption 6 Rigk 12 195 2 1 1 3 2 1] 1 276 400
Rigk 19 2 3 1 3 2 1 1 -2 400 03s
Rigk 20 265 1 4 4 3 1 2 1 10.60 200

The method outlined in this section was set uméet this goal: create a process
that allows for the examination, for the purposedetision making, of technical and
economic objectives, as well as programmatic rigkl aisk control and mitigation
strategies. It was also designed to be used byheers at the conceptual design level.

After some background investigation on what makeaspfe want to follow a process to
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complete an assignment, a more comprehensiveflesgoirements for the risk analysis
process was created. This list is not intended eéocalinclusive; however, it should
highlight some important aspects of creating a welogy that others will understand
and choose to follow.

The risk assessment step in this process seekssiess the severity of each
potential risk and assign a severity ranking tchgaatential risk. The goal of this step is
to see which of the list of the potential risks @ldobe considered a serious risk and
which members of the list need not be worried ab®hbtis step is important to take the
time to complete correctly. It can be time-consugriim complete by hand and also time-
consuming to write a program to complete autombyicenfortunately, it is important to
identify the members of the list of potential ristkext pose the greatest hazard to the
program and each solution; therefore, this steptrbescompleted as accurately as
possible.

Once each potential risk has an actual calculasid a risk analysis and ranking
can take place. Each risk can be ranked, eithetitafiizely or quantitatively. A
guantitative ranking can be made based on the letéclrisk; however, this ranking may
not mean very much when calculated risks are véogecin number. When one
calculated risk has is 10.33 while another caledlatsk is 10.5, there may be very little
difference in the ranking and evaluation of suaksi A better way to rank such risks is
to rank them qualitatively in groups. Risks can rbeked based on probability and
consequences, with low probability and low consegas meaning low risk and high
probability and high consequences meaning very hgi There are many such ranking
schemes, one of which is illustrated in Figure 3Bce this ranking scheme takes into
account the increased weight of consequences owralpility, particularly at high
conseguence outcomes, it was chosen by this atghidustrate a qualitative ranking and

compartmentalization of risk.
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After risk analysis takes place, the next stepoixcdmplete a risk mitigation
process as outlined in the next section. The rigkgation process takes information
from this step, including the risk calculation aimsk rankings, as well as the performance
and cost characteristics of each potential solutigputs for the risk analysis step include
the list of assumptions and potential risks, tsk model matrix, and the set of scenarios.
Outputs are a qualitative ranking and numericatasgntation of risk for each alternative
over the set of future scenarios. This represemtatf risk will be used as an input for

both the risk mitigation step and the decision supsgtep that will follow.

c&t)astrophi

high high risk
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extremely  very unlikely ~ somewhat very likely
unlikely  unlikely likely

Probability Outcome Occurs

Figure 29: Risk Analysis Chart (Modified from Haimes 2004)

5.3.2.4 Risk Mitigation

The purpose of the risk mitigation step is to geeeffect of partially or totally
taking steps to mitigate the larger risks idendifie the previous step. Risk mitigation is
an important part of any risk analysis processjevfinding out which parts of a system
cause the most risk is important, it is equally amant to know what steps can be taken

to mitigate risk.
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Determining how to mitigate risk is difficult. Faechnical risks, it can mean
having a backup plan for the use of new technofoiisaid technologies do not come to
fruition and provide the necessary results in teeessary timeframe at the necessary
cost. For economic risks, mitigation processesigelnde planning to spend more money
earlier in the design phases in order to decrdesehances of an economic disaster later
in the design process. While these ideas sound gotiteory, in a real design project
these decisions are difficult to make. It can Jéadilt to determine how to put in place a
mitigation plan for a technical risk when futureehaology performance is uncertain:
should the mitigation plan include using the tedbgg even if its performance goals are
not met, or should the mitigation plan include tise of older, established technologies
even if they will provide sub-optimal performancB?yere are also cases in which a new
technology or technology suite is necessary fotesyperformance goals to be met and
in these cases the technological risk mitigatioanptannot include any backoffs in
technology and so must include decreases in pesafocencapability.

Economic risk is also difficult to mitigate in tgarojects. There may not be any
additional money to spend up front on decreasirap@aic risks, or, if there is money
available, it is a limited amount. Tradeoffs mustrhade among which risks to mitigate
and which risks or types of risk provide the biggbeang-for-the-buck, or lowest
cost/benefit ratio. Since there is never an unéchikmount of money to spend, and there
are always risks that cannot be mitigated, any mnskgation process, technical or
economic, is difficult to implement. Other concefas both technical and economic risk
mitigation include the timeframe in which theseksisnust be dealt with. For risks that
are near-term, mitigation plans or processes magds#i as more urgent, even over
potentially programmatically catastrophic risksn& the human decision maker will
perceive immediate risks as more important thag-kemm risks, this problem is a human
nature problem, not a risk analysis problem andua$, must be worked around as well

as possible.
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While all of the above problems with completingrisk analysis process are
present at all phases of design, they are magndigthg conceptual design since all
information is very uncertain and time scales argyl Risk mitigation processes during
early conceptual design are generally focused @asrtwo areas of risk. For example,
NASA's risk planning and mitigation process focusastechnological risks in terms of
cost, schedule, and performance. It does not dialather types of economic risk such
as those associated with changes in political adtn@tions, cultural changes, or
employment problems. A process that allows foreakamination of potential mitigation
of all types of risk is, as far as this author ustinds, unique.

The first step to completing the risk mitigatiorogess is to determine, through
use of the list of assumptions and risks, whicksrisan be mitigated and which cannot.
Some risks will affect all potential solutions acahnot be mitigated through any action
by the corporation creating the product or the u$eese risks include such things as
pandemics and changes in global political allian€dker risks, such as those associated
with demographic changes in population and emplypeesent and future) can, and
should, be prepared for. In general, technicalsriake more likely to be able to be
mitigated than economic risks; however, one exoeps the unforeseen invention of an
industry-altering technology. While such an occoceeis rare, it should nonetheless be
included in the risk analysis.

The next step in the risk mitigation process islébermine the performance and
economic effects of mitigating each of the riskattlcan be mitigated. This is the
complicated element of the risk mitigation process.

For technical risks, the goal is to see the peréoroe and economic impact of not
having new technologies achieve the projected pmdace. Since the technologies that
are being examined have already been modeled, easy to change the technology
parameters and see the performance and economaxctisnpf changing technologies.

Now that the impacts of changing technologies carséen, it is necessary to choose
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fallback positions for each technology or technglayite. These fallback positions
should be chosen with the aid of the person or gro@i people developing the
technology. For example, if a new technology wiictease the weight of the avionics
system by 15%, there may be two fallback positibriee 15% is too far a reach: 10%
and 0%, which is existing technology. The 10% fatlb position will impact
performance parameters and may have a slightly rlqwwejected cost as the initial
position, while using existing technology will geakly have a lower cost, for the
manufacturer, than using new technology. This tgpanalysis can be completed for
each technology variable or set of parameters andbe easily coded into almost any
program. Investigating mitigating the risk assaaibvith new technologies means seeing
and measuring the impacts associated with movirtgdbnology fallback positions and
measuring the economic risk associated with th@se positions. So not only does the
impact of changing technology impacts need to beutated, but this impact also needs
to be mapped to changes in the risk associatedtiettechnology. This mapping is done
by first performing the same risk assessment orfaltieack position as was performed
on the initial technology and then decreasing tkk linearly in proportion to the cost
difference between the baseline technology valug te new technology fallback
position, as illustrated in Equation 8:

%ChangeinRik = BasellneFB.k— NewRisk, 100 (8)
BaselineFsk

This risk then decreases as one moves from thefusew technology to the use
of existing technology. The cost associated wiis thove can be positive or negative,
depending on whose costs are being measured. Bt fon the end user will probably
increase as one moves from using newer technologysing existing technology;
however, the costs for the manufacturer will gelheramcrease with the use of new

technology.
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While it is complicated to see the effects of natigg technical risk, economic
risk is even more difficult. The economic risk rgdtion analysis involves planning to
spend more money up front in order to have legslaigr on in the design process.

Mitigating economic risks involves seeing how vhlé changes impact the
program’s cost and then mapping variable changasskoreduction. In order to map
variable changes to risk reduction, since each ¢ak be mapped to several variables,
involves seeing how each change in a variable fitebaseline to a new position (-3 to
3, from above) impacts different aspects of promadt. While this is easy to do when
variable impacts are monotonic and cross-terms dmtwariables do not exist (or are
very small), the complication increases greatly vasiable impacts on economic
responses are non-monotonic and cross-terms belager. For the best case, when
variable impacts on responses are monotonic ansk-tesms are small, the decision
maker can create a table of how each variable itapaach economic response of
interest. For example, if the economic variablesntdrest are the ones that make up a
cashflow, then the impact of each variable for esaltion for each level, -3 to 3, as it
differs from the baseline must be calculated. rétfunit cost is one of the responses of
interest and the cost of engineering labor was afnihe variables, then the impact of
increasing and decreasing engineering labor cost ¢ven rate is calculated, as per

Table VI below.

Table VI: Variable Change Map

Variable Change Variable Valug First Unit Cost
3 120 138.0
2 100 135.2
1 80 132.5
0 60 130.0
-1 50 127.5
-2 40 125.1
-3 30 122.6

As the first unit cost impacts the product’s cashil it can be seen that planning to spend

more money on labor costs correlates to plannin@gifoincreased first unit cost and an
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increased manufacturing cost as part of the cashf#ghile this change means planning
to spend more money than the original assumptidleccéor, it also reduces economic
risk since there will be a decreased chance ofromamg the new predicted set of costs.
Whether it makes sense to plan to spend this mamrejo plan that the original
assumption is true depends on the amount of mownayahle and the risk tolerance of
the decision making team.

When functions are non-monotonic, this processbesanompleted the same way,
but the results are more difficult to interpret.Nmonotonic functions are usually, but
not always, schedule dependent: both speeding dpestending a schedule causes an
increase in cost. Cost functions that are bestradminal value can make it difficult to
see whether it is beneficial to reduce risk, sittheecost increases whether the variable is
increased or decreased. In some of these casesleargtion in the initial assumption
increases risk, which can mean, if there is a Ipigibability that the assumption will not
be met, that the initial assumption should be cbkdnbefore any risk mitigation is
undertaken.

When cross-terms impact the economic and perforeanetrics of interest, it
becomes more difficult to determine the impactsa€h variable change. Some logic
must be created to accurately see the impact afgthg a variable such that it no longer
conforms with the initial assumption. This logiceds to be specific to each metric for
each proposed solution and created as necessaiile Wis is a time-consuming step,
many times the cross-terms are of small enoughgdtrtpat it is unnecessary to complete,
or, if it is necessary, there are only a few tethag are important.

Seeing the effects of mitigating economic riskimikar to seeing the effects of
technical risk. Equation 8, from above, is usedl¢étermine the impact of mitigation of
economic risk also. As the risk is reduced per EqoaB, the impact of the reduction is
seen on the economic parameters through the changasables. To continue to use the

example from Table VI, if the uncertainty assodaiaigth an assumption has a labor rate
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variable value of three, meaning that labor ratesligely to increase in the future, than
the first unit cost is also likely to be higher nhéne initial assumption. Decreasing this
risk means that the new assumed value for the lates approaches the potential value
as outlined by the particular risk in question.ngsEquation 8, the new value of the risk
is changed to be lower than the initial value. Ass tvalue decreases, the potential
economic consequences decrease linearly. Howekier,costs associated with this
decrease in risk are added into the cashflow cgratiionomic metric of interest: as the
risk decreases, the first unit cost goes from aievadf 130 to a value of 138, or
approximately a 6% increase in first unit cost.

Inputs to the risk mitigation step of this proc@sslude the list of assumptions
and risks, the risk model, and the metrics of ggefor each solution. The output for this
step shows which risks can be mitigated and thentad impact, performance and
economic, of mitigating different risks. The risktigation process to be laid out here is
intended to illustrate the zero-order economic @ediormance effects of mitigating
certain risks. It is not intended to determine \kketsuch a risk mitigation procedure is

possible; however, that would be a useful additethis process.

5.3.3 Decision Support

The last focus area of this process is decisiorpaup Now that all of the
information generated in the previous eight stepsvailable, it must be presented in such
a way that it is useful for a human decision makkkman decision makers are only able
to take in and process a limited amount of infororaat a time, so too much information
and too many tradeoffs should be avoided. At ttleesame, enough information should
be available to allow the decision maker to makedgdecisions and back up those
decisions with available data.

The data availability and visualization is an intpat part of decision support. As

this is a risk mitigation process, much of the dexi support interface will center around
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risk analysis and mitigation visualization. A godécision support interface should
provide all information necessary to make a denisiod allow for tradeoffs within the
environment, especially for a risk analysis andgation process.

While such an interface will be different for evgrgoduct, there are some must-
haves for this particular process. For this procéss important to know what the
assumptions and risks are, so those should bd listeexamination. There also needs to
be some way to differentiate between risks thatimmitigated and those that cannot. It
would also be useful to have the ability to comp#sk across the different solutions and
have the ability to mitigate different risks acrake different solutions while being able
to see the overall impact of different types okri$his part of the interface can be
completed in a list form, such as the one illusdglah Figure 30 below. That interface is
built in MS Excel and contains a list of assumpsion list of uncertainties (potential
risks) associated with the assumptions, and thialiliaseline calculated risk for each of
the uncertainties for each potential solution, ffetentiation between risks that can be
mitigated and those that cannot, and a set of dlmls for illustrating the effects of
mitigating risks. While this is a long list of infmation, it is presented in a concise list

and so it is easy to understand.

Assumptions List of Potential Risks Due to not Meeting Assumptions Twin-Engine Aggregate Risk

Changes BL
Travel will mcrease at 4%0/year ~ |Increase m telecommumcations causes decrease m travel hS * 1040 1040
Can sell twin for overseas use Customers uncomfortable on overseas flights on twin hS * 3.20 3.20
More travel & wealth within China Leveling off of Chinese population < > 340 340
Clina openmg to west Tension between China and Brntam/US over Hong Eong < > 4.60 4.60
Little travel to SE Asia Opening of 5E Asia < * £.80 6.80
s fome ez i el Asian preference for A.meric@ aj.rcr.a& hS * 3040 3040
) —— Japanese preference for American aircraft < ¥ T.20 720
ol Middle Eastern preference for Amencan awcraft < s 4.00 4.00
General preference for status quo hS * 2.00 2.00
Ametica comes into line about ™ | American companies boycott European airframers < ¥ 2240 2240
government aid I [American consumers boycott European airframers < ¥ £.60 6.60
Epidenuc decreases flying public hS * 9.20 9.20
Mo regionaliglobal epidemics Epidemic cuts off 5. Asia < > 5.40 5.40
Epidemic cuts off Africa < ¥ 5.10 5.10
Crnl unrest m China hS ks 4.20 4.20
Eule of law prevails, in general Fear of flying due to terrorist ncidents < * 1020 10.20
Cril unrest in Eastern Europe < ¥ 8.70 870

Figure 30: Risk Mitigation Interactive Process
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Other parts of the decision support interface idelthose associated with the
airframer’s economic metrics of interest, as illastd in Figure 31, those associated with
the aircraft’'s performance, in Figure 33, and thassociated with the airline’s economic
metrics of interest, in Figure 32. For the examgiden in Figure 31, the airframer’s
economic metrics are a cashflow for each potemiddition and a comparison of the
aggregate risk for each potential solution. Thifsnmation is gathered during the aircraft
modeling step. As changes are made to the risksrsi Figure 30 (the slide bars are
moved), differences between the baseline cashflaleutation and the new cashflow
calculation can be observed for each potentialteolu Other examples of economic
metrics of interest, which are not chosen hereaarBlPV calculation or just a maximum
sunk cost or breakeven point. All of this infornoatiis contained in the cashflow

diagram, but can be broken down further to easepaoison.

Risk Assessment Cashflow--Twin
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Figure 31: Risk and Cashflow Comparison
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Figure 33: Performance Metrics of Interest

Performance metrics will, obviously, differ from goluct to product. For a
commercial transport, takeoff gross weight (TOGVWdkeoff field length (TOFL), and
Nitrogen Oxide emissions (N@ fuelburn and noise are some of the important
performance metrics. These three are listed belwalse they are of interest to both the
airline and the manufacturer. Like the manufactuter airline also has economic metrics
of interest; one of them is the required yieldsltmportant to be able to make tradeoffs
between what is best for the manufacturer and vughaest for the customer, which is
why customer economic metrics and performance o%eti interest to the customer are

also available for a risk comparison.
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Having performance as well as economic charadesigir both the manufacturer
and the customer available provides informatiort ttzam be used for trade studies and
comparison by a human decision maker. While thiy s@em like an overwhelming
amount of information, much of the decision makingll center around the
manufacturer's cashflow or other economic metriod the list of assumptions. Other
metrics become necessary to examine only in cestaiations: the airline metrics should
be examined if there is a significant change in ainhem. The performance metrics will
be examined when technical risk is mitigated, bemegally the economic impacts on
performance metrics are small.

While having all of this data is very useful foade studies, it can still be made
more useful for decision making by implementing ool the MADM techniques
explained earlier. TOPSIS was the chosen techniquenplement here due to its
simplicity and adaptability. An interactive TOPSIfstrated in Figure 34, was created
to aid in the decision making process. All gamest ttan be played on the decision
support framework outlined above have results¢hatbe seen here on this TOPSIS. The
attributes used to rank different alternativeslmted down the left side of the diagram.
Those attributes can be anything the decision makenterested in examining. The
relative importance of each of those attributes banchanged, as different decision
makers may have differing rankings for those aitels. Changing the relative
importance of each attribute can change the raskifighe potential solutions; however,
the ability to play games and complete tradeoffihilie TOPSIS model outweighs the

need for simplicity and a single solution.
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TOPSIS

Eelative Importance

Year 5 Cumulative Cost (£)

Year 15 Curmlative Cost (§)

Year 20 Curmlative Cost (§)

Waz Sunk Cost (F)

Chance of Profithfas Cost 1

Total Risk

Airline's  |TOC Max Bange (B/ASM)

Operating  |TOC 3000 nrm (H/ASM)

Costper  |TOC 1500 nmi ($/ASM)
AN |TOC 500 nmi (MASM)

Fuelburn/ & 310 (b AZND

Etmssions  |LTO MOz (Ib)

Meize (dB)

TOFL (&)

TOGW (Ib)

»
»

Manufacturer's
Cashflow

PP PR P PR PR P PR P PR P PR P P P
I —
L

Performance

|v|v|v|v|v|v|v|v|v - v|v -

Ranking
Dertvative Stretch 0.320
New Twin Engine A/C 0.720
Mew Cuad Engine A/C 0.671

New Quad and Denvative Stretch 0.1%0
Figure 34: TOPSIS for Decision Support

Decision support plays an important role in th& agsalysis and decision making
processes. Decision support interfaces will be dfferent from project to project, but
they should all have some of the same componenismieation of assumptions,
uncertainties in those assumptions, manufacturecenomic metrics, performance
metrics, and how risk mitigation will affect thecgmmic and performance metrics. They
may also include some decision-making techniquesdmparing the different solutions;
the technigue used here was TOPSIS. These teclnadp@ot substitute for a human
decision maker in the loop; however, they may addrimation or at least provide more

rationale behind decision making.

5.4 Hypotheses Tests

As stated above, the hypotheses laid out in Se&i@nshould be testable. The
demonstration problem will include a section on dipesis testing, in order to
demonstrate that the hypotheses are valid. Valigotheses are necessary for a

demonstration of the scientific methodology used cteate the risk analysis and
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mitigation process. Invalid hypotheses will be gnsthat the process doesn’t work as
intended, and should be amended at such time, walié hypotheses are a good initial
demonstration that the process does work as interadel more tests should be done to
continue to demonstrate whether that is true. hdped that the hypotheses generated
here for the creation of this process will be valid

Hypothesis 1: A risk analysis along with the outeoranalysis will allow
consequences and uncertainty to permeate the Bgscase and increase information
available for decision making without overwhelmihg decision maker. This hypothesis
can be tested by skipping steps six through eigttie proposed process and determining
whether there is still enough information to supptecision making. Without the risk
analysis, there is only a benefit, or outcome, camgpn across scenarios and potential
solutions. A (monetary) outcome-only comparisonsdoet take into account risks in the
form of future uncertainty and decision consequsnse the choice of configurations
will be limited to the one with the highest payoddtith the introduction of consequences,
the decisions can be based on both outcomes dndnts better outcome decisions can
trade off with lower risk decisions. Decisions adrange when risk is taken into account
along with outcomes. Steps six through eight wilb\ws the decision maker whether the
addition of a risk analysis and risk mitigation @ess will change the decision and add
information to the decision making process.

Hypothesis 2: Both qualitative and quantitativeoimnfiation are available and can
be used in decision making; the ability to use byfhes of information increases the
number of applications for a risk-benefit analysithout overwhelming a human
decision maker. This hypothesis can be tested ritiig the amount of information
available to the decision maker. If the procesarigicially limited to have quantitative
inputs only, are any configurations unable to balymed? What information is lost in the
analysis process? Is it more difficult to complatask analysis? Does the quality of the

risk analysis suffer? Does the decision maker fiegl less information enables him to
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make better decisions? Is there too little infoibrato complete the process and make a
decision during the early phases of conceptualgd@siAnd on the other side of the
spectrum, if the process is limited to qualitatimputs only, is its usefulness limited as
more information becomes available? If either @t conditions limit the use of the risk
analysis process, then increasing the types oftidata will increase the applicability of
this process.

Hypothesis 3: Too much uncertainty can render laaisalysis meaningless; the
use of future scenarios can bound uncertainty ienitl to specific circumstances. Testing
hypothesis three can involve the creation of arti“sgenario” just like all the other
scenarios; however, this scenario has full unasitaranges just like a traditional
probabilistic analysis. The probabilistic analysisn be run and data measured and
collected just like the other scenarios. When tbk analysis and decision making time
comes, the probabilistic analysis is analyzed dxdlce same ways as the scenario based
analysis. If the uncertainty in this analysis ovieelms decision making capabilities, then
the use of scenarios is shown to be more effe@ivanderstanding and using future
uncertainty. Even if the uncertainty in this anaydoes not overwhelm the decision
making capabilities by making solutions indistirghable, the use of scenarios can still
add a layer of traceability to the decision makprgcess. To test whether this is true,
explain how the variable distributions were derifedthe scenario based analysis and
then compare to the probabilistic analysis. If ¢hex more information about how to
create distributions from the scenario based aiglyisen there is more traceability in

that process.
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CHAPTER 6

DEMONSTRATION PROBLEM

While the last Chapter outlined a risk assessmmthod to be used in the earliest
part of conceptual design, a demonstration prolteimended show that the method will
work and can be completed as outlined. It is netitibention of this chapter to prove that
this method is the only way to complete a risk sss®nt; there are many risk
assessment methodologies. However, it is the ioteiwof this chapter to demonstrate that
the hypothesized risk assessment process has sgreaacsity over currently existing
conceptual design phase risk assessment procestes is examines risks that are not
well-examined by current engineering risk analygpgsocesses. Much of this
demonstration will take place at the end of thigpthr, in Section 6.4 when the
hypotheses listed in Chapter 5 are tested anddetermined whether these hypotheses
are met. The hypotheses are met if the demonstrptmblem shows their plausibility.

Since this process prominently involves a humarisitten maker and a model of
the future, it was difficult to determine whetheruse a current or historical example for
this demonstration problem. Using a current exampbelld allow the problem to be
completed from the perspective of not knowing thterfe; however, any validation of the
problem results would take many years. Thereforaces a current or future
demonstration problem could not be used, a padilgmo was chosen. While a past
problem allows for comparison of predicted valueg scenarios with real-life values and
scenarios, it also has the disadvantage of thesidecmaker knowing what happened. It
can be difficult to create scenarios, examine agtioand create problem solutions
accurate to the time period when the outcome isadly known. Even with these
difficulties, a past problem was chosen, as it @s$ that hypothesis testing and
comparison to the actual outcome of events wasmgortant part of the demonstration

problem
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Choosing a demonstration problem is difficult evieough it is already known to
be a historical example. The problem should beainat within the aerospace industry,
and should be a design problem, since that is dndeoinitial assumptions for this
process to work. The demonstration problem couldeitieer commercial or military.
Military problems have the advantage of generalavihg more and very different
potential solutions for a given set of requiremghiswever, it can be very difficult to
model any out-of-the-box solutions accurately andatquire accurate, unclassified
requirements data for comparison purposes. Comaignmblems have the advantage of
possessing generally straight-forward requiremeartd goals; however, commercial
transports are all very similar so it could be idifft to distinguish between solutions
enough to demonstrate that this process works.

Timeframe is also another consideration. Whilefthéher back one goes in time
the more future comparison information would beilatée, as one goes further back in
time it is more difficult to find information regding the decision makers’ thought
processes and more difficult to determine the itgpatlocal, state, and world events. In
light of these problems, this author prefers to aseelatively modern demonstration

problem, such as one from the 1980s.

6.1 Problem Setup

The problem chosen for this demonstration is teetbpment of a commercial
aircraft in the 1985 timeframe. The problem is irsgpp by Airbus Industrie’s
development of the A330 and A340, but is not meanexactly mimic that design
problem.

In this case, setting up the problem requires lagras much as possible about
the time period in question. Major players in thelustry, motives, competition
strategies, and so on should be understood asaw/@lbssible. National and international

concerns also need to be reviewed and understspdcially as related to the design and
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manufacture of a new commercial aircraft. All ostinformation is gathered during step
1 of the process. Once step 1 is completed asufgbtp as possible, steps 2 through 4
are competed. These steps are easy to complete—adiftethe decision maker knows
what happened—but more difficult to justify. Theref, it is very important to
understand not only what was happening both withéaerospace industry and around
the world, it is also important to be able to destote that solutions generated are

accurate to the time period in question.

6.1.1 Step 1: Establish the Need

The first step toward looking for a solution toyaproblem is to identify the
problem. In this case, the problem is that it i84.8@nd a notional airframer would like to
break into the long-range air transportation mark&hile at this time the airframer
already has a medium-range widebody fleet and at-shioge, narrowbody fleet, it

currently does not have a wide-body, long rangeraiirin production.

6.1.1.1 Existing Wide-Body Aircraft

At this time, existing wide body aircraft includeockheed’'s L1011, Douglas’
DC-10, Airbus’ A300/A310, and Boeing’s 747 and 76Jf these aircraft, only the
Boeing 767 and 747 and the Douglas DC-10 are tng-tange aircraft, with ranges
greater than 5000 nmi, and the Boeing aircraftdaminating this market. The DC-10 is
an older trijet aircraft, launched in 1968, andamsidered unreliable due to a number of
accidents in the previous decade (“The McDonneluddas DC-10" 2003). There is
potential for a DC-10 update or replacement towhedend of the decade, but that may
not happen unless the company’s financial prognmsgoves. The Boeing 767 is a
medium to long range, twin-engine wide body airctiat was first flown in 1981 as the
767-200, with the 767-200ER, extended range, flamwnl984. It was developed in

conjunction with the 757, with which it shares antoon cockpit (“Boeing 767-200"
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1998). A stretch version, the 767-300 and -300E® samheduled to be flown in 1986
(“Boeing 767-200” 1998). Boeing’s 747 is a longganwide body four-engine aircraft.
It was first launched in 1970, with an updated 300, with upper deck, first flown in
1980 and another potential update projected forldtier part of this decade (“Boeing
747-300” 1998).

The other existing wide body aircraft of the tintlee Lockheed L1011 and the
current Airbus A300/A310, are not considered conmgedaircraft for the 747, 767, and
DC-10, since they do not have as long a range.hAsatrframer strives to design and
build a new long range wide-body aircraft, the majompetition will be Boeing’s 767
and 747; the DC-10 and any additional updates aoeitcurrently, and projected to be in

the future, a minor player in the long-range market

6.1.1.2 National and International Events

In the mid 1980s there were many changes takinceplathe world. One of the
big ongoing news pieces in the early 1980s washhaging of the USSR. Between 1980
and 1985, there were four General Secretaries @fGbmmunist Party. The first is
Leonid Brezhnev, who is remembered for the war fgh&nistan and giving increased
powers to the KGB. Yuri Andropotook over for Brezhnev in 1982. He tried to reduce
corruption and increase productivity in the USSH atsewhere in Eastern Europe. He
tried to reach out to the leaders of Western Euierm the United States; however, he
was largely unsuccessful. While he wanted to reftiemUSSR, he died before he was
able to accomplish significant reforms. He was saded by Konstantin Chernenko, who
only lasted 13 months. Mikhail Gorbachev, who sedesl Chernenko and was groomed
by Andropov, proved to me a more open Soviet ledtlan those before him. He
cultivated a policy of increasing freedom of speaal the press in the Soviet Union in
the 1980s. He took control of the USSR in March5L.9%hd reached out to the West.

When he took office in 1985, he tried to acceleratmnomic reforms, including
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incentives for increased production. He continualkst with the United States and
Western European countries for a reduction in nraeliange nuclear weapons.

With the changes taking place in the USSR, someroffastern European
countries are also becoming more open. The sdydarovement in Poland, an anti-
communist movement that began in 1980, was stihggan 1985. Although the Polish
government, with the backing of the Soviet Uniomlently tried to put down the
revolution, the movement slowly gained momenturaraattempt for the workers to have
more say in their government. This movement is éxample of the growing discontent
among the working population in Eastern Europe. iAareasing black market for
western goods and ideas was one result of thesenals$tic movements, as was an
increasing demand for education and freer travel.

While the previous two paragraphs describe thetipali situation in Eastern
Europe, the economic situation should also be wtoed. From the mid 1970s through
the early 1980s, the Soviet economy stagnated.uetioth, agricultural and otherwise,
was flat, even as the population continued to gMith this problem, shortages of food
and other goods became widespread, leading to apelgce’'s discontent with their
government. During this time, the government ttie#eep the status quo and make few,
if any, necessary reforms. When Gorbachev took mv&885, he instituted labor reforms
to try to increase productivity.

Western Europe was also making changes duringithés In France and Britain
there were representative governments, headed dncéis Mitterrand elected in 1981
and Margaret Thatcher elected in 1979, respectiritically, these governments were
very stable in the 1980s.

Thatcher politically survived the Falklands warlid82 and a coal miner’s strike
in 1984. She was a proponent of a free-marketeprgneurial economy and sold off

pieces of state-owned businesses to workers. Térattke Ronald Regan, supported
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using deterrence against the Soviet Union and stggbouclear disarmament talks with
Gorbacheuv.

Mitterrand was the first socialist president of i@, elected in 1981. He passed a
wealth tax to try to prevent an economic crisis.i¥/he was a socialist at a time when
other world powers, including Thatcher and Regagrenconservative, he still supported
close Western European collaboration between FrandeGermany, Spain, Portugal,
and Great Britain. While he was less popular with United States government than
those in Western Europe, he still aligned his goreant with the United States and Great
Britain against the Soviet Union.

Economically, Western Europe was doing better thastern Europe in the early
1980s; however, there were also economic problentisis area of the world. In Britain,
the unemployment rate increased from 6.2% in 18801t9% in 1983 before leveling off
at 11.3% in 1985. In France and other countrieoimtinental Europe, the trend is similar
but less dramatic, as illustrated in Figure 35.sThsing unemployment rate was of
concern to both the government of these countried #heir population. High
unemployment led to decreased job security, deedeasonomic growth, and stagnant
wages, illustrated in Figure 36 for Germany. Westeuropean leaders at this time were
trying to combat the increase in unemployment dat\vfages. While gross domestic
product (GDP) growth was higher for Western Eurtimn Eastern Europe at this time,
Western European GDP growth was still lower in 1880s than in the 1950s and 60s.
One reason for this was the recession in the UiStates in 1982-1983.

Another problem facing Western Europe that als@dathe United States was
high inflation. As illustrated below in Figure 3iflation increased an average of 7% per
year in the United States, 9% per year in Franod, HL% per year in Great Britain
between 1980 and 1985. At the same time, in 198AFTSE 100, a British stock index
similar to the S&P 500, decreased 15% (“FTSE (*"HI81®” 2006).
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Figure 35: US, Britain, France Unemployment (“Histaical Unemployment Rates” 2006, Taux de
chémage.” 2005, Lindsay 2005)
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Figure 36: German Wage Growth (Lange 2007)
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Figure 37: US, Britain, France CPI (“Consumer Pricelndex” 2006, “Retail Price Index...” 2006,
“Indice Mensuel...” 2005)

In the early 1980s, the United States was farmgvell as Western Europe, both
politically and economically. Ronald Reagan wastele president in 1980 and then re-
elected in 1984. Like Thatcher, he was a capitaligt proponent of the free market. He
was able to drop the marginal tax rate for the ésgtiax brackets by almost 50% and also
decreased the tax rate for businesses (“Ronalddré&p06) in an effort to help boost
the economy. He was unpopular during 1982-1983nvdfe unemployment topped 10%
(see Figure 35) and the Dow Jones Industrial Aver@llA) dropped below its 1981
high, as depicted in Figure 38, before reboundm$983. Much of his economic policy,
called Reaganomics, was focused on decreasingatag and creating jobs as a way of
lifting the US out of the early 1980s recession.i/kthe recession ended, tax revenue
dropped and government spending continued, regultim large increase in the national

debt.
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Figure 38: DJIA (“Dow Jones...” 2006)

Reagan also negotiated with other countries abrdaddeclared himself against
communism, but opened talks with Gorbachev forghgoses of arms reduction and
increased trade. He also increased trade with ClmekJapan during his two terms in
office. He recognized that both the Republic of i@hion Taiwan, and the People’'s
Republic of China, the mainland, were importanditng and political partners, and
sought to negotiate with both.

The People’s Republic of China (China) was in thiglst of a cultural and
political revolution in the 1980s. Under the leat®p of Deng Xiaoping, a new
constitution was adopted in 1982. This new consbitugave more rights to the general
populace in terms of freedom of religion, speecit press than were available before. It
also disbanded the communes that had been prewaldgrd farming areas of the country
and gave the land to the workers. As more than d¢fal€hina’s population lived in
poverty in 1980 (“People’s Republic of China” 200ese reforms were well-received.

During this time period, China was also seekingntvease productivity, worker
output, and worker’s standards of living. The gaas to industrialize the country as

quickly as possible. At that time, Chinese laboswary cheap so goods could be made
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cheaply. While there were some criticisms direcedhe Chinese government for how
political and social dissents are handled, China &arising GDP and a decreasing
number of people living in poverty.

Also during this time period, other Asian citigkel Taiwan, Hong Kong, and
Singapore are also modernizing. Hong Kong, Singgpand South Korea increased
exports and productivity while raising the standafdiving for their own population in
the 1970s and early 1980s (“East Asian Tigers” 2006creased trade with Europe, the
United States, and Japan and a well-educated, lb&kohg populace were characteristics
of these countries in the 1970s and 80s.

Japan, which industrialized itself just after Wowar Il ended, was an important
economic force in the mid 1980s. Its people hadhighest standard of living in Asia at
that time. The population was well-educated, uneympkent was low (Alexander 1985),
and a brisk trade business had developed betweam Zad the United States, and, to a
lesser extent, with Western Europe. Japan was kriomcheaply creating and exporting
technologically advanced goods such as automohitelselectronics that were of high
quality. The economy was doing very well, as evadehby the Nikkei 225, a stock index
similar to the S&P 500, gaining 16% annually in 3%hd 1986, as illustrated in Figure
39. Politically, Japan was a US ally with US miljtdbases on its soil but reluctant to get
too involved in international disputes, particwanlith China.

While the world’s economic power is, or will soomr,lconcentrated in Europe,
Eastern Asia, and the United States, other partthefworld are still important. For
Central and South America, the early 1980s are egapolitically by coups. The United
States government is generally supportive of coadime and military governments
while some European countries are more supporfitkeocountry’s general population.
While cocaine use was becoming a problem in thebyS1985, Central and South

American countries were generally not world ecoropawers.
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Figure 39: Nikkei 225 (“Nikkei 225 ("N225) 2006)

The continent of Africa also had some economidlenms. The northeast and
north central part of the continent experience@\ere drought in the 1980s; there was
much suffering and malnutrition even with interoagl aid. South Africa had internal
problems, the most severe of which was apartherd¢clwwould eventually fall in the
1990s. Much of the continent was had problems ey and corruption, along with the
newly identified AIDS virus, which appeared to ddickill those who caught it. In
Egypt, the war and tensions with Israel are over.

In the Middle East, the United States and, tosade extent, Western Europe,
were supporting Israel over other countries. Sithee end of the war with Egypt, the
south of Israel had been militarily quiet. HoweMegpanon was politically and militarily
unstable at the time, so military power was beiogcentrated on the north border. With
Lebanon’s instability was the fear that Jordan &wtia would also fall victim to
revolutions, attempted coups, or militarists. As ttestern world had significant interest
in a safe and secure Middle East, the United Staies to work with Middle Eastern
governments to stabilize the region. At that tinseael was a firm ally and Iran was a
firm enemy, since the Islamic government had ta&eer the country in 1979. Saudi

Arabia, Egypt, and Irag were softer allies at ttiate, as was the rest of the Arabian
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Peninsula to insure the continued flow of oil; tlisespecially important as the price per
barrel of oil had been dropping since 1980, froni.83/barrel to $26.92/barrel in 1985
(“Historical Crude Oil Prices” 2004).

In Central Asia, there is little unrest, but thigdest countries were India and
Pakistan, who are historically enemies. India dgwetl nuclear capabilities in the 1970s,
but, like China, spend much of the early 1980s riidgg to modernize the country.
Indira Gandhi was prime minister, and the governmagthat time was trying to decrease
malnutrition and increase educational opportuniteesrural children. While India was a
democracy, Pakistan was a state ruled by the mnyilitm Pakistan, the 1980s are
characterized by a return to Islamic law and ataryi regime. While there is historical

animosity between Pakistan and India, the borderpeaceful during the early 1980s.

6.1.1.3 The Aerospace Industry

The historical perspective shown in the previoastisn has an impact on the
aerospace industry. While the aerospace industoftésn linked to the defense industry,
here it refers only to the commercial sector of itiaustry. At this time, the industry is
composed of older, propeller transport aircraft éon@ being slowly phased out to make
room for more of the newer jets, as well as naraod wide body jet aircraft.

In 1985, major aircraft manufacturers in the maikethe western world were
Boeing Corporation, Lockheed Corporation, McDonnBlbuglas Corporation, and
Airbus Industrie. At this time an airframer looking expand market share has decided
that the long-range, wide body market will increasehe coming years (Lenorovitz
1986). With the increase in globalization predictedhe coming decades, an increase in
the long-range, wide body market makes sense. ths @uch as Singapore, Seoul, Hong
Kong, and Taiwan increase in size, industrial potidu strength, and monetary value,
there will be more travel to and from these plaédso, as large, populous countries like

China and India become more industrialized and thrgathere will be a larger demand
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for travel both to and from them and also withieittborders. With the potential opening
of the Soviet Union to more foreigners, there wlBo likely be more demand for travel
to and from Moscow. All of these markets will bellgerved by a high-capacity, long-
range, fuel-efficient commercial aircraft. There atso the issues of air traffic, runway,
and ground traffic congestion. Busy airports arealy increasing landing fees as a way
of pushing more airlines into using larger aircrafius decreasing runway congestion
(Lenorovitz1987).

All of the considerations outlined above translate a need for a new aircraft for
the long-range, wide-body market. This new aircedfould include new technologies
that are available or will be available over thatrfew years. It must have a low per-seat-
mile operating cost in order to be competitive amast also be compatible with existing
airport, runway, and air traffic control infrasttuce.

Different companies have had different responsesthse potential world
changes. Lockheed, back in the late 1970s, cremtedpdated version of the L-1011.
While this updated version was supposed to be gettar in the long-range market, it
proved to be inferior to the 767, and productiors walted in 1983 (“Lockheed L-1011
TriStar 500" 2002). As a commercial airliner, thelQ11l has been so far generally
unsuccessful; however, the Royal Air Force (RAFR)cphased several and is planning to
convert them to tankers. McDonnell Douglas, makkemmother trijet, is researching
updates for the DC-10. Such updates will includstratch version of the DC-10 to
accommodate more passengers, a newer, more eledtrgint deck, and wing updates to
decrease drag (“McDonnell Douglas MD-11" 2001). Jdechanges will hopefully
increase McDonnell Douglas’ market share in thgiommnge, wide body aircraft market.

Boeing Corporation, which currently has the largesirket share of long-range,
wide body aircraft, is also looking to upgradefieet. Boeing is looking to upgrade and
stretch the current 767 to create an aircraft betwbe 767 and the 747 in size. The new

aircraft, as a 767 upgrade (currently dubbed the X6 will be a long-range twin. It will
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be able to serve the current 767 markets and, hthpedvill someday serve even longer-
range oversea markets with the creation of a rexwended-range Twin-engine
Operations (ETOPS) rating.

From the perspective of a notional airframer, Bgeand the 767 and 747 are the
main competition in this market. The goal is toateea more cost-effective competitor
for the 767 fleet currently in existence. This naircraft should be less expensive to
operate than the current 767s and the projectedeff@cement. The new solution should
have higher capacity and longer range than theeoui#67, and should have lower per
seat mile operating costs, while still incorporgtimew technologies that will allow the
aircraft to remain competitive longer (Lenorovi@8sb).

There is also potential to try to gain a marketaadage by using more American
sub-contractors for aircraft parts (Lenorovitz 198Buch changes, along with projected
increases in the long-range, wide-body market contgease aircraft sales and also
increase profit for the airframer.

Since the goal of this design is to create a prothet is superior not only to
existing products but also to newly developing jpicid, it is important to know what
technological advances are to be expected ovem#éxe five years. Some expected
technological advances include lighter avionicstays, newer lightweight aluminum
alloys, and newer uses for carbon-fiber/epoxy nee(Lenorovitz 1987). New avionics
developments include the ability to use a standarckpit for the new aircraft under
development, thus decreasing pilot training timewsdl as avionics system weight
reductions. There is also potential for a newerbff-wire system that is lighter than
existing systems. Lighter-weight aluminum alloywvédeen developed over the past 15
years, which have the potential to save a fractibthe aircraft's weight. The carbon-
fiber/epoxy materials used to build the tail of remt widebody aircraft should be
extendable to a larger aircraft. Other technoldgacvances include the use of winglets

to reduce drag.
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6.1.2 Step 2: Scenario Development

Scenario development is an important step in ible analysis process. Several
processes to create scenarios have been discudsedcenarios used in this example
have the disadvantage of being created by a sidgl@sion maker, instead of a
committee or group of industry experts. Howevee, ffhocess used to create the scenarios
was similar to one that would be used if the sdesdrad been created by committee.

To begin scenario creation, the decision makeerdehed what aspects of the
future to examine to bound the scope of the prokderwh current events, variables, or
drivers could potentially have a significant impact the future of commercial aviation.
In this case, the aspects of the future that nedabtspecified are employment, culture,
politics, economics, and technology as these factalt affect the commercial aerospace
industry. These categories were chosen for cortyinthe potential future risks will be
identified in these categories, and it is the pagpof this process to address these risks.

Given the state of the industry and the world @83, there are some important
variables for the scenarios to address. From aov@avironmental standpoint, the future
of Eastern Europe and the Soviet Union will affiaet global economy and, by extension,
global air travel. Currently, Eastern European stycis becoming more open; that trend
could continue or change. Changing population deapigcs in Asia, particularly China,
India, Japan, and South Korea will also affect gh@bal economy. These populations
could continue to become wealthier, or not. Frommiaro-environmental standpoint,
variables that will have a significant effect o tindustry include the price of fuel. Fuel
is a significant part of an aircraft’s total opéngtcosts, so fluctuations in fuel price can
cause large changes in revenue for an airline. ellle®e variables will have a great
influence on the commercial aerospace industryifemear future.

Other variables will also influence the future. eTipotential for air travel
disruptions should also be examined. Terrorist &vdrad not significantly disrupted

travel in the 1980s; however, there were threedairdijackings and two airport attacks
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attributed to terrorists in 1985, so the terrotiseat appeared to be increasing. Another
threat that may be increasing is the threat ofatiseSeveral new viruses were identified
in the 1970s and early 1980s, and travel has thenpal to increase the speed at which
disease spreads. Terrorism and disease, while exesearily driving forces for the
commercial aerospace industry, have the potemtightise disruptive futures.

Now that three main variables and two disruptmeés have been identified, the
scenarios should be created to mix and match thables. Five scenarios were created:
one particularly good picture for the future, oratgularly bad picture for the future,
and three very different middle of the road scesgarDne of the ways to help insure that
the scenarios were different was to create a mafradternatives. The created matrix is
illustrated in Figure 40. It consists of ten mamtegories each with two or more sub-
categories that have at least two options eachingahis many categories and options
means that the user can specify the future in aiachyof different ways. The main
categories consist of economy, jobs, transportagmvernment, international relations,
environment, housing, education, leisure, and otfdrese categories were chosen
because they are important pieces of society ampbritaint to specify for a particular
future in order to address the variable and disrapforces mentioned above. The
scenarios, rather than being deterministic, the weagineers usually think about
scenario-based analysis, are open-ended, so timelpecased in a probabilistic analysis
just like traditional variable distributions.

The IRMA tool was used to aid in the specificatafrscenarios for this problem.
For the first scenario specified, the best-caseat® the IRMA is illustrated in Figure

41. In this IRMA, the green boxes were the chosemario attributes.
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This scenario is the global prosperity scenatioepresents this author’s view of
the best thing that could have happened globaliyden 1985 and 2004. In this scenario,
interest and borrowing rates were low, higher etiacavas achievable for all who want
it, fuel costs are relatively low, and jobs arenpifell. The global characterization of this
scenario is that the USSR becomes a democratietgoitirough peaceful revolution,
either in total or each member state. East/Westiogls improve, and Eastern Europe
becomes economically comparable to Western Eurgg20b4. On the whole, a united,
wealthy Europe has emerged from the cold war.

In Asia, China also becomes a democratic societlyl@atomes an economically
powerful force. China is on its way to becomingratfworld society, and its population
has leveled off. Japan has been at the heart of teahnical advances over the years in
electronics and is keeping up the trend. The cguatvery wealthy, and has the highest
standard of living in the world. Asia’s other largemocracy, India, also has a growing
middle class, and is solving its rural poor problimough government efforts to increase
educational opportunities to poor children.

In the Middle East, there has been a peaceful uéeol in Iran. Iran and Iraq
have signed a peace treaty and are leaving thenm@atheir border clear of military
forces. Since the oil industry is booming as wartthsumption increases, most of the
Middle East is growing wealthy. Israel is stabledds having no problems with its
neighbors. In Africa, AIDS has been controlled tigh anti-viral medication and a
vaccine that has become commonplace in most owtrll. There are still factions of
disenfranchised people in the Middle East, Afremagd South America, but they are small
and are causing few worries about terrorist indislen

The second scenario, the worst-case scenariojnissa the opposite of the
previous scenario. In this scenario, the UnitedeStand Western European economies
never really recover from the recession of 198288 the high oil prices of earlier this

decade. Instead of recovering, the economies k&agging again in the late 80s. This
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time, the problems are global. In the United Stateany companies bought out their
older, more expensive workforce, so the number afkers compared to the number of
retirees is small. In both the US and Western Eeydpis very difficult for the young
workers to get ahead, since much of their paychac&sgoing to taxes to support an
older generation. Socially, there is much oppositmmnew technologies since the nuclear
accident in Alabama in 1987. While the accident wamll-scale and there were few
deaths (and few projected deaths), for the publstili underscored the need for careful
examination of new technologies.

Seeing the downward spiral of the Western Euroeah American economies
causes Eastern Europe to close its borders. Thd&RUS® threatening to the west, but
they continue to be a closed economy, with littlebgl interaction. With the decrease in
request for Chinese goods in the late 1980s an@isl ©©hinese modernization comes to a
screeching halt. China closes its doors to westgra@d more and more Chinese live in
poverty. The Chinese government roughly puts domy tant of rebellion, but there is
still low-level unrest, particularly among youngopée, who are chronically unemployed.

The situation in the Middle East is similar to Cdjinvith repressive governments
clamping down on free speech. Unfortunately, themso some low-level, unorganized
terrorism in the Middle East and Africa. With intational aid drying up, poorer
countries are having to grapple with disease amgy&uproblems, but there are no global
pandemics. In general, there is some civil unggstiicularly among young people with
poor job prospects; however, none reach the lelvalserious movement. There are also
some border skirmishes and more-or-less bloodlespscin various parts of the world,
but again, no all-out war.

Scenarios number three, four, and five are diffefeom the first two. These
scenarios don't portray either the best or worgderéuoutcome. Instead, they portray
outcomes that seem to be more plausible. Noneesktlcenarios is meant to portray an

accurate future, just a potential one.
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The third scenario highlights what could happenthd# AIDS virus becomes a
global pandemic. In this situation, much of the M@rgovernments’ resources are being
taken up to fight this disease, either directlybgr supporting AIDS research. In the
United States, most people are healthy and takiegapitions to prevent infection. The
biomedical field is very large and heavily subsatdizby the government. Travel is
discouraged to and from countries with significarfiéctions, but not banned. However,
most people travel only in countries with low ratésnfection. In Western Europe, the
situation is similar to the United States. Coustiaee cooperating to try to find a cure or
better treatment for AIDS. Eastern Europe and Chage stopped the AIDS epidemic by
closing their borders to foreigners and not allgyvtheir citizens to travel. Japan has
become a world leader in the biomedical researehld,fiand its population is very
wealthy. In the Middle East, cultural pressuresenkept the AIDS virus to a minimum,
and thus there is a renewed vow to follow Islanaw.l There is much travel between
countries that are working on AIDS research, dtielto countries where there are many
infections, including much of Southeast Asia, Sab8an Africa, India, and Indonesia.
The economies in these countries are strugglimgesmany of their young workers have
been struck down by AIDS. There is a renewed aalltfaditional religious values all
over the world, as it is seen as one way to hetpbad the spread of AIDS.

The fourth scenario centers on an on-going Midetet conflict, which started
over the increased price of oil and has explodealanworld conflict. In 1987, the OPEC
countries decide to cut production to increase ghiee of a barrel of oil. As some
countries agree to cut production and some dothetconflict in the Middle East starts
internally. The countries that do not agree toproduction were invaded, and the rest of
the world, which is relying on the oil-producinguctries, steps in to help sort out the
conflict.

In the United States, the war in the Middle Eastnges much about society and

is compared to Vietham. Society has become ecoradmipolarized, with the wealthy
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and well-educated having more educational and pgodunities for their children, while
the less-advantaged children end up working iniserpobs or for the military. Blue-
collar workers are losing purchasing power, esplgcigith the rising fuel prices. The
defense industry is booming, and there is much asiplon alternative fuels. In Western
Europe, life is similar to America. There is an momic gap in educational and
employment opportunities, with the poor losing phasing power. Lack of oil from the
Middle East has forced America and Western Eurodat alternative fuel sources, one
of which is the USSR. Newfound wealth in the US8Rdk to a peaceful revolution, and
society there is much more open. Oil is also bemgorted from South America,
particularly Venezuela, where the US is helpingienflly government stay in power. In
Asia, Japan is still the world leader in the mieteetronics field. The Chinese economy,
however, is very depressed. It is dependent onigioreil and exports to fund its
modernization process, and when the exports dexraad oil prices increase, the
economy dipped and has never recovered. India, hen other hand, is receiving
significant support from North America and Europetle to its proximity to the conflict
in the Middle East, European and North Americaropso are stationed there and are
using parts of the country as a base of operations.

In the Middle East, North American and Europeanesllare the secular
governments in Israel and Irag. Small countriesjuiing Lebanon and Kuwait, are
caught in the middle and have been annexed by @beers. Syria, Iran, and Saudi
Arabia are the main powers. Radical Islam has naademeback in these countries due
to the war.

Travel to and from the Middle East is totally culgd, except for military travel.
Travel between North America and Europe and, tesadr extent, Asia, is common.
International travel security is very high, andws@g lines to enter and leave countries

are long.
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The final scenario describes a technology explodimng the 1990s. All over the
globe, new electro-mechanical devices are beingldped. In the United States, there is
a definite distinction between the wealthy, the aledclass, and the poor. There are many
high-tech jobs for the wealthy and well-educated also many blue-collar jobs that pay
well for the middle-class. For the poor, the serveector jobs are disappearing as
technology takes over. Open college positions i@ tnited States, particularly in
technology driven areas, are filled with studentsrf other countries. Western European
countries have been taking advantage of the nemtdogies more than North American
countries. Due to their increasingly urban popolai these countries need more and
better mass transportation and work at home optistsch new technologies are
providing.

Eastern Europe has been mostly left out of then@ogy explosion. These
countries are mostly closed and are still operatis it is 1985. Due to the nature of the
governments in these countries, it is difficult feesterners to discover what is happening
there. Asia has been a big part of the technolegglution. While the United States is
still educating many of the world’s students, maeyv technologies are being developed
in China and India, and Japan is a source of comigninnovation. The standard of living
in India, China, and most of the rest of Southéesa is rising rapidly. These cultures
still value hard work and education, but are alsodming consumer cultures like the
United States. Even the Islamic world has not beenune to the technology explosion.
Hand-held small electronics are common in the MidBlast and North Africa. Oil-
producing countries are prosperous with more pefpieng the consumer revolution,
even as advances into alternative energy increase.

In this scenario, there is much demand for longygeaand international travel.
Vacations for the wealthy and business travel mgkenost of the international travel,
and short-range domestic travel by air has declaseddvances in rail transportation have

made it more viable.
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6.1.3 Step 3: Alternative Solution Development

Now that the problem and potential futures haeerbidentified, potential
solutions, or families of solutions, must also thentified. Since this is a large sunk cost,
long timeframe project, it is assumed that eacleggad solution will eventually become
a family of solutions. Therefore, it is assumed tifahe aircraft proves to be viable, not
only will the original solution be designed andlhwut there is also potential for stretch,
extended range, and other versions of this aircraft

There are several ways to determine what the patesolutions are and which
ones should be investigated. Since most commeaaiedaft, with the exception of the
Concorde, look very similar, configuration optioa® rather limited. Since this aircraft
must fit into existing airport infrastructure, tradnal aircraft configurations will be
weighted more heavily than out-of-the-box confidima options. Unless it proves to be
an infeasible or non-viable configuration, the @fcwill have one fuselage, one wing,
and one tail. Since it has never been commercddlye before, the development and
certification costs for a non-conventional aircraill likely be much larger than those for
a conventional aircraft and, because it would reweh a different appearance, it may be
difficult to sell. It could be difficult to find avilling population to fly on such an aircraft
even if it could be sold to an airline. On the othand, since most people are familiar
with a conventional aircraft configuration, new haologies that do not change the
appearance require no additional work to conviree ftying public of their safety as
long as there are no accidents.

Since the choice here is limited to a conventiaualfiguration aircraft, there are
a few physical and functional characteristics tocbacerned about when choosing a
baseline configuration for a family of aircraft. ©possible way to downselect between
the possible alternatives is with a very simplifiedtrix of alternatives, as illustrate in

Figure 42.
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This matrix of alternatives is small; at this poimtdecision making there is little
information available for decision making, and @y as the aircraft meets the physical
boundary constraints imposed by existing airportd eunways, the aircraft's physical
size can be determined at a later date. It is ntnelsame for functional characteristics.
The aircraft needs a lower per seat mile operatiog} than existing aircraft and must
meet plausible future noise and emissions requingsneSince it is a conventional
configuration and must fit into conventional aifsoand flight patterns, more precise

performance characteristics can be determinedaa¢iadate.
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Figure 42: Aircraft Configuration Matrix of Alterna tives

Three conventional configurations were chosen ftbm matrix of alternatives
presented in Figure 42; if none of these proveildasnd viable, other configurations
will be chosen at a later date. The configuratisese chosen based on the airframer’s
preferences: be able to add enough new technotogyaduce the lowest per-seat-mile
costs in the market, as low a development coss asasonable, and to cover the entire
widebody, medium and long range market.

The first, illustrated in Figure 43, is a deriv&iwf an existing aircraft. The
derivative is a stretched version of an existindelody, medium-range aircraft with two
engines placed under the wings and a conventiamalltt would be able to carry more
passengers than the current version of the aircaaftund 300 in a two-class layout.
While this aircraft would be less costly to desagrd build, since a version already exists,
it has the disadvantage of having a shorter randenat covering the entire market. The
engines, wings, and fuel tanks were designed famaller aircraft, with a current range
of 4100 nmi, and a stretch version would likely @dan even smaller range. While in a

performance-based world these deficiencies wousdjdilify it from consideration, a
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derivative aircraft has some attraction since @gefopment cost is so low. If it could be
designed and updated with new technologies anajpleeating cost was comparable to
other newly developed aircraft, it will still be@ntender. If it has a common cockpit

with existing aircraft, it would also save airlisemoney on training costs and the parts’

suppliers money on replacement costs.
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Figure 43: New Derivative Aircraft (modified from “ Airbus A300-600” 1998)

Another aircraft configuration to be examined isew twin-engine under-wing
mounted aircraft with a conventional tail. A notbngraphic of a new twin-engine
aircraft is given in Figure 44. This aircraft wittansport approximately 325-350
passengers and likely have a max range of approgiynd500 nmi.

While a new twin-engine aircraft will be more cgsttb develop than a derivative
aircraft, developing an aircraft from scratch caad to lower operating costs and, in this
case, more flexibility later on to create derivasivit could also be easier to integrate new

technology into a new aircraft than to retrofit existing aircraft with new technology.
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Some of the disadvantages of creating a new twgirenare the low max range and long
takeoff field lengths as compared to a tri- or aduengine aircraft. A twin-engine
aircraft also needs to be Extended-range Twin Qipeia(ETOPS) certified before it can
fly over large bodies of water, while a tri- or g@ngine aircraft does not. Needing an
ETOPS certification can add time and cost to aitctavelopment, and some passengers
could become fearful on overseas flights on a tengine aircraft. A twin-engine aircraft
also has a takeoff disadvantage at high altitudkecemhot days, when takeoff is difficult.
On the other hand, a twin-engine aircraft has thtergial to have lower operating costs

than one with more engines.

Figuré 44: New Twin Engine Aircraft (“Airbus A330—300“'1998)

Since a twin-engine aircraft has some potentialbl@ms as a long-range,
overseas aircraft, it also makes sense to examihesa or four engine aircraft. A three
engine aircraft generally has two under-wing engia@ad one engine in the vertical

stabilizer. Having the third engine below the &l above the fuselage creates additional

165



structural requirements for the aft end of the fage, and a carbon-fiber/epoxy tail has
never been tried with a trijet. For these reasdhs, three-engine aircraft idea was
discarded.

A new four-engine aircraft has all the advantagesroan existing aircraft
derivative as a new twin-engine aircraft. It congsato a new twin-engine aircraft as
explained above: can fly longer routes, doesn’dnae ETOPS certification, has better
“hot-high” takeoff characteristics, and the flyipgblic is potentially more comfortable in
it. However, it can have a higher per seat milerajgg cost than a twin-engine aircraft,
depending on engine characteristics.

The characteristics of the four-engine aircrafbéoexamined include four under-
wing engines, and a conventional tail. It shouldycapproximately 275-300 people for
7000 or more nmi. A notional four-engine aircraftdepicted in Figure 45. This aircraft
needs to be smaller than a 747, since it is suplptoseompete with the 767-200ER.

There are also some other aircraft options thdudectwo or more of the above
aircraft. One of these options is to create a nsw-éngine aircraft and a new four-
engine aircraft. This family of aircraft would capt both the medium- and long-range
segments of the market, and segmenting the mar&gtprove to be more cost-effective
than trying to create one aircraft to cover tharenhedium- and long-range widebody
market. One way this would be cost-effective isteate one fuselage and landing gear
system with one basic wing and tail for two engiaad one modified wing and tail for
four engines. Both wings would need to have theesrselage interface for this idea to
work. Designing a new twin-engine aircraft and adgive four-engine aircraft will be
more expensive than just designing a new twin-engiicraft; however, if the two
aircraft can be created as one aircraft platforrd ane derivative, the cost will be
significantly less than the design of two sepamteraft. While this type of aircraft
development has not been done before, it is thotoghe no more complicated than the

creation of a new wing and tail system for a denaaaircratft.
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Figure 45: New Four Engine Aircraft (“Airbus A330-300" 2002)

However, this option also requires the use ardmi@l development or updating
of two different classes of engines. While it canexpensive to create two new classes of
engines instead of one, it may be possible to maahisting engines to fit the needs of
this aircraft. Since long-range twin-engine airti@feady exist, the correct engine class
for this aircraft also exists. Potential engineichs for a long-range twin-engine aircraft
include the GE’s CF6 class and Pratt and WhitnBY\4000 class of engines. Instead of
the creation of an entirely new engine family, idyrbe possible to create a derivative
engine family that reduces development time and, dng still allows the use of new,
more advanced engine technology.

For a four-engine aircraft, engine development rhbaymore complicated. The
existing widebody four-engine aircraft, the 747significantly larger than the proposed
four-engine aircraft solution. Engines needed lfier proposed four-engine aircraft would

need to be approximately half the thrust as thaspgsed for the twin-engine aircraft
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since the aircraft will be so similar. This putg fbroposed engine thrust in the 30,000 Ib
thrust class. There are existing engines in thisstitlass, most notably the CFM-56, that
could be used or modified for use with a new foogiee, long-range, widebody aircraft.

The advantages of the creation of two new airaradir a single new aircraft are
that it could capture more of the long-range, watBbmarket. If the development costs
can be kept low and the aircraft markets are gaffity different that creating two
aircraft allows for significantly increased saldban two aircraft may be a more
economically viable solution than a single aircrafitany configuration. The danger in
creating two aircraft on the same platform is tthat platform is a compromise solution
and so is optimal for no one. If this case occuriedould decrease aircraft sales, not
increase them. However, both aircraft are appedbnifpe same market, so there is less
danger of a non-optimal, too-compromised solutibmese two aircraft should appeal to
different segments of the long-range, widebody mrland so development should
increase, not decrease sales.

Another solution that calls for development of twidferent aircraft is the
development of a new four-engine aircraft alonghwa larger, updated derivative
discussed previously. The development costs ofgdasj a derivative and designing a
new four-engine aircraft are less than the creatibtwo totally new aircraft; however,
these costs may be greater than the cost of padeMelopment of a new twin and new
guad on the same platform. Updating and stretchirayirrent aircraft can be a costly
process. Many of the systems on that aircraft wetially developed more than ten years
ago. These systems need updating to tomorrow’slatds, not just today’s standards.
There is also the problem that growing an airaradiuces its range; however, there may
stil be a market for a medium-range widebody tleah carry 300+ passengers,
particularly as countries like China increase tkeimand for air travel.

Creating a new four-engine aircraft in additiorupmlating the an existing aircraft

can increase the company’s market share. As a oemehgine aircraft would be longer-
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range than an updated derivative, it will competa idifferent segment of the market.
These two aircraft fill complimentary roles; howeviney will probably be expensive to
develop in parallel. Another advantage to stretghém existing aircraft is that, as a
derivative, its development time is shorter thaneav aircraft. It would be out in the
market competing with the 767 before a totally reveraft could be fully developed,
which could be an economic advantage for the compan
There are five options listed above as potentikitsms for this problem:

1. Updated, stretched derivative aircraft

2. New twin-engine aircraft

3. New four-engine aircraft

4. New twin- and four-engine aircraft built on onetfdam

5. New four-engine aircraft and updated, stretched/dtve aircraft
Each of these five solutions could have been undesideration in the mid 1980s for a

767 competitor.

6.1.4 Step 4: Uncertainty and Risk Identification

Now that five potential solutions have been idedi it is time to begin
examining them. The first step to examining theisohs from a risk analysis perspective
is to examine the assumptions made about eachimuluthe assumptions to be
examined fall into five categories: employment,tard, general economy, politics and
government, and technology. Since the ultimate gb#iis process is to create a product
that helps illuminate to engineers how managersemdécisions, the categories are
chosen to be facets of risk that manager decisiakens care about.

The first category of assumptions to be examingdemployment. These
assumptions have to do with finding the correctkeos to complete the job, being able
to pay them competing wages, and being able to aomuate with them. The list of

employment assumptions and their correspondingrtaioges is depicted in Table VII.
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Table VII: Employment Assumptions and Risks
Assumption Fisk
Mot having enough qualified design engineers

Wl have, or be able to lure, enough werlers

to meet demand

Mot having enough manufacturers--early

Mot having enough manufacturers--late
Higher turnover rate
Can't afford to keep workers on during cyclic work eycle

Accurately anticipate workers costs -
B 2 “Worliers labor costs increase

Tron boycotts (early n manufacturing cycle)

Mo language barriers “Workers difficulty communicating between countries

Pay wotlcers competing wages m different  |Inabdity to pay workers competing wages i different countries

countries Lozz of workforce to American companies

“Workier benefits' cost increases

Difficulties worlang between European countries
Difficulties working with smmmigrant labor

Tnability to inport unskilled labor

Difficulty with commumnications with cutsourced labor

o cultural problems between workiers

Ilinimal business lozses Lozz due to worlang with cutsourced labor markets

Training costs are low compared to Tnereased timefcost to effectively training workers in new technology
productivity Increased tinefcost to efectively skall unskalled worleers

Ilobile workforce Tnability to move worker locations as necessary

Stable workforce “Work interruptions due to extenuating circumstances

The first assumption about the workforce is thatrehwill be enough workers to
meet future demand. Risks in this assumption irelieé potential to not have enough
engineers or manufacturers. Along with the asswmgtiat there will be enough workers
is the assumption that the employer can accuratatigipate the cost of those workers.
Risks there include whether the turnover rate igdathan anticipated, whether worker
costs, either wages or benefits, increase, andhe&he¢he company can afford to keep
workers occupied if the work becomes cyclic. Alltbese risks have the potential to
increase the cost of workers.

Another potentially problematic assumption stenasrfithe knowledge that these
workers are likely to be working in different couas and there are likely to be a
significant number of foreign workers for some jobke initial assumption is that having
workers in foreign countries and foreign workergha home country will not cause any
cultural conflicts or loss of workforce stabilityrisks in these assumptions include
potential problems with language barriers, whetiteis possible to pay workers
differently in different countries, whether or meorkers from different countries actually

get along, and that there are no unanticipatedsctsim doing business in other
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countries. A more global airframer can also male ahsumption that the company can
move its workers around if necessary; howevehefémployees do not wish to do this, it
can be challenging to create a mobile workforce.

The second category of assumptions to be examisedultural and social
assumptions. These assumptions have to do witkhireultvhere people travel, and the

potential for future service disruptions. The b$tcultural/social assumptions is depicted

in Table VIII.
Table VIII: Cultural/Social Assumptions and Risks
Assumption Riske
Can sell twin for overseas use Customers uncomfortable on overseas flights on twin
Ilore travel & wealth within China Leveling off of Chinese population
China opening to west Tension between China and Britan/TI3 over Hong Kong
Little travel to SE Asia Political opening of SE Asia

Astan preference for Amencan arcraft
There i no change in cultural preferences for |JTapanese preference for American aircraft
Amencan/ European alc Middle Eastern preference for American atrcraft

General preference for status quo

America allows government aid for American companies boyoott Buropean atrframers
development American consumers boycott European aitframers
Epidemic decreases flying public
e regionaliglobal epidemics Epidermic cuts off 3 Asia
Epidemic cuts off Aftica
Crvl werest in China
Social stabiity Fear of flying due to terronst mcidents

Civil unrest in Eastern Burope

The first assumption is that consumers will be camtable flying over water on a
twin-engine aircraft. The risk associated with tlssumption is that, due to some
incident on a flight, passengers show a preferéoicthree or four-engine aircraft. Other
assumptions related to that include that theranarmajor wars or epidemics that cause a
decrease in travel, and that travel to China wlrease in the future. Risks in these
assumptions include the possibility of wars andlepiics and the potential for a closed
China. Other cultural assumptions deal with isswesounding aircraft preferences. The
assumption is that there will be no inherent baasAmerican aircraft and that there is no

overwhelming preference for a four-engine aircoafr a two-engine one. Risks in these
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assumptions include the potential for preferenceAimerican aircraft and a preference,
particularly in Asia, for four-engine aircraft fowerseas flights.

There are also a number of general economic assumspthat need to be
examined. These assumptions are assumptions aboetay economic conditions in the
future and include such things as interest ratexsksmarket returns, and borrowing

power. The assumptions for this problem are ligteBable 1X.

Table 1X: Economic Assumptions and Risks
Assumption Riske
Adrcraft financing interest rate rises

European recession

Good global economic conditions - -
Agian recession

Anerican recession
Stable fiel costs Cost of fisel mecrease
INew secunty prevents terronist attacks Tncrease i secunity costs due to terrorist attacks

Business travel decreases

4% growth m travel -
= Leisure travel decrease

Steady unemployment Tnemployment mereases

Economic growth slows in T2

Afrericat econotmy stay stro — -
gHo Lower-than-expected growth projections {for reasons not histed abowve)

Decrease in British tax revenues {for reasons not listed abowe)

Decrease in French tax revenues (for reasons not listed abowe)

European tax structure and subsidies remains ——
Tncrease in Brtish tax payouts

same -
Increase i French tax payouts

Heed outside financing for some development

Derrvatives are also wiable Denvatives compete with wutal for sales

The first assumption, and the most important agsiom, is that good global
economic conditions will prevail over the next 28ays or so. This means that there will
be no recessions in major aircraft markets sucN@th America, Western Europe, or
Asia. It also means that travel will continue terease throughout these regions, and
implies that there will be continued money avakafir leisure spending of the general
population. This increased travel is also seerméassumption that travel will continue
to increase at the rate of 4% annually; howeveonemic conditions that cause a
decrease in business or leisure travel can prewaaking this assumption less than
accurate.

The assumption that the American economy remanemigthas uncertainty that

the country may still be in recovery from the lestession in 1981. On a similar note, the
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assumption that there will not be widespread unegmpént and the problems that go
with it is also made. The risk in this assumptisrwihether or not unemployment can
remain stable and relatively low in the world'scaaft markets. With the potential
opening of Eastern Europe, there is some fear oflpeducated Eastern Europeans
flooding into wealthier Western Europe and incregsinemployment, as well as causing
a host of other economic problems. There are atssumptions that also impact the
flying public’s purchasing of tickets. Some of thegssumptions include the continued
prevention of terrorist attacks and stable fuetgsi Both of these conditions have much
uncertainty, particularly since there is nothing arcraft manufacturer can do about
either of them: Airbus is incapable of loweringlfpeces or stopping terrorist attacks.

The assumption of continued economic support irfdh@ of subsidies and low-
interest loans form European governments is alsoert@in. The final economic
assumption involves the eventual creation of déwxea. It is assumed that the
derivatives will be viable at the time of creatiand that it will make sense to keep
designing aircraft in this family. As it is uncartavhether this will be true, it is difficult
to determine the accuracy of this assumption attthie.

The next set of assumptions are those involvingeguwent or politics. This
includes the local, national, and international elev of government. It includes
assumptions about international relationships dradr tuncertainties, as well as local
problems with building, purchasing, or maintainifgcilities. It also involves
assumptions about certification times and diffieslf both with certification in Europe
and North America and with international certifioas such as ETOPS. These
assumptions are listed in Table X.

The first assumption listed above is that AmeriGard European governing
bodies will have common emissions and noise regugt It is likely that this
assumption is valid; however, there is still unaety since the European is higher than

American and, in the future, European airports nt@we more stringent noise
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regulations. The next two assumptions involve tesumption of political stability in
Southeast Asia and the Middle East, along withnailar mention of South America

further down the list. The risk here is whethesthill be the case in the future.

Table X: Political Assumptions and Risks

Assumption Riske
Future emissions and nedse regulations are as |Differences in American/Buropean noise regulations
predicted Differences m Amencan/Buropean emissions regulations
) ", W ar i the Widdle East
Middle East stays poliically stable Governmental instabdlity in }Middle East
SE Asia iz poliically stable Governmental instability in 2E Asia
Contmued warming of relations between Cooling of relations between East and West
eastern and western Europe Eastern Europe closes its borders
TT2/China relations get better Tensions i emerging relations between UZS and China
Britan/Tndia relations stay good Cooling of India/Brtain relations
Muclear powers keep treaties Huclear war/proliferation threat
South Amernican political problems stop Governmental instability in Latin Amenca

T3 wll allow Amencan comparies to subcontract on this afc

T2 Government has no polifical concerns T3 doesn't leave Aiwbus alone over government subsidizing of aircraft
with European afc T3 wll easily allow Amencan arlines to buy European aircraft
Boemng will allow Amencan comparnies to work sub-contract on this arcraft
Cannot get all wanted French fiunding for afc

Can develop a'c wfo borrowing excessive  |Cannot get all wanted British funding for this afc

OHEy Cannot get enough French finding for this afc

Cannot get enough Britich fimding for this alc

Timelcost to get 2 sumilar afc certified at zame time (widebody only)
Timelcost get ETOPS certification before put in service (bwin only)
WWill be able to make a'c Cannot build new factory in Toulouse

Can get everything certified on schedule

The next three assumptions involve continuingdgoelations between different
countries: the United States and China, India anthiB, and the continued warming of
relations between Eastern and Western Europe. Tisew@certainty in whether these
themes will continue over the next several yeardy @cently have Chinese/American
relations become better and Eastern/Western Eunoggdations are only just starting to
warm after many years of Cold War. There is sti# potential for these relationships to
go back to the way they were ten years ago. Alonth wcreased international
friendliness is the assumption that the world’sleaic powers will continue to abide by
their treaties and that there will be no nucleaedh While this assumption has proven
valid for the last 40 years and will probably cone to be valid for the next 20, it is still

an assumption with some risk about whether it aambt.
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The next assumption deals with whether the UnitiadeS government will allow
American carriers to purchase European-made airaidt little interference. There are
several risks in this assumption about the Amerigamernment. Since the American
government is unhappy with the idea of Europearsisiids for aircraft development and
manufacturing, one risk is whether or not thesesislibs will become a major problem,
or just a complaint. Another risk is whether or tid American government will allow
US-based companies to be major subcontractorotenially, development partners on
this aircraft.

Another, very important, assumption is that théramer will be able to finance
the development of this aircraft, either througlw-interest government loans or
government subsidies. The risks in this assumpitiolnde uncertainties in the amount of
money available in the form of government loans tredamount of money to be pledged
in the form of subsidies from, particularly, theit®h and French governments but also
from the German and Spanish governments. Theradsrtainty both in the amount of
money available for development and whether oritnetll be enough to develop a new
aircraft family. The last assumption on the lisegalong with this assumption: that the
manufacturer will be able to create a facility tal® this aircraft. There is uncertainty as
to whether it will be possible to build a new fagtdarge enough to put together this
aircraft.

The final assumption on the list is that everythegout the aircraft will be
certified on the schedule laid out early in desigthile this shouldn’t be a problem for
most certification plans, two of the solution opsocall for designing two aircraft at the
same time, and certification for two aircraft widle more time-consuming than
certification for one. So one of the uncertainigeshe time and cost necessary to certify
two aircraft at the same time. The other uncerngamthe certification process is the time
and cost necessary to get an ETOPS certificatiospas as possible for a twin-engine

aircraft.
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The last set of assumptions to be listed are ttientdogical assumptions. These
assumptions are associated with the use of newmaémdiies or the extension of existing

technologies to this aircraft. These assumptioadisted in Table XI.

Table XI: Technological Assumptions and Risks

Assumption Riske
Can create larger, composite tal piece Tnereasing time/cost to create larger, composite tail piece
Wl be able to use more Composites Tnable to use more composttes for non-structural parts
Can easily mtegrate al'c parts Tnability to mntegrate a'c parts from multiple manufacturers
Canuse A300 cross-section Tnability to use existing aircraft cross-section
Can meet 6000 nm range Cannot meet 6000 i range wanted
Iew Lghtweight AT can be used Cannot use hghtweight alurmnum alloys
Can create carbon-fiber tai Cannot use carbon-fiber for tail

Cannot add passengers in lower berth--cargo displacement

Easy-load cargo pellets Cannot design configuration to easily load cargo pallets

Competitor aircraft more fuel efficient than anticipated

Cotnpetitor's ale has no significant advantage - - -
p 5 Competitor arrcraftfengine less costly

Timelcost to create most fuel-efficient afc m mdustry

Can create best awrcraft m industry Timelzost to create lowest per-seat-mile cost m industry
Cannot use winglet drag reduction technology
One a'c platform for twin and quad Cannot create one alc body to support both twin and quad (widebody only)

Cannot create electronic fly-by-wire system
Tnability to use more digital display i coclepit

Can use cotnmmon cockpit with 4320 and all

updates — — -

. Tnability to create a commeon-cockpit with 320 for larger arcraft
Mo industry-altering technology Competitor's industry-altering technology
Derrvatives can be created Cannot create denivatives using same technology

The first two assumptions have to do with the efseore composite materials on
this aircraft. The assumptions are that a newglacgmposite tail can be created and that
more composite materials will be able to be usedftoer parts of the aircraft. The risks
in these assumptions include the increased timecastl to design and test a larger
composite tail and whether composite materialsdaneloped for use in other aircraft
parts. Since a composite tail has been used onmopiewircraft, it is likely that it can be
extended to a larger aircraft. Along with the asptiom that there will be more
composite materials used in this aircraft is anothaterials assumption: there will be
lighter-weight aluminum alloys used in this air¢rdhan in previous aircraft. The
uncertainty in this assumption is whether or nesthnewer, lighter-weight alloys can be
used in place of older alloys.

Other assumptions deal with design and part iategr. These assumptions

include the assumption that the aircraft will besigeed well enough that parts from
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different manufacturers are easily integrated itb@ finished product. There is
uncertainty in how much communication will take qgdabetween different suppliers, so
integration may not go as smoothly as planned. &laee also some design assumptions
that have uncertainty about them. The first is tihaéd aircraft can be designed using
either the same or a similar cross-section to iegjstvidebody aircraft. Since these
aircraft will be larger and more modern there igertainty as to whether the exisiting
cross-section is the correct platform to use. lals assumed that the newly designed
aircraft will meet the 6000nmi range that the 7@8gesses in order to compete with it.
However, it is uncertain whether a new twin-engaieraft can meet this range. This
aircraft is also supposed to be designed for eaay-targo, in order to increase cargo
capacity and decrease turn-around time on the grddowever, the ability to easily load
cargo depends on the design of the cargo trucksttemaircraft configuration, both of
which are uncertain. The main design assumptiohisrnew aircraft for some potential
solutions is that a twin- and four-engine aircredin be created on the same platform.
Since this has never been done before, it is mtdioewvhether it is possible to do or not.
The other technological assumptions involving tireraft take into account the
entire industry. These assumptions are that thepetitar’'s aircraft will not have a
significant advantage over this aircraft familye thirframer can create an aircraft with
the lowest per-seat-mile cost in the industry, ndustry-altering technologies will be
discovered, and that derivatives can be createtth@isame platform as the original. For
the assumption that the competitor’s aircraft witt have a significant advantage over
the new aircraft, there is uncertainty about whatd¢ompetitor’s aircraft will be, so there
is no way to tell for sure whether it will be bette worse. The same reasoning applies to
the assumption that this new aircraft will have tbeest per-seat-mile cost in the
industry. The assumption that an industry alterieghnology will not be created is
probably a valid assumption; however, there is géva small chance that such a

technology will happen in the near future.
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This section lists and explains some of the assomg that could have been
made in 1985 before the decision for an airfrardatinch a new aircraft. The list is not
all-inclusive. However, listing the assumptions amndks associated with those
assumptions is one step in helping engineers ceepteduct that is robust to risks in the

external environment.

6.2 Modeling and Simulation

The second focus area of this process is the nmgdahd simulation area. In this
focus area, the solution model is created and $hBoE is run using variables that will
enable the risks to also be modeled. Then the asksassessed and the risk mitigation
model is created. The risk analysis and mitigatrardels, as well as the outputs from the

solution models all come together to create thésdetsupport environment.

6.2.1 Step 5: Alternative Solution Modeling

In Step 5, models for each of the potential probkstutions are created, then
variables are chosen to model the set of assungp#aod their uncertainties, then these
variables are put into a DoE and the DoE is runaly, the data for metrics of interest
are gathered for each DoE case and the metriage@ressed using the chosen variables.

For this problem, the creation of a new widebddypg range aircraft, potential
solution options have been chosen. These optiahsde a stretch version of an existing
aircraft, a new twin-engine aircraft, a new fougee aircraft, and some combinations of
those three. Therefore, for this exercise, threeloze aircraft will need to be created: a
new twin-engine, a new four-engine, and a derieati’an existing twin-engine aircratft.
With these new aircraft, new engines must also bdeted, since new engines will be
more fuel-efficient than existing ones.

The modeling environment chosen for this projecaswNASA's Flight

Optimization Software (FLOPS) (McCullers 2001) accraft Life Cycle Cost Analysis
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(ALCCA) (Garcia et al. 2001). Both of these pieoésoftware existed in the 1980s, so it
is not a stretch to declare that FLOPS/ALCCA, aomsthing similar to it, could have
been used by Airbus engineers to model these #irdfaOPS is a semi-empirical
modeling tool that can be used to size commercrad ailitary aircraft. Given
information about the aircraft, including the numbé passengers, the distance it should
fly, what it is made out of, and any technologigptates, and it will provide sizing and
performance characteristics about the aircraft dospecified set of missions. It will
provide takeoff, climb, cruise, descent, and lagdmerformance, as well as weights and
physical sizes for the aircraft. ALCCA is an emgati cost-estimating tool for both
commercial and military aircraft. It takes in infioation about the cost and complexity of
the aircraft's materials, the cost of manpower,dbst and complexity of subsystems, and
any technology that can help reduce cost or manp@md builds a manufacturer’s
cashflow. It also takes in information about thetoof fuel, manpower, and the number
of flights and load factor for the aircraft and halso output an airline’s cashflow.

Understanding the inputs and outputs allows thsigder to determine the
variables and metrics of interest. The metricstdrest are often easier to determine than
the variables. These metrics include aircraft @sd performance metrics, as well as
airline costs metrics. Airframer’s cost data canirb¢ghe form of a cashflow, so metrics
that make up a cashflow should be recorded. Ferdhase, the cashflow can be divided
into cost and revenue metrics. Cost metrics incltrae first unit cost, the number of
aircraft manufactured to date, the sustaining ¢cesid the research, development, testing,
and evaluation (RDT&E) costs, so all of these nestshould be included. While the cost
metrics were easy to determine, the revenue mednesmore difficult, since they are
market driven and cannot be set. Revenue metridsida the pay schedule for the
aircraft and the aircraft price.

Aside from cashflow metrics of interest, there algo performance metrics of

interest to record. The takeoff gross weight (TOGW&keoff field length (TOFL),
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landing field length (LdgFL), and the approach sp@éapp), are all metrics to record, as
are the NQ emissions and any other weights that are deemeeéssary, such as the
operating empty weight. (OEW).

Airline metrics are the airline’s cashflow mettioshich are not used in this
example, and the airline’s operating costs. In AIXCGne of the outputs is the airline’s
total operating cost (TOC), per aircraft-seat-nA&M). This is also an important metric
for the aircraft manufacturer, since it is a methiat compares well across manufacturers
as long as the route length is the same and thé@&uof seats is comparable.

So now that the metrics of interest are known eaudl be recorded, it is time to
determine the variables and create the models.riDeteg the variables can be very
difficult; it is more an art than a science. Th& bf assumptions and their uncertainties
are given in Section 6.1.4, and those uncertairateswhat this author needs to model.
There are several common themes throughout theofisissumptions. Many of the
assumptions involve decreasing the number of dire@d, increasing the labor rates,
decreasing production rates, increasing materiafg, and increasing RDT&E time.
Other variables needed are those associated vattetmnology, including the composite
tail, the avionics equipment, and the decreasedjiwesf aluminum. The final list of
variables is as follows:

1. Number of years of RDT&E
Production number (number of aircraft sold)
Inflation
K-factor on the cost of Aluminum (materials cost)
Engineering labor rate
Manufacturing labor rate
Airline’s borrowing interest rate

First year production rate (per month)

© © N o g B~ W D

Second year production rate (per month)
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10. Fourth year production rate (per month)

11. Fifth year production rate (per month)

12.Ninth year production rate (per month)

13.K-factor on the weight of Aluminum

14.Cost of jet fuel

15. Percent of tail made out of composite materials

16. Avionics system weight
Variables eight through twelve need more explanatfd. OPS is a static computer code;
there is no way to complete a time-dependent aisalyishout specifying many different
variables. These variables are meant to model asee and decreases in production
through time. These sixteen variables are usedadeimall of the assumptions that are
listed in the previous section.

Now that the variables have been specified,tim® to create the aircraft models.
Three baseline models need to be created, butlglidififerent outputs are required for
each model. The three models are created in FLO#R®) @ 300pax model that was
available for a baseline. The 300pax model was tipated with the new information
for the new aircraft.

The first aircraft created was the new twin-enganeraft. It was created using
information gathered about the A330 from the Airbuwgebsite (“A330-300
Specifications” 2006) and the Airliners.net webs{té&irbus A330-300” 1998). All
information that could be found about the airceftl an engine, in this case a notional
CF6-80, replaced the initial baseline informatidhe goal was to create a model of an
aircraft that was close to an A330. The aircraftsveaeated using A330 dimensions
including tail height, tail areas, geometric ch#eastics such as sweep and taper, tail
airfoil characteristics, wing area, geometric clegeastics, and airfoil characteristics, and

fuselage characteristics. Other data, includinggwiail and fuselage materials as well as
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engine characteristics such as weights, dimensiand, an engine deck, were also
needed. The engine deck was generated using NRE®WAME and resembles a CF6-80.

A330 dimensions and weights were used as initi@sges; FLOPS sized the
aircraft to the required range, in this case 5600. 1Bizing the aircraft to the range was
difficult. Initially, the aircraft was sized for &000 nmi range; however, this range
required more fuel and a heavier structure thardcba reasonably put on the aircraft
without decreasing payload volume. So the rangedeaseased to 5600 nmi in order to
more accurately represent the aircraft’'s perforreaas it was built. This exercise was a
good sanity check; the actual aircraft doesn’t hawange of 6000 nmi, so the model
shouldn’t either.

The four-engine aircraft was built in a similartam to the two-engine aircraft.
Information was gathered about the A340 from thebés and Airliners.net websites
(“A340-300 Specifications” 2006) and (“Airbus A348D0” 1998). Like the previous
aircraft, this aircraft was created using A340 disiens including tail height, tail areas,
geometric characteristics such as sweep and tepkeairfoil characteristics, wing area,
geometric characteristics, and airfoil charactimgstand fuselage characteristics. Other
data, including wing, tail and fuselage materiasaell as engine characteristics such as
weights, dimensions, and an engine deck, were redegled. The engine model in this
case was a notional CFM56-5C, also created in N®&®BWATE. The initial aircraft
FLOPS model was the same for both aircraft: stilbdonal 300pax model.

Again, all dimensions were kept the same but theraft was sized for the max
range by FLOPS. In this case, the max range wa® s&800 nmi, which would make it
part of the very long-range market. In 1985, tharket had only Boeing aircraft, so
creating a long-range aircraft would add an elenoérdompetition to the market that a
European airframer may be able to capitalize on.

Making a derivative aircraft was more difficult thareating notional aircraft for

the new twin- and four-engine configurations. An0OA@3600 created with non-propriety
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data was used as part of the baseline; the 300pa&fawas also used to help create this
aircraft’'s baseline. After that, the aircraft waseghed—the fuselage length and number
of passengers increased. A300 dimensions were usddding tail height, tail areas,
geometric characteristics such as sweep and tegleairfoil characteristics, wing area,
geometric characteristics, and airfoil charactesstand fuselage characteristics. The
materials were changed to reflect the increaseldntdogy developed in the last ten
years. The engine used was also a CF6-80 model.

This aircraft model initially had some modeling piems in FLOPS. The wing
size needed to be increased for takeoff field lengtbe less than 9000 ft. Once the wing
size was increased (aspect ratio remained the ghere}he aircraft was sized for a 4000
nmi mission. While this range is approximately ttamge of the A300-600, and the
aircraft has been stretched, with the larger wirggrhodel was able to carry enough fuel
to make 4000 nmi.

Now that the aircraft have been modeled and thaias selected, it is time to
set up the variable ranges for the DoE. There iatee variables listed, and all need to
have ranges attached to them. These ranges witlebgame across all the model aircraft,
since the variables are technological or monetéhe ranges are as follows, with all
dollars in 1985 dollars:

1. Number of years of RDT&E [6, 9] Six years to nineays falls into the normal
range of what one would expect for aircraft develept time, from conceptual
design to the first delivery.

2. Production number (number of aircraft sold) [60@0Q] The prediction for the
number of aircraft sold will depend on the aircradnfiguration, so this range is
very wide. It also represents the number of ait@alid over a 20-year timeframe.

3. Inflation [2.5%, 8%)] This range accounts for averagflation over a 20-year
timeframe. Even if inflation during individual yesais higher, it is likely that over

a 20-year span the inflation will average betweé&d®and 8%.
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. Scale-factor on the cost of Aluminum (materialstc§3.9, 1.1] This variable is
an exponential factor on the cost of Aluminum, whimakes up most of the
structural materials on the aircraft. Increasingdecreasing it 10% allows for
changes in the cost of materials.

. Engineering labor rate [$60, $120] This labor ristehe cost of engineers per
man-hour. The labor rate times 1.25 is the costngfineering management per
hour. It also covers the cost of benefits.

. Manufacturing labor rate [$30, $60] The manufactgriabor rate is the cost of
manufacturing labor per man-hour. Like the engimgerlabor rate, the
manufacturing floor foreman’s rate is 1.25 timee thormal rate; this number
includes benefits.

. Airline’s borrowing interest rate [2%, 12%] Thistise rate that the airline’s use
to borrow money to finance aircraft. While it isnéde range, this range covers
the differences in creditworthiness between difierairlines, as well as the
different potential futures with different inflahcand borrowing rates.

. First year production rate per month [0.05, 1.5]riBg the first year, the
production will be lower than later in the proceBepending on whether the
aircraft production gets off to a fast or slow sténe production rate could be at
either end of the spectrum. Also, if there are problems with the manufacture
in the beginning, the production rate will be low.

. Second year production rate per month [0.1, 2.5 Jécond year of production is
similar to the first. The production rate shouldibereasing over the first year;
however, there is still the potential for problemsmanufacturing which will

decrease the production rate.

10. Fourth year production rate per month [0.5, 6] Tdwath year production rate is

meant to symbolize a mid-timeframe production rdtee maximum production

rate for the existing facilities is approximateilye per month. If new technologies
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are put in place, the rate may increase to sixaitrper month. The low end of
the production rate would be reached if there veeneproduction interruptions or
a decrease in aircraft orders.

11.Fifth year production rate per month [0.5, 6] Thighfyear production rate is
similar to the fourth year production rate

12.Ninth year production rate per month [0.5, 6] Thetm year production rate is
also similar to the earlier production rates, exdbpt the ninth year is meant to
represent a year toward the end of the manufacfuasynule.

13.K-factor on the weight of Aluminum [.95, 1] Advamuents in technology have
led to the creation of lighter-weight aluminum gBo The baseline value of the
weight of aluminum is 1, with a 5% decrease asnla@imum potential k-factor.
A 5% decrease in aluminum density seems small; fieryethis is still a
significant weight reduction.

14.Cost of jet fuel [$0.40, $2.00] The average coduef is widely variable. Having
boundaries as wide as possible, from $0.40/gaRt6gal, seems to be the best
way to cover the entire range of possibilities.

15.Percent of tail made out of composite materials ,[0B60%] One of the
technological goals in the creation of a new aftasathat the composite tail that
is currently used on the A300 can be extended tlarger aircraft. If the
technology can be extended, the percentage wilidae 100%; however, there is
also the possibility that the technology cannoek&ended to a larger aircraft, or
cannot be extended completely, so the percentagéheoftail made up of
composites would be lower.

16. Avionics system weight scalar [0.9, 1.25] Advantetechnology have led to the
potential decrease in avionics system weight. is tase, the new aircraft

baseline avionics weight multiplier is set to 1,fgdher decreases in the weight
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cause the avionics weight decrease the multipiéile inability to use the new

technologies as planned increases the avionicdwveigltiplier.

Now that the variable ranges have been set andntbaeling and simulation
environment has been decided upon, it is time taugehe DoE to run the cases. With
sixteen variables, a 290 case central composite Wa& chosen. This DoE was then
augmented with 200 additional points, randomlyribsted. The first 100 of these points
will be used in the model fitting to help fit theodels in between the central composite
points, while the last 100 points will be used beck the model fit. All of the cases were
run in a modeling and simulation environment.

The outputs from the modeling environment are thmes for the first three
potential solutions, new twin-engine, new quad-eagand A300 stretch. In these cases,
the outputs from FLOPS/ALCCA that are tracked aeepgerformance metrics of TOGW,
TOFL, Vapp, OEW, NOXx, and LdgFL. These outputsa@mmon to all aircraft, and they
do not change depending on whether one aircraftvorwill be designed. Cost outputs
from FLOPS/ALCCA that are common to all aircrafedhe first unit cost, acquisition
price (Acq), the total RDT&E cost, the RDT&E cosbrih year one to year ten, the
annual delivery rate from year six to year twemtyd the sustaining cost from year six to
year twenty. For the solutions that require moentbne aircraft, some of these outputs
change.

For the creation of both a new twin- and a new-feugine aircraft, the new twin-
engine aircraft was used as a baseline. The RDTédtscwas gathered for a new wing
for the four-engine aircraft for each DoE case timah added to the twin-engine RDT&E
cost per year. For the new derivative and fourdem@iircraft, it is assumed that a stretch
version of an aircraft with a new wing while updatimuch of the technology will have
an RDT&E cost of approximately 50% of the creatudra new aircraft. This assumption
is based on the FLOPS outputs: creating a new antjadding newer, larger engines

accounts for approximately 30% of the aircraft RIH &ost; the additional technology
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and certification requirements were assumed towatdcior the last 20%. First unit cost
was also discounted accordingly. Since sustaingsg is based on the number of aircraft
produced, it was not necessary to gather morenrdtion about sustaining costs for each
aircraft.

The next step is to build a cashflow for each sotubbption, and then create
surrogate models of all necessary outputs withitpats. Building a cashflow with the
available outputs is relatively simple. On the cmide, there is the RDT&E cost and the
sustaining cost, which are directly available aspots, and the manufacturing cost,
which is calculated using a learning curve andfitts¢ unit cost. The manufacturing cost
was calculated using a learning curve of 85% ddffthst unit cost, the first unit cost, and
the number of units that are manufactured. Themaweside is simpler to calculate but
more complicated to put in place. On the revende,sit is assumed that there is an
average aircraft price that the aircraft can bel $of, and that this price is paid over
several years. For simplicity’s sake, there is ocalkeulation for revenue for all aircraft;
different airlines are not treated differently. $hevenue calculation is modified from
ALCCA'’s revenue calculation, which assumes a 3% rmgvayment on order, 20%
payment a year before delivery, and 77% on delivgparcia et al. 2001). The
modification was made to increase simplicity andida dramatic increase in revenue at
the end of the examined 20 year time period. Thaait is assumed to be ordered five
years before delivery. When the aircraft is ordetkd airline pays 10% of the price. For
the next two years, they pay 5% of the price parythen the year before the aircraft is
delivered the airline pays 10% of the price andfthal 70% of the aircraft price is due
on delivery. This cashflow is created for each yeaeach option, from year one through
year twenty, or from 1985 through 2004.

Now surrogate models need to be generated for@ack of the cashflow as well
as all of the performance and other monetary ngetiidnterest for each aircraft. Initially,

all surrogate models were"2order linear regression models for each metrice Th
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equations used to created @rder linear regression model are described inefidix A.
After the surrogate models had been created, itdss®vered that some of the metrics,
particularly the ones necessary to build a cashflwere not modeled well by RSEs. At
this time, all metrics that weren’t well modeled B$Es were then modeled by neural
nets, in the process described in Appendix A.

The types of surrogate models were used to ctbatBnal models of each metric
of interest are listed in Table XII. The metricsaeted by 2% order RSEs were modeled
either with straight % order RSEs or were modeled after a logarithminsfiamation.
The neural network models used a traditional neoesvork with the last 20% of the
cases used for validation. Surrogate model fits @ammarizing in Table Xll. The
performance metrics were modeled witfl @der RSEs, as is the RDT&E cost, while the

annual delivery schedule and the sustaining coste modeled using neural networks.

Table XlI: Regression Summary

Surrogat Model Fit Error Model Representation Error
Model Standarc Standarc
Respons Type |Mean Deviatior] Minimum| Maximun] Mean Deviatior] Minimum| Maximunm

. |[TOGW (Ib) RSE 1.12E-06 0.0007p7 -0.00Q36 0.p03 -4.23E-D13g -0.003B 0.0033
'S [TOFL (ft) RSE 1.11E-0p 0.00199%2 -0.008 0.0076 -0.00023900264 -0.008 0.0044
.;E; LTO NOx (Ib) RSE 1.07E-06 0.029185 -0.1Q99 0.p81 -0.0@$B703341% -0.1099 0.081
o |TOC Max Range ($/ASM) RSE 3.74E{05 0.29533 -1.4158 0[142.02096¢ 0.37949  -1.41p8 1.1429
'% First Unit Cost ($) RSE 3.95E-p5 0.083126 -0.3894 O.:|;68200973' 0.10497 -0.38p4 0.4415
-2 |[RDT&E Year 1 ($) RSE -1.46E-05 0.295918 -1.1%75 1.1801 7878 0.39288 -1.1515 1.75f73
& [Sustaining Cost Year 20 ($)| NN 4.35E103 0.93206 -2.Y503.8574 0.4655P 2.3135 -4.0824 11.6p25

Annual Delivery Year 20 NN 0.0167#/9 1.8353 -7.4B88 8811-0.01090f 3.7995 -18.61p8 16.0252
° TOGW (Ib) RSE 1.12E-06 0.0007p5 -0.0025 0.0p22 -3.97E-0®@54 -0.002b 0.0025
g’ TOFL (ft) RSE 1.12E-0p 0.002447 -0.0053 0.0p89 0.00037DZ073 -0.006[L 0.0101
5 ILTO NOX (Ib) RSE 1.12E-06 0.0273p4 -0.0321 0.p64 0.00069%2876 -0.0756 0.0665
& [TOC Max Range ($/ASM) RSE 1.82E{05 0.29447 -1.4044 BIL70.020949 0.37845 -1.4044 1.2034
E First Unit Cost ($) RSE 4.86E-D5 0.093203 -0.4p42 0.3982010301 0.11749 -0.4042 0.4403
= |RDT&E Year 1 ($) RSE 2.56E-05 0.29634 -1.1433 1.4092 4809 0.3943B -1.1433 1.75015
2 Sustaining Cost Year 20 ($)| NN 4.37E}03 0.93407 -2.Y5345.8614 0.46637 2.31%9 -4.0889 11.6881

Annual Delivery Year 20 NN 0.0167#/9 1.8353 -7.4B88 8811-0.01090f 3.7995 -16.1745 16.0252
o [TOGW (Ib) RSE 1.12E-06 0.0011p9 -0.0038 0.0p41 5.85E-0901B7 -0.004p 0.0041
% TOFL (ft) RSE 1.12E-0p 0.002883 -0.0064 0.0p93 8.70E-0m8043 -0.008B 0.0102
.5 |LTO NOXx (Ib) RSE 1.11E-06 0.0163p2 -0.0339 0.0b99 0.00PD2021927 -0.06/6 0.0701
5 |TOC Max Range ($/ASM) RSE 4 73E{05 0.31513 -1.4771 UN73.02483¢ 0.405(03 -1.47)1 1.268
2 |First Unit Cost ($M) RSE 4.88E-05 0.09324 -0.4596 0.4001010507 0.1169 -0.4596 0.498
% RDT&E Year 1 ($M) RSE -2.57E+Q0 0.29455 -1.1456 102 760271 0.3929¢ -1.14%6 1.74p4
Z |Sustaining Cost Year 20 ($M) NN 4.32E{03 0.92769 -2327 5.7974 0.46491 2.31%4 -4.0308 9.5845

Annual Delivery Year 20 NN 0.0167#9  1.8423 -7.{325 88118.01092] 3.5642 15.5747 -16.1752

In general, the surrogate model fits had smabirerfor both model fit error and
model representation error. The sustaining costamdial delivery rate had the worst

surrogate model fits; these were the only responstismaximum model representation
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errors greater than 10%. The performance metrick ex@ellent model fits with error

standard deviations significantly less than one m@adimum errors less than 0.2%. The
TOC at maximum range, first unit cost, and RDT&Etsanodel fits were also very good
with model representation error standard deviatafriess than 0.5 and maximum model

representation errors less than 2%.

6.2.2 Step 6: Uncertainty Quantification

The uncertainty quantification step in this processlves creating a baseline
aircraft that meets all assumptions and then magppeatween the different assumptions
with their uncertainties, and the variables th& ased to model the metrics of interest
and the cashflow.

The creation of a set of baseline aircraft is nfftcdlt. It involves determining
the settings of each variable such that the iniséumptions are met, i.e., what is
supposed to happen. The baseline variable setingdisted in Table XIll. The tail
composite composition is the fraction of the thattis made out of composite materials,
while the aluminum k-factor is the weight of theirminum scale-factor, with one being
the traditional FLOPS baseline. Some of the vaesdre the same for all aircraft,
including the RDT&E time, inflation, labor and ma#ds costs, production rates, airline
fuel costs and interest rates, and technology facithese variables are the same since all
aircraft are being designed in the same timefragnéhb same company. The variables
that are different are the production number ardattquisition price of the aircraft; both
of these variables are dependent on the marketkeéttdependent variables will change
with the different aircraft sizes and the differgyes of aircraft. For acquisition price for
a two-aircraft combination, it is assumed that ¢heill be 50% twin-engines and 50%
four-engine aircraft produced. For production numliteis assumed that a new aircraft

will have more orders than a derivative aircraft.
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Table XllI: Baseline Variable Settings

Darivative iMew Twin iMew Cluad iNew Twin & Quad (Mew Cuad & Deriviative
Years ROTE 7 7 7 7 7
Production Mumber B50 400 a0 1000 800
Inflation 0.035 0.035 0.035 0.035 0.035
AL Cost 1 1 1 1 1
EMNG Labor 70 70 70 70 70
han Labor 30 30 a0 a0 30
Year 1 Prod 0.5 0.5 0.5 0.5 0.5
YWear 2 Prod 1.5 1.5 1.5 1.5 1.5
Year 4 Prod G G G G G
Year 5 Prod G G a G G
Year 9 Prod 5 5 & G G
AL k-factar .95 .95 0.95 0.95 0.95
Fuel Cost 0.45 0.45 0.45 0.45 0.45
Airling Int Rt 7 7 7 7 7
Tail Cornposite Compaosition 0.9 0.9 0.9 0.9 0.9
Awionics Wit 1 1 1 1 1
Acg (5 million) B5 70 a0 7h 7h

Mapping the assumption’s uncertainties to the Wéem is done by hand, one
uncertainty at a time. This mapping procedure isedasing a scale of -3 to 3, with a -3
corresponding to a large decrease in that variedliee, -2 corresponding to a medium
decrease, -1 corresponding to a small decreaserrésponding to a small increase, 2
corresponding to a medium increase, and 3 correlspgmho a large increase.

It is a time-consuming process; the results ofntiag@ping are illustrated in Table
XIV through Table XVIII. The mapping procedure irves looking at each assumption’s
risk and determining the effects on each variabkhat risk were to become true. For
example, the first risk under the first assumpiiorthe employment category questions
whether there will be enough design engineerddfd are not enough design engineers,
the variables will be affected as follows: the RCH &me will moderately increase since
there aren’t enough engineers to complete the psotethe assumed timeframe. The
production number will moderately decrease sineedigsign won’t be as good as it could
have been and will be late getting to productiome Engineering labor cost will greatly
increase as the economics of scarcity take ovee. ddrly years (years one and two)
production rate will slightly decrease as the delagd changes decrease the number of

orders. The weight of aluminum and the avionicdesys will increase over the assumed
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weight since new technologies won'’t be developedtitized without a knowledge base.
The percentage of the tail that is made up of caig® will decrease for the same
reason.
This process is then completed for each assumptienall five categories. While

it is sometimes necessary to also complete a diffeone for each potential solution
family, in this case that was judged to be unnengssince each concept alternative was
an evolutionary alternative and all alternativesenelatively similar. This is not the case
for all potential solution families. Once this riskodeling procedure has been completed,

the next step is to complete the risk assessmémthwses the risk model created here.
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Table XIV: Employment Risk Mapping

Assumption Risk Years_ EDTE [Prod # |Inflation |AT Cost |ENG Labor [Wan Labor |Int rate |Year 1 H¥ear 2 B¥ear 4 HVear 5 1Vear 9 HAT k-faqFuel Cost |Tail Comp |Avionics Wit |Price
TWill have, or be able to hire, enough workeers ot having enough quahﬁred design engineers £ A £ o &l E £ 3
—, d—— Mot having enough r3--carly 2 3 -2 -1 1 1
Mot having enough fz ers--late 1 3 2 1
Higher turnover rate 1 1 1 1 1 1 1 1 1 1
Aconrasly antisipats wotkers costs Can't afford to keep workers on during cyclic work cycle 1 1
Workers labor costs increase 2 2
Union boycotts (early in ing cycle) 4 1 2 2 2 1 1 1
Mo language barriers Workers difficulty communicating between countries 1 -1 -1 -1
Pay workers competing wages in different | Inability to pay workers competing wages in diferent countries 1 1 1 1
countries Loss of wotkforce to American companies 1 -1 2 1 2 -1
“Worker benefits' cost increases 2 2
Difficulties working between European countries 2 -1 -1
Neo cultural problems between wotkeers Difficulties working with immigrant labor 2 &l el
Inability to import unskilled labor 3 1 -1 1 1 1
Difficulty with communications with cutsourced labor 1
IMinimal business losses Loss due to working with outsourced labor markets 1 2
Training costs are low compared to Increased time/cost to effectively training workers in new technology 1 1 1 -1 -1
productivity Increased time/ceost to effectively skill unskilled werkers 1 -2
Mobile workforce Inability te move worker locations as necessary -1 -1 -1
Stable worldforce Work interruptions due to extenuating citcumstances 2 -1 -1 1 -1
Table XV: Cultural/Social Risk Mapping
Assumption Risk Tears EDTE [Prod # |Inflation [AL Cost [ENG Labor [Man Labor |Int rate |Year 1 HVear 2 HYear 4 HVear 5 3¥ear 9 HAL k-faqFuel Cost |Tal Comp |Awicnics Wt |Price
Can sell twin for overseas use Customers uncomfortable on overseas flights on twin 1 -1 -1
More travel & wealth within China Leveling off of Chinese population 1 1 -1
China cpening to west Tension between China and Britain/US over Hong Kong 1 1
Little travel to SE Asia Political opening of SE Asia 2 2 2 -1 1 1 1 1
Asian preference for American aircraft 2 -2
There is no change in cultural preferences for |Japanese preference for American aircraft -1 -
American European afc Middle Eastern preference for American aircraft 1 -1
General preference for status quo 1 -1
America allows government aid for American companies boycott Buropean airframers 2 1 -1 1 1
development American consumers boycott European airframers 1 -1 1
Epidemic decreases flying public 2 3 2
Mo regionaliglobal epidermics Epidemic cuts off 5. Asia -1 il il
Epidemic cuts off Africa 05 -1 -1
Crwil unrest in China 0.5
Social stability Fear of flying due to terrorist incidents -1 -3 2
Civil unrest in Eastern Eurepe 1 1
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Table XVI: Economic Risk Mapping

Assumption Risk Tears EDTE [Prod # |Inflation [AL Cost [ENG Labor [Man Labor |Int rate |Year 1 HVear 2 HYear 4 HVear 5 3¥ear 9 HAL k-faqFuel Cost |Tal Comp |Awicnics Wt |Price
Adrcraft financing interest rate rises 05 2
European recession 1 1 -1 -2 il =1 -1
Geod global economic conditiens -
Asian recession -1 = -1
American recession -1 -1 -1 -1
Stable fuel costs Cost of fuel increase 0.5 2
MNew security prevents terrorist attacks Increase in security costs due to terrorist attacks -1 -1 -1
%4 grovith in travel Business travel decreases -1
Leisure travel decrease 2
Steady unemployment Unemployment increases -1
e T eirone Economic growth slows in T3 2
Lower-than-expected growth projections (for reasons not listed above) -1 2
Decrease in British tax revenues (for reasons not listed above) -1
Decrease in French tax revenues (for reasons not listed above) -1
Eurcpean tax structure and subsichies remains
same Increase in British tax payouts 1
Increase in French tax payouts 1
Ieed outside financing for some dewelopment 2
Derivatives are also viable Derivatives compete with initial for sales -1 -1
Table XVII: Government/Political Risk Mapping
Assumption Risk Years_ EDTE [Prod # |Inflation |AT Cost |ENG Labor [Wan Labor |Int rate |Year 1 H¥ear 2 B¥ear 4 HVear 5 1Vear 9 HAT k-faqFuel Cost |Tail Comp |Avionics Wit |Price
Future emizsions and noise regulations are as |Differences in (European noise regulati 2
predicted Differences in /European emissions regulati 1 -1 1 -1
“War in the Middle East 2 -1 -1 -1 3
P RIS Gevernmnental instability in Middle East 3
SE Asia is politically stable Governmental mstability n SE Asia -1
Continued warming of relations between Cooling of relations between East and West -1
eastern and western Europe Eastern Europe closes its borders -1
T3iChina relations get better Tensions in emerging relations between U3 and China -1 -1 1
Britain/India relations stay good Cooling of India/Britain relations 2
Nuclear powers keep treaties Muclear war/proliferation threat 05
South American political problems stop Gevernmental instability in Latin America 05 1
US will allow American companies to subcontract on this a/c 1 1 1 1 -1 1 2
TS Gowernment has no political concerns TS doesn't leave Airbus alone over government subsidizing of aircraft 1 1
with European alc TS will easily allow American airlines to buy European aircraft 1
Boeing will allow American companies to work sub-contract on this aircraft -1 1 1 1 -1
Cannot get all wanted French funding for a'c -1 1 -1 1
Can develop alc wlo borrowing excessive | Cannot get all wanted British fanding for this alc -1 1 -1 1
money Cannot get enough French funding for this a/c -1 3 -3 3
Cannot get enough British fanding for this a/c -1 &l -3 g
Timeicost to get 2 similar a/'c certified at same time 1 -1 -1
Can get everything certfied on schedhle Time/cost get ETOPS certification before put in service (twin only) 1 1 1
Wil be able to make alc Cannot build new factory in Toulouse 1 Bl -1
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Table XVIII

: Technological Risk Mapping

Assumption Risk Years_ EDTE [Prod # |Inflation |AT Cost |ENG Labor [Wan Labor |Int rate |Year 1 H¥ear 2 B¥ear 4 HVear 5 1Vear 9 HAT k-faqFuel Cost |Tail Comp |Avionics Wit |Price
Can create larger, composite tail piece Increasing time/tost to create larger, composite tail piece 1 1 1 -2
Wil be able to use more Composites Unable to use more composites for non-structural parts 1 1 1 -1
Can easily integrate alc patts Inability to integrate a/c parts from multiple manufacturers 1
Can use 4300 cross-section Inability to use existing aircraft cross-section 3 2
Can meet 6000 nmi range Cannot meet 6000 nrni range wanted 1 2
New lightweight AL can be used Cannot use hightweight aluminum alloys 1 3 2 1 3 1
Can create carbon-fiber tail Cannot use carbon-fiber for tail 3
Cannot add passengers in lower berth--cargo displacement 1 -1
Easy-load cargo pellets Cannot design configuration to easily load cargo pallete 1 -1
Competiter's e has no significant advant Competitor aircraft more fiuel efficient than anticipated 2 2
Competitor aitcraftiengine less costly -1
Time/cost to create most fuel-efficient a't in industry 3 2
Can create best aircraft m industry Time/cost to create lowest per-seat-mile cost in industry 3 1
Cannot use winglet drag reduction technology
One afc platform for twin and quad Cannot create one ac body to support both twin and quad 2
Clan use common cockpit with A320 and all [Comuot ereate electrome By -by-wire system ! !
updates Inability to use more digital display in cockpit 1 -1
Inability te create a common-cockpit with A320 for larger aircraft 1 2
Mo industry-altering technology Competitor's industry-altering technology -3 3
Derivatives can be created Cannot create derivatives using same technology -1 -1
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6.2.3 Step 7: Risk Assessment

Now that the assumptions and their uncertaintie® lheeen modeled, it is time to
determine the severity of not meeting these assongptdetermine the risk of each
uncertainty. This process is completed in seveaeglss the first of which is to collate the
scenarios and determine the variable distributfongach variable over all the scenarios
in order to complete a Monte Carlo analysis.

This is done by taking each variable, and thenrdeteng a variable distribution
over each scenario. For example, the best-casearscemay have an RDT&E time
distribution of: a triangular distribution, minimuaf six years, maximum of seven years,
with a peak at 6.5 years. The worse-case scenaayp Ibe: triangular distribution,
minimum of 7.5 years, maximum of nine years, pe&k8#& years. The scenario
distributions are then multiplied by the likeliho@d occurrence of each scenario and

added together, as depicted in Figure 46.

il : — ™
- A * (.05
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Figure 46: Building Distributions Using Scenarios

This analysis is completed for all variables.
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The distributions for variables that are the sdoreall potential solutions are
illustrated in Figure 47. These distributions wereated using Crystal Ball, an add-in for

MS Excef.
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Figure 47: Variable Distributions

The distributions look different than traditionablite Carlo analysis distributions
because they were created using probabilistic swenanstead of a traditional
probabilistic analysis. The use of scenarios adusestraceability to this analysis and
provides uncertainty bounds: now instead of chgilem an entire distribution, a devil's
advocate can challenge the distribution over aqaar scenario. The distributions over
each scenario are narrower than the entire disimibuand the distribution over all
scenarios is potentially narrower than a traditiopaobabilistic analysis distribution
would be, and certainly shaped differently. Forregke, for all five years of production
rate used as variables, it is much more likely thathing will go wrong and the

production rate will be higher than it is that theduction rate will be low. This is
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reflected in the distributions of all five variablehowever, it would be difficult to capture
in a traditional probabilistic analysis due to timeitations on choosing distributions.

Other variables change with the potential solutl@mg examined. In this case,
two variables change with the solution being exaajrthe airline’s acquisition price and
the manufacturer's production number. These vaghdlistributions are illustrated in
Figure 48. The most likely acquisition price inges as one moves toward a larger
aircraft or one with more engines. It should alsonbted that the most likely production
number increases as one moves away from derivaéindstoward new aircraft. It also

increases again with the number of aircraft benegited.
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Figure 48: Variable Distributions over Different Patential Solutions

While many of these distributions appear to bengjidar, more or less, in nature,
it would still be very difficult to capture them thbut a scenario-based analysis. For
these distributions, one is more likely to be netweéhe most likely variable setting than
in a traditional triangular distribution. So a trgular distribution would underestimate

the probability of being near the more likely véta settings and overestimate the
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probability of being very close to the edge of tlaiable range. Such a change will
likely also cause changes in the solutions, whiely whange the final decision of which
solution to explore more thoroughly.

Now that the variables are modeled over each scgr@aMonte Carlo analysis is
run over all scenarios using the constructed thstions. This Monte Carlo analysis will
help determine the severity of the consequencesobimeeting the assumptions. This
Monte Carlo analysis produces results for all thetrios of interest: performance,
cashflow, and airline. The results of the Montel@are saved for future use, except in
the case of the cashflow analysis, where the 1% %9d cashflow solutions and the
baseline cashflow are plotted for each potentiaitsm, for comparison purposes. Any
performance metrics that have constraint valué® TOFL, are also noted, and the
TOFL is flagged if the metric value violates thenstraint.

Now that the Monte Carlo is completed and the Itequlotted on the cashflow
diagrams, it is time to determine the probabilite®l consequences associated with the
uncertainties for each assumption.

Determining consequences can be time-consuming, Eie variable values from
the risk mapping matrix corresponding to -3, -2,212, and 3 need to be determined so
that the consequences can be assessed accurateltheFvariables whose ranges and
distributions do not change with potential solusipthe risk setup matrix is given below
in Table XIX. Some of the variables have linearraes with increasing or decreasing
consequences, some do not. Whether the scaleewr lor not depends on the baseline
value, the variable range, and whether or not #reakile has a linear or non-linear effect

on any of the metrics of interest.
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Table XIX: Risk Setup Matrix

Baseline Risk Setup Matrix

a -3 -2 -1 1 2 3
Years ROTE 7 B 5.25 5.5 7.5 &) 9
Irflation 0.035 0.025 0.03 0.032 0.04 0.06 0.03
AL Cost 1 0.a 0.95 0.95 1.02 1.05 1.1
EMG_Labar 70 B0 B4 ali a0 100 120
Man_Labor 30 25 27 29 35 45 B0
Year 1 _Prod 045 0.05 0.2 0.4 0.7 1 1.5
Year 2 Prod 1.5 0.1 0.5 1 18 2.1 25
‘fear 4 Prod B 0.5 3 5 a] B ]
‘fear 5 Prod b 0.5 3 ] 3] b 3]
Year 9 Prod B 0.5 3 5 b B b
AL k-factor 0.95 0.95 0.95 0.95 0.95 0.93 1
Fuel Cost 0.45 0.4 0.42 0.44 0.6 1 2
Airline_Int_Rt 7 2 4 3] 5] 10 12
Tail Comp 049 a 0.5 0.75 0.92 0.95 1
Avionics Wit 1 0.9 0.95 0.93 1.05 1.15 1.25

Another risk setup matrix is also determined fbe tvariables of production
number and acquisition price, which change withgb&ential solution. The risk matrix
for these variables is illustrated below in Tabl¥. Xt contains production numbers and
acquisition prices for all five potential solutioridotice that for production number, not
all of the variable range is used for each solutibims effect could have been achieved
by creating five different variables, one for eadiution. However, it was less time-
consuming for both human and computer to have anbingle variable over a wide

range, rather than five variables over narrowegean

Table XX: Risk Setup Matrix for Production Number and Acg$

Baseline Risk Setup Matrix

1] -3 -2 -1 1 2 3
Froduction Mumber G50 600 615 625 700 750 850
A B5 £0 55 &0 70 75 g /300 stretch
Froduction Mumber S00 G000 700 ao0 1000 1100 1200 New Twin
A 70 55 60 65 75 a0 g5
Froduction Mumber 800 600 700 750 200 1000 1100 New Quad
Ay 75 50 65 70 a0 g5 80
Production_Mumber 800 G000 700 750 1000 1100 1200 A300 Stretch
A 74 65 65 72 78 g2 85: & Mew Quad
Froduction Mumber 1000 700 800 900 1100 1150 1200 Mews Twin &
Az 74 1] Ba 70 ad g4 ] Quad

Now consequences are calculated for each uncrtfaineach potential solution.

This is done by taking the risk matrix, and, focleaisk, using the corresponding risk

199



setup matrix to change the variable values and kbeking at the performance, airline,
and cashflow results. To determine the severitthefconsequences, guidelines can be
used, but ultimately, the choice is left up to anlam decision maker. Some of the
guidelines that were used include the total amotiprofit relative to the baseline profit,
when was the breakeven point (or whether thereaNagakeven point), and whether any
constraints were violated or a metric was gettiloge to a constraint. The consequences
are the same no matter what the scenatrio is, swtily needs to be completed once for
each potential solution. For uncertainties whosesequences met all performance
constraints, some rules of thumb were employed dterchine the severity of the
consequences, including the amount of degradatigmerformance and the increase or
decrease in cost. A scale of 1 to 5 was employel @ne being minimal consequences
and five being catastrophic consequences. In genkthe breakeven point was within
one year of the baseline and the final profit waishiw one billion dollars, the
consequence was a one. If the aircraft had notheshabreakeven point by 2004, the
consequence was a four, and it appeared that tbeafaiwould never breakeven, the
consequence was a five. For performance constraiioisting the TOFL constraint was
an automatic five for consequences, since techifigadibility must be reached before
economic viability is considered.

Probabilities are determined for each risk for es@dnario per potential solution.
This is a time-consuming process to carry out bydhaut probably cannot be automated
as it is necessary to have the human judge whehieee is a low, medium, or high
probability of occurrence for a particular situaticAs there are five scenarios, and the
scenarios have different probabilities of occuregracweighted average of the scenario’s
probabilities for each uncertainty is calculatedhe Tprobabilities are also on a 1 to 5
scale, with one meaning extremely unlikely and &nireg likely. Given a scenario, each
risk has a probability of occurring in that scenarAnother scenario may produce a

higher or lower probability of occurrence for atparlar risk. The cumulative probability
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of occurrence is calculated with scenarios one tavaw at a 5% weighting each and
scenarios three through five at a 30% weightindneac

The probabilities and consequences associatedeaith risk are listed in Table
XVI through Table XXV. These probabilities and cegaences calculated for each

uncertainty lead to risk, since risk implies botblgability and consequences.

Table XXI: Employment Probabilities and Consequence

Assumption Rise Cumulative | Scenarios Consequence
Probability [ 1]2]|3|4|5| Twin | Quad| Denvative | Twin/Quad | Derivative/Quad
Wil have, or be able to hire, enough workers Mot having enough qualified design engineers 131 4/4]1]1]1 3 3 3 3 &
R — Mot having enough manufacturers--early 17514[ 1 3] 1f1 4 5 4 4 5]
ot having enough manufacturers--late 22502 1[4] 21 3 4 3 2 4
Higher tumover rate 20504/ 1[3] 1] 2 1 1 1 1 1
Can't afford to keep workers on during cyelic work cycle 11511 4[1]1f1] o035 1 0.5 05 1
Acourately anticipate werkers costs Workers labor costs increase 32[3[1)5/2[2 1 2 2 1 2
Union boycotts (eatly in manufacturing cycle) 1712/ 211]1]3 3 5 4 3 5
No language barriers Workers difficulty communicating between countries 20131231 0 0 1 1 1
Pay workers competing wages i different | Inability to pay worlers competing wages in different countries 1113111 1 3 2 2 3]
countries Loss of wotkforce to Ametican companies 23504/ 1 3] 1] 3 1 1 2 2 2
Worker benefits' cost increases 22s(1)2)4] 21 1 2 2 2 2
Difficulties working between European countries 19512 1]1]3[2 1 1 1 1 1
Difficulties worl with ant labor 22512/ 1) 1133 05 1 2 1 2
No cultural problems between workers e hnpfr:gmshﬂmr T I A - . 0
Difficulty with c with outsourced labor 16512[1]2]2[1] 05 (] 1 0 1
Minimal business losses Loss due to working with cutseurced labor markets 275) 5/ 2[5 1] 2 0 2 2 1 2
Training costs are low compared to Increased timefcost to effectively training workers in new technology 1651 2[ 1] 1]1]3 1 1 1 1 1
productvity Increased timefcost to effectively skill unskilled workers 19512[1]1]3[2] 05 1 0.5 0.5 1
Mobile workforce Inability to move worker locations as necessary 2311321 1 0 0 1 1
Stable workforce "Work interruptions due to extenuating circumstances 26501/ 4[4]3[1 2 1 2 2 2

Table XXII: Cultural/Social Probabilities and Consequences

Cumulative | Scenarios Consequence
Assumption Buske Probability [ 1]2]| 34| 5| Twin | Quad| Denvative | Twin/Quad | Derivative/Quad
Can sell twin for overseas use Customers uncomfortable on overseas flights on twin 16| 1)1)1]2|2 1 1 0.5 0.5 1
More travel & wealth within China Leveling off of Chinese population 1711 3)12[1]2 1 05 0.5 1 05
China opening to west Tension between China and Britan/US over Hong Kong 23312/ 1[4 1 1 (] 1 1
Little travel to SE Asia Pelitical opening of SE Asia 173111122 2 2 3 2 3
Asian preference for American aircraft 18 1) 1)11]3]2 4 4 3 3 4
There iz no change in cultural preferences for |Japanese preference for Amencan arcraft 18/ 3/3[1]2)]2 2 2 1 1 2
American/ European a'c Middle Eastern preference for American aircraft 111111 2 2 1 1 2
General preference for stas quo 2111331 2)1 0 -1 -1 -1 0.1
America allows government aid for American companies hoycott Furopean airframers EREREREEEE 3 4 g
development | American consumers boyeott European airframers 165[1]211]3]1 2 1 1 1 1
Epidemic decreases flying public 232/ 2[4/ 21 2 3 2 2 3]
Mo regional/plobal epidemics Epidemic cuts off 5. Asia 13511 2[2]1f1 2 2 2 2 2
Epidemic cuts off Africa 2550 1] 2[5/ 2[1 1 2 2 1 2
Civil unrest in China 21{4[z2/1)2[32 1 05 05 1 05
Social stability Fear of flying due to terrorist incidents 255111 2|2[4| 2 2 2 2 2 2
Civil unrest in Eastern Eurcpe 435) 5 4|4/ 4|5 1 0 0 0 0

Table XXIII: Economic Probabilities and Consequencs

. Cumulative | Scenarios Consequence
Assumption i Probability | 1]2[3]4| 5] Twin | Quad| Derivative | Twin/Quad | Derivative/Quad
Aircraft financing interest rate rises 1713 1)1 3]1 1 05 1 1 1
. European recession 21{ 150231 2 2 2 2
Good gobal economic condiions hsian recession ios a3 1] 2] 1 2 2 2
American recession 18/ 1]5[z2/1)2 2 1 2 2 2
Stable fuel costs Cost of fuel increase 24[3]3[1]5)1 1 (] 0.5 0.5 1
MNew secutity prevents terrotist attacks Increase in security costs due to terrorist attacks 315[112) 3143 0 ] ] 0 0
Business travel decreases 302/4[3/2)4 1 05 0.5 1 05
4% growth n travel Lrisure travel decrease R NERENE 05 1 1
Steady unemployment Unemployment increases 2711151422 1] 05 0.5 1 05
oS et (it OE Economic growth slows in TS 271 5[4]31 05 0 0 0 0
Lower than_expect=d growth projections (for reasons not listed above) I NEEEEEREE 0 [l 0
Decrease in British tax revenues (for reasons not listed above) 21111512/ 3[1] 05 05 2 0.5 2
Furopean tas struchire and subsidies remains Decreage in French tax revenves (for reasons not listed above) 211 5[2[31 03 05 2 0.5 2
Increase in British tax payouts 27150431 0 (] 1 2 1
fame Increase in French tax payouts 27111514 3[1 0 ] 1 2 1
eed outside financing for some development 1451 1] 4] 1] 1] 2 1 1 1 2 1
Derivatives are also wable Dervatives compete with initial for sales 185 5[ 2[2] 21 1 05 (] 0.5 0.5
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Table XXIV: Government/Political Probabilities and Consequences

Assumption Rise Cumulative | Scenarios Consequence
Probability [ 1]2]| 34| 5| Twin | Quad| Denvative | Twin/Quad | Derivative/Quad
Future emissions and noise regul are as |Differences in American/European nodse regul RIBIRIBIE! 1 1 1 1 1
predicted Differences in American/European emissions regulati 13512 1]1]2[1] 035 0 1 1 1
X .. “War m the Middle East 225(112[1] 51 2] 035 2 2 2
e Gl T R D Governmental instability in Middle Bast 29[ 1]3[2[5]2] 05 o 1 1 1
SE Asia is politically stable Governmental instability in SE Asia 2302 2[4] 1|2 1 1 0.5 1 1
Continved warming of relations between Cooling of relations between East and West 22512131 3[1 1 1 0.5 1 1
eastern and western Europe Eastern Europe closes its borders 195(1]2]3/ 2|1 1 1 0.5 1 1
T3/ China relations get better ‘Tensions in emerging relations between U3 and China 19512 1]3]1]2 2 3 2 2 3
Britam/India relations stay good Cooling of India/Britam relations 16512 1[3]1f1] 05 2 2 1 2
MNuclear powers keep treaties MNuclear war/preliferation threat 1811132 1] 05 ] 0.5 05
South American political problems stop Governmental instability in Latin America 22502 1[4 1] 2 2 2 2 2 2
US will allow American companies to subcontract on this afc 17512[3]2[1]2 -2 1 (] 1 0
TS Government has no political concerns US doesn't leave Airbus alone over government subsidizing of aircraft JRIBIRIBIDS 1 2 2 2 2
with European afc TS will easily allow American airlines to buy European aircraft L7 103122 -05 1 -05 -1 0
Boeing will allow American companies to work sub-contract on this aircraft 14) 2/ 2)1]1]2] 05 1 2 0.5 2
Canrot get all wanted French funding for afc 235/ 1/4|3[2/2] 05 05 0 05 05
Can develop afe wlo borrowing excessive | Cannot get all wanted British funding for this a/c 2650 114]3)3/2 035 05 0 05 05
THONEY Cannot get enough French finding for this afc 18 1]512]2]1 4 5 4 5 5
Cannot get encugh British funding for this alc 2111151231 4 5 4 5 5]
Time/cost to get 2 similar alc certified at same time 0 2 2
Cen get everytting centified on schedule Timeicost get ETOPS certification before put in service (win only) 2113114 1 a 2 2 2
Will be able to make afc Cannot build new factory in Toulouse 195/ 2[1]2[1]3 2 1 1 1
Table XXV: Technological Probabilities and Consequeces
Cumulative | Scenarios Consequence

Assumption Buske Probability [ 1]2]|3|4|5| Twin | Quad| Denvative | Twin/Quad | Derivative/Quad
Can create larger, composite tail piece Increasing time/cost to create larger, composite tail piece 18111231 1 1 2 1 2
Will be able to use more Composites TThable to use more composites for non-structural parts 26502 3[3]4[1 1 1 2 1 2
Can easily integrate a'c parts Inability to integrate a/c parts from multiple manufacturers 23[3] 1313 05 0 1 0.5 1
Can use A300 cross-section Inability to use existing aircraft cross-section 20502 3[2]2[2 4 2 2 2 2
Can meet 6000 nmi range Cannot meet 6000 nmi range wanted 20502/ 3[2]2[2 1 1 2 1 2
Iew lightweight AL can be used Cannot use ligh ht al alloys 26[ 13341 5 5 5 5 )
Can create carbon-fiber tai Cannot use carbon-fiber for tail 2[ 113231 1 05 0.5 2 05
Cannot add passengers in lower berth--cargo displacement 131 1) 1)1]2]1] 05 05 1 05 1
Easy-load cargo pellets Cannot design configuration to easily load carge pallets los)1j2[1]1f1] 035 05 1 0.5 1
B} . Competitor aircraft more fiel efficient than anticipated 2131132 3 3 3 3 &
Competitor's afc has no significant = aircrafifengine less costly £ 5|2 1145 2] 3 2 2 3
Time/cost to create most fuel-efficient a'c in industry 23[3] 1133 05 1 1 1 1
Can create best aircraft in industry Time/cost to create lowest per-seat-mile cost in industry 233 1133 1 2 2 2 2
Cannot use winglet drag reduction technology NRIBIRIBIDS 0 0 0 0 0

One a/c platform for twin and quad Cannot create one afc body to support both twin and quad 14) 1131121 2
Cannot create electronic fly-by-wire system 1o5)1]2[1]1f1 1 05 1 2 1
UC:;;':: common cockpitwith A320 and all I o use more digital display in cockp: S EEEEEEIEE 1 2 1
Inability to create a common-cockpit with A320 for larger aircraft 2l2/212/2)2 2 1 2 2 2
Mo industry-altering technology Competiter's industry-altering technology 165121113 5 4 3 3 4
Derivatives can be created Cannot create derivatives using same technology NRIBIRIBIDS 1 1 1 1

These probabilities and consequences are usedltwlate the actual risk
associated with each uncertainty. Some of the as&darger than others. The larger risks
may be able to be mitigated, as will be shown mrlbxt step. The final risk calculation
is illustrated in the following five figures. Thalculation is carried out using Equation 6,

from above:

R(x) = p,* 2% 6)
These risk calculations show which uncertaintiegehtihe largest risk associated with
them, and, consequently, what risks are the bestidates for mitigation. While not all

risks can be mitigated by better engineering desigwill be easy to see the monetary

consequences of those that can be mitigated.
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Table XXVI: Employment Risk Analysis

Assumption Risk Fusk
Twin Quad Derivative Twin/Quad | A300/Quad
. Mot having encugh qualified design engineers 10.40 10.40 10.40 10.40 10.40
gﬁ]::’zg ;’:ﬁ:z ableto bire, enough workeers | e enough monufacturers early 2800 56.00 28.00 28.00 56.00
Mot having encugh manufacturers--late 18.00 36.00 18.00 5.00 36.00
Higher turnower rate 4.10 4.10 4.10 4.10 4.10
Can't afford to keep workers on during cyclic work cycle 163 2.30 1.63 1.63 2.30
PR R EHER Werlcers labor costs morease 640 12.80 12.20 640 12.20
Union boyeotts (early in manufacturing cycle) 13.60 54.40 27.20 13.60 54.40
No language barriers Workers difficulty communicating between countries 2.00 2.00 4.00 4.00 4.00
Pay workers competing wages in different  |Inability to pay workers competing wages in different countries 2.20 8.80 4.40 4.40 8.80
countries Loss of workforce to American companies 470 470 5.40 5.40 5.40
"Worker benefits' cost mcreases 4.50 9.00 9.00 9.00 9.00
Difficulties workng between European countries 3.90 3.90 3.50 3.50 3.90
Difficulties worlding with immigrant labor 3.18 4.50 8.00 4.50 8.00
Mo eultural problems betweesn workers 17 mport unshilled Iabor 190 130 1390 350 190
Difficulty with communications with outsourced labor 2.33 165 3.30 165 3.30
Minimal business losses Loss due to working with cutsourced labor markets 2.75 11.00 11.00 5.50 11.00
Training costs are low compared to Increased ime/cost to effectively traiming workers in new technology 330 330 330 330 330
productivity Increased time/cost to effectively skill unskilled workers 276 3.90 276 276 3.90
Mobile workdorce Inability to move worlcer locations as necessary 4.00 2.00 2.00 4.00 4.00
Stable worldforce Work intermiptions due to circumstances 10.60 5.30 10.60 10.60 10.60
Table XXVII: Cultural/Social Risk Analysis
Risk
Assumption Fusk Twin Quad Derivative | Twin/Quad | A300/Quad
Can sell twin for overseas use Customers uncomfortable on overseas flights on twin 320 3.20 2.26 2.26 3.20
Idore travel & wealth within China Leveling off of Chinese population 3.40 240 2.40 3.40 240
China opening to west Tension between China and BritaiUS over Hong Kong 4.60 4.60 2.30 4.60 4.60
Little travel to SE Asia Political opening of SE Asia 6.80 6.80 13.60 6.80 13.60
Asian preference for American aircraft 3040 3040 15.20 15.20 30.40
There is no change i culturel preferences for |Japanese preference for American aircraft 720 720 360 360 720
American/ Europeat alc Middle Eastern preference for American aircraft 4.00 4.00 2.00 2.00 4.00
General preference for status quo 2.00 1.00 1.00 1.00 2.14
America alows government aid for | American companies boycott European airframers 2240 2240 11.20 22.40 22.40
development Ametican consumers boyeott Buropean airframers 6.60 3.30 3.30 3.30 3.30
Epidemic decreases flying public 9.20 18.40 9.20 9.20 18.40
o regenalglobal epidemics Epidemic cuts off 5. Asia 540 5.40 5.40 5.40 5.40
Epidemic cuts off Affica 5.10 10.20 10.20 5.10 10.20
Civil unrest in China 4.20 297 297 4.20 297
Social stability Fear of flying due to terrorist incidents 10.20 10.20 10.20 10.20 10.20
Civil unrest in Eastern Europe 870 4.35 4.35 4.35 4.35
Table XXVIII: Economic Risk Analysis
Risk
Assumption Fusk Twin Quad Derivative | Twin/Quad | A300/Quad
Aircraft financing mterest rate nses 340 2.40 3.40 3.40 3.40
European recession 840 4.20 8.40 8.40 8.40
S LAE R L Asian recession 700 .50 7.00 7.00 7.00
American recession 7.20 3.60 720 720 7.z20
Stable fiel costs Cost of fuiel increase 4.80 240 338 338 4.80
New security prevents terrorist attacks Increase in security costs due to terrorist attacks 315 315 315 315 315
Business travel decreases 6.00 4.24 4.24 6.00 4.24
poERCEE Leisurc travel deorcase 840 4.20 2.97 420 4.20
Steady unemployment Unemployment increases 540 3.82 3.82 5.40 3.82
Asmerican sconoty stay strong Econotnic growth slows in U3 i 3.82 270 270 270 270
Lower-than-expected growth projections (for reasons not listed abowe) 4.80 2.40 2.40 2.40 2.40
Decrease in British tax revenues (for reasons not listed abowe) 2.97 2.97 8.40 2.97 8.40
European ta structure and subsidies remaing Decrease in French tax revenues (for reasons not listed abowe) 2.97 2.97 8.40 2.97 8.40
semme Increase in British tax payouts 270 270 5.40 10.80 5.40
Increase m French taz payouts 270 270 540 10.80 540
Meed outside financing for some development 2.50 2.90 2.50 5.80 2.90
Derivatives are also viable Derivatives compete with initial for sales 370 2.62 1.85 2.62 2.62
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Table XXIX: Government/Political Risk Analysis

Assumption Risk Fusk

Twin Quad Derivative Twin/Quad | A300/Quad
Future emissions and noise regulations are as |Differences in American/Buropean noise regulations 2.00 2.00 2.00 2.00 2.00
predicted Differences in American/Buropean emissions regulations 1.91 135 2.70 2.70 2.70
War in the IMiddle East 3.00 318 5.00 5.00 5.00
i Governmental instabilty in Middlc East 410 2.90 580 580 580
SE Asia is politically stable Governmental bility in SE Asia 4.60 4.60 3.25 4.60 4.60
Continued warming of relations between Cooling of relations between East and West 4.50 4.50 3.18 4.50 4.50
eastern and western Europe Eastern Europe closes its borders 3.90 3.90 2.76 3.90 3.90
TS/ China relations get better Tensions in emerging relations between US and China 7.80 15.60 7.80 7.80 15.60
BritainTndia relations stay good Cooling of India/Britain relations 2.33 6.60 6.60 3.30 6.60
MNuclear powers keep treaties Muclear war/proliferation threat 3.80 2.69 1.80 2.69 2.69
South American political problems stop Governmental bility in Latin America 5.00 5.00 5.00 5.00 5.00
T3 will allow American companies to subcontract on this a'c 0.44 0.88 1.75 3.50 1.75
TS Government has ne pelitical concerns TS doesn't leave Airbus alone over government subsidizing of aircraft 2.00 4.00 4.00 4.00 4.00
with European afc TS will easily allow American airlines to buy European aireraft 1.20 0.85 1.20 0.85 1.70
Boeing will allow American companies to work sub-contract on this aircraft 1.98 0.70 5.60 1.98 5.60
Cannot get all wanted French funding for a/'c 332 3.32 2.35 332 332
Can develop alc wic borrowing excessive | Cannot get all wanted Brish finding for this afc 375 375 2.65 375 375
money Cannot get enough French funding for this a/c 28.80 57.60 28.80 57.60 57.60
Cannot get enough British funding for this alc 33.60 67.20 33.60 67.20 67.20
. Time/cost to get 2 similar ale certified at same time 0.00 0.00 0.00 0.00 0.00
Con get everything certfied onschedle [ - = oot ETOPS sersfication beforo put in sorvioe (i only) 400 2.00 3.00 3.00 3.00
Will be able to make afc Cannot build new factory in Toulouse 7.80 1.95 3.90 3.90 3.90

Table XXX: Technological Risk Analysis
Risk

Assumption Fusk Twin Quad Derivative | Twin/Quad | A300/Quad
Can create larger, composite tail piece Increasing time/cost to create larger, compostte tail plece 3.80 3.80 7.60 3.80 7.60
“Will be able to use more Compasites Unable to use more composttes for non-structural parts 5.30 5.30 10.60 5.30 10.60
Can easily integrate a'c parts Inability to integrate a/c parts fom multiple manufacturers 3.25 2.30 4.60 3.25 4.60
Caniuge A300 cross-section Inability to use existing aircraft cross-section 32.80 8.20 8.20 8.20 8.20
Can meet £000 nmi range Cannot meet 6000 nimi range wanted 4.10 4.10 8.20 4.10 8.20
New lightweight AL can be used Cannot use lightweight alumimim alloys 83.20 83.20 83.20 83.20 83.20
Can create carbon-fiber tail Cannet use carbon-fiber for tail 4.00 2.83 2.83 5.00 2.83
Cannot add passengers m lower berth--cargo displacement 184 1.84 2.60 1.84 2.60
Easy-load cargo pellets Cannot design configuration to easily load cargo pallets 148 148 2.10 1.48 2.10
. Competitor aircraft more fiel efficient than anticipated 16.00 16.00 16.00 16.00 16.00
Competitor's alc has no significant advantage 5 @ @ v eraRfengine less coslly 1260 25.20 1260 1260 75,20
Time/cost to create most fuel-efficient a/c in industry 3.25 4.60 4.60 4.60 4.60
Can create best awrcraft n mdustry Time/cost to create lowest per-seat-mile cost in industry 4.60 5.20 5.20 5.20 5.20
Cannot use winglet drag reduction technology 1.00 1.00 1.00 1.00 1.00
One alc platform for twin and quad Cannot create one afc body te support both twin and quad 140 140 140 5.60 140
. Cannot create electrome fy-by-wire system 2.10 148 2.10 4.20 2.10
f::a‘t’:: comnon cockpit with A320 and all | Yo use more dighal display in cockpit 410 290 410 2.20 410
Tnability to create a common-cockpit with A320 for larger aircraft 8.00 4.00 8.00 8.00 8.00
Mo industry-altering technology Commpetitor's industry-altering technology 52.80 2640 13.20 13.20 26.40
Derivatives can be created Cannot create denvatives using same technelogy 2.00 2.00 1.00 2.00 2.00

Now that the risk has been calculated for eachurapson over the five

categories, it can be compared between potentiati@as. A risk comparison between
potential solutions is illustrated in Figure 49 .eYraxis contains a measure of risk. In the
comparison, the derivative stretch aircraft versias the lowest overall risk. This is
expected, since the stretch aircraft would be aaeve, while the other aircraft would
be new. The derivative aircraft also has the lowesernmental risk, since it is likely to
be easier to acquire safety and other certificatiddf the three new aircraft, the new
four-engine aircraft has the largest absolute teldgy risk. As there are no other newer
four-engine aircraft in this class, it makes sahs¢ the technology risk would be greater
for an aircraft that is first in its class to bevdm®ped than for an aircraft making inroads

into an existing class of aircraft. The same reespapplies to the economic risk: the
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economic risk is higher for the twin-engine airtfagcause it has to compete in a market
where there are other aircraft, while the four-aegaircraft is not competing in such a
market. The aircraft combination option with the sheisk is the derivative stretch
aircraft and the new four-engine aircraft. The @ased risk may be due to the long time
before breakeven point for the baseline aircraft Hre high potential for a non-viable

aircraft combination.

60.00

50.007 B Technology

40.001 . O Government
. O Economic

30.00 . B Culture

20.004 . . O Employment

10.00+

0.00 T T

Twin Engine Quad Derivative  Twin & Derivative
Engine Stretch Quad & Quad

Figure 49: Total Risk Comparison Between Potentiabolutions

Risk can be compared not only between differenemal solutions, but also
between scenarios for a particular solution. InuFeg50, there is a comparison of risk
between the five scenarios for a twin-engine aftaad four-engine aircraft. For both
solutions options, scenario two has the largedt. rihis is unsurprising, since that
scenario is designed to be the worst-case scerlaterestingly, the governmental risk
for that scenario is significantly larger for trauf-engine aircraft option than for the twin
aircraft only. The larger sunk cost and additiordiance on government funding should
account for this discrepancy. In both cases, sozfige is the lowest risk scenario, since
it involves so much new technology development.sBenario one was designed to be
the lowest risk scenario, this is an unexpectediriigy, but again is probably due to the

technology boom that aids the aerospace indugtshduld also be noted that scenarios
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one and five have the smallest economic risk. Thalso expected since for a best-case
or very technology dependent economy an aircraftufeecturer should do well. On a
final note, the employment risk is largest for sam&m one, the best-case scenario, since
employees will be difficult to hire and will demandore money when economic

conditions are generally good.

New Twin-Engine New Four-Engine
50 50
457 451
40 - 40 -
35 35 H Technology
% 30 % 30 O Governmen
& 257 & 257 O Economy
20 20 M Culture
151 154 @ Employmen
10 10
5 5
0 T 0
Scenario 1 Scenario 2 Scenario 3 Scenario 4 Soehie Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scehari

Figure 50: Comparison of Risk Across Scenarios

These risk analyses take into account the riskciested with the five different
categories. It is easy to compare the risk betwkerdifferent solutions; however, it can
be difficult to compare only the risk and determihe best solution for a given situation.
Other factors, including manufacturer and airlirmremic and performance factors,
must also be compared and compared with the prograisk. This comparison is
completed using a TOPSIS model in the decision @upgghase of this process and will
be explained in Section 6.3.

Now that all the uncertainties have been analyzetltheir risk calculated, a risk
mitigation procedure can be put in place. The @aslalysis process carried out here
allows the decision maker to see what risks ageland what ones are small. The large
risks need to be mitigated, if possible, or trackedletermine whether they are getting
larger or smaller with time. While this procedusedesigned to be completed early in the
concept design phase, other risk analysis processedesigned to be completed later in

design. Some of these procedures can be usedctorisk and determine whether it is
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increasing or decreasing with time, and, if itnisreasing, what mitigation processes can

be put into place to decrease the risk at a lates.d

6.2.4 Step 8: Risk Mitigation

Now that the risk analysis process is completed #re user knows which
uncertainties pose the largest risk, it is timede about mitigating some of the risk. Risk
mitigation is traditionally a process in which asflic type of risk is analyzed and then a
person (or group) determines what steps are nagassiake to decrease that risk. In this
case, that process is slightly different. The ngkgation model here only helps the user
determine the effects of mitigating risk, not theoqess one should go through to
complete a risk mitigation procedure.

In order to complete this risk mitigation, thesfithing to be done is to determine
which risks can be mitigated and which cannotslimportant to determine what risks
can be mitigated by engineering design, becausskg cannot be mitigated they need to
be carefully tracked. For those risks that can biggated, it is important to know the cost
in both dollars and performance to mitigate risketé&mining which risks can be
mitigated is relatively straightforward. Anythinghat the design engineers,
manufacturers, or the company in general can chengeisk that can be mitigated. For
example, employment risk is on the left side ofufgg51. There are many risks that the
aircraft manufacturer can mitigate. The manufactbes the ability to hire more workers
now to decrease the risk of not having enough werkater, and can also offset the
increased cost of hiring workers when they beconoeenexpensive. The manufacturer
can also set up a corporate culture where cooperagtween countries and cultures is
the norm, which will decrease the potential for gjeons with immigrant labor or
potential communication problems between workerditdérent cultures or nationalities.
Some risks cannot be mitigated. Work force intaions due to extenuating

circumstances, such as terrorist events, or higtkkfarce turnover rates due to cultural
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shifts, not low pay, cannot be changed by managenkeégure 51 through Figure 53

show which risks can be mitigated with a check bidxose that cannot be mitigated are

still to be tracked.

- Hothmgml@lquﬁﬁ!idamaﬂ r
I [Hot havmg enough mamfactrers--sady Tncreasing tenelcost 1o create lerger. compaste tal plece
I | Mot haveng enough manufactarens- -kate lunabile to wse more comgontes for non-struchural pasts
Workorce cabdey (ounover rate) T |mabiity vo sntegrate afc parms from multple manufacturers
Can't afford to keep worlvers on dunng cvchc work: cycle r Mhtomk?ﬁﬁm-um(md:badgom
™ |Werkers costs mercase r &m&mﬂﬁﬂ(ﬂmrﬂwmd
Urdon boyeoits [early m masuis cyele} I | Cannot e hghtoreight akimumam alloys
I [Workers dificulty ¢ cenmunscating betieen cotntnies ™ |[Cannot use carbon-fiber componte tml
{Cannot add passengers in lower berth--canizo displacement (widebody only)
r workers ¢ g wages in different countries r Mh%hdw
Loss of workforce to A CAmp A Coume arcraft more fel eficient thin snbct
I |Warker bencfts' costinereases Compeifar as mé less
™ | Dufficulties workang between European coustnes ™ |Tumefcost to create most fuel-efficient afc n mdustry
I |Dhfficulties warking wnth irmdgrant Iabor I | Timeleost o crante lawest per-seat-tie cost n mdustry
unchelled [sbor Utiization of wnglet drag reduction trchnology
I |Comemunscations with outsourced labar can create one ale body to support both renn and quad (widsbady only)
[Loss doe o corruptonlggafimoney baunderig m owsourved bor arkets | I [casmnot Create elscvonic By by.wnee syviem
I [Tuneicost to ehiectively tramng werkers in new technolagy I |Inabiky to use more digtal display in cockpit
I /| Timefcost vo efectvely skall unskilled workeers 1 .' Sty bo create & common-cockps with A3H for larger acraft
I Mwmwﬂwh«:&wumm Wsmmmlmlm
Worlk ¥ uphons die o exie {wrar, terronst attack epid dervatr wmhw
F|gure 51: Employment (left) and Technology (right)Risks That Can be Mitigated
| Awcradt & 13 inderast rale nies I =1 telecommanic atent causes dectease m travel
I ||Exepean recesstn C ra uncomfortable on overseas fights on twan
Astan recsssion Levelng off of Chmese populaben
| American recession Tension between Chin and Brtun/US over Hong Fong
Cost of farl micrease (Opening of SE Asa
Increase m amhne paypouts and secunty costs due b0 terronst attacks. Asian prefr for A wrcraft
Business trave] decreases [Tapanese preference for Ameritan aireraft
Lesrure ravel decrease Middle Eastern preference for Amencan srcraft
Daemployment increases (General preference for status quo
Econcmic growth slows m US I || American comparses boycolt Eiropean wrframers
leuner-than- expected growth projections (for reasons not ksted above) ™ |American consumers boycott Enropean arframers
decreate m Bratith tee revenaes (for reasons mot hted shove) Epidemme dacreaces flyng pubbe
decrease m Franch tax revesties (for reasons not bsted abowe) Epidemic cuts off S Axa
iicrease in Brinsh taue payouts IEpidermic cuts off Afiica
micrease m French tax pagouts Ciwll anrest o Clun
™ |need to finance some develop Fear of fiying due to termonst ineid
I | Denvatives compete with mbal for saleg Crell anrest m Eastern Europe

Figure 52; Economlc (left) and Cultural (right) Risks That Can be Mitigated

Differences in AmencanFuropean noise regulations

I |Differences in American/Buropean emissions regulations
War m the Middle East

Governmental instability in Middle East

Gowvernmental mstabidity m SE Asia

Cooling of relations between East and West

Eastern Furope cloges its borders

Tensions in emerging relations between US and China
Cooling of IndiaBritain relations

Muclear warfproliferation threat

Gowvernmental mstabiity m Latin America

TS will not allow American companies to subcontract on this alc

U doesn't leave Airbus alone over government subsidiang of arcraft
US will easily allow American airlines to buy Euwropean aircraft
Eoeing will allow American companies to work sub-contract on this aircraft
Cannot get all wanted French funding for alc

Cannot get all wanted British funding for this alc

Cannot get encugh French funding for this a/c

Cannot get enough British funding for this ac

Timelcost to get 2 similar afc certified at same time (widebody only)
™ |Timefcost get ETOPS certification before put in service (bwin orly)

I [cannot build new factory in Toulouse

Figure 53: Governmental Risks That Can be Mitigated
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The mitigation procedure itself is carried outdegailed in Chapter 5. The first
mitigation step completed was the technologicaligaiion step. It involved defining
technology positions. The assumed new technologyaaih was labeled point zero.
Fallback point one was between the new and exiséiolgnology, fallback point two was
also between new and existing technology and fellbpoint three was defined as
existing technology. The three technology variablegst cover the technology space
examined here are the tail composition, the sad®f on the weight of aluminum, and
the scale factor on the avionics weight. Point Zeas a tail composition of 0.9, an
aluminum weight scale factor of 0.95, and an awsnveight scale factor of 1. Point one,
the first fallback position, has a tail composit@i0.75, an aluminum weight scale factor
of 0.96, and an avionics weight scale factor o61The second fallback position has a
tail composition of 0.5, an aluminum weight scaetbr of 0.98, and an avionics weight
scale factor of 1.15. The third and final fallbgmbsition has a tail composition of 0.0 (as
in, all aluminum), an aluminum weight scale faadbrl.00, and an avionics weight scale
factor of 1.25. Moving to a fallback position fonet technology factors allows the
decision maker to see the impact on performancesandomic metrics of interest if the
technology does not do what it is intended to do.

Seeing the economic impact of mitigating risk imare complicated process, but
is completed as outlined in Chapter 5. The fiverait options are examined to determine
whether changes in variables lead to linear (omatnlinear) changes in metric value. It
was found that most metrics are either generatigdily increasing or decreasing with
changes in variables or the variable has littleafion the metric. It is also noted that
changes in variables tend to affect a set of nesimilarly; for example, increasing the
manufacturing labor rate increases the sustainsgsdor all years at approximately the
same rate. In these cases, one risk mitigationixnzdn be completed for each aircraft or

aircraft pair using only a limited number of mesridirst unit cost, RDT&E cost, and
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sustaining cost. Relative changes in the costegdhmetrics are put into a set of mapping
tables for each aircraft. Part of one of theseewld below in Table XXXI. As can be

seen in the Figure, not every variable has an itmpaevery metric that makes up the

cashflow.
Table XXXI: Mitigation Impact Matrix
A zsumption Uncertainty |
Tears EDTE  |Prod_# AL Cost ENG_Labor
EDT&E |Sust Sust Sust FUC |RDT&E |Sust

Will have, or be abls to 170t having encugh qualified design engineers oooo| 0077 -00154) 0000 0.000 0307 0.054
hire, encugh workers to 1ot having enough mamfacturers--early 0000  0000) -00154( 00000 0.000 0.000{ 0.000
meet demand 170t having encugh manufacturers--late 0000|0000 -0.084| 0000 0.000 0.000] 0.000

Workforce stability (furnover rate) 00o0f 0037 -0.084| 0000 0.000 0051 0014
Accurately anticipate Can't afford to keep workers on during cyclic work cycle 0000f  0.000 0.000{ 0.000f 0.000 0051 0.014
workers costs Workers costs increase 0000)  0.000 0.000{ 0.000f 0.000 0183 0.048

Urion boycotts (early in manufacturing cycle) 0000f  0.000) -0.084) 0059 0118 0.000{ 0.000
1o language barners Workers difficulty communicating between countries 000  -0.037 0.000| 00000 0.000 0.000{ 0.000
Pay workers competing Inakility to pay workeers competing wages in different countries 0.000(  0.000 0000 0059 0118 0051 0.014
wages in different countries |Loss of worldforce to Amernican compantes 000  -0.037 0.000| 00000 0.000 0,183 0.048

"Worker benefits' cost increases 0000)  0.000 0.000) 0.000( 0.000 0.183) 0.048

Difficulties working between European countries oooo| D077 0000 0000f 0.000 0.000| 0000
Mo cultural problems Difficulties working with irormgrant labor 0.000(  0.000 0.000{ 0.000) 0.000 0.000{  0.000
between workers Tnability to import unskilled labor 0000|0000 0.000| 0.000f 0.000 0.000) 0.000

Commurications with cutsourced labor 00o0) 40037 0.000) 0.000( 0.000 0.000) 0.000
Ilinimal bribe losses Loss due to corrpuption/graft’money laundenng in outsourced labor markets 0o000f  0.000 0000 0000f 0.000 0.000| 0000
Training costs are low Time/cost to effectively traming workers in new technelegy 0000 -0.037 0.000{ 0.000f 0.000 0051 0.014
compared to productivity  |Timefcost to effectvely skall unskilled workcers 0o000f  0.000 0000 0000f 0.000 0.000| 0000
Mobie workforce Ability to move weorker locations as necessary 0.000(  0.000 0.000{ -0.053| -0.108 0.000{ 0.000
Stable workforce Work interruptions due to extermating circumstances (war, terronst attack, epiderni oooo| 0077 -0.084| 0000 0000 0000|0000

This process is set up to show the effects of wiitngy risk by planning up front to
spend the money that would be spent if that riskecéo pass. For example, if one of the
risks is not having enough design engineers, thencost of fully mitigating that risk
would be the cost of hiring those engineers. Whae of the risks is checked for
mitigation, the matrix is used to detail how mudhaa increase (or decrease) in cost it
would be for that risk to be mitigated. For examplehe one of the risks chosen for
mitigation has an impact on the first unit costOof, or 10%, the first unit cost would
increase 10% over the current value if the risk fudg mitigated. Risks can be mitigated
partially or fully, to whatever extent the decisioraker is willing to pay for the decrease
in risk.

Now that a risk mitigation module has been put liece with the risk analysis
module, it is time to figure out how to use thisadand information in such a fashion that
it is useful for decision support. If the data cainbe visualized and trade studies cannot

be completed with it, the process is not usefdrngineering conceptual design.
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6.3 Decision Support

Unlike the two previous focus areas, which wereyveefined, the decision
support focus area is more nebulous. The goal cofsi® support is to create an
environment or interface that allows for tradeoffisd game-playing with different
choices for problem solutions, scenarios, and mgigation practices. The ability to see
the effects of changing technology, increasing faests, or decreasing production
numbers, as well as risk mitigation tactics, isyierportant to making good decisions. In
order to do all of these things, and to see thecedfof all those changes on various
metrics of interest, an MS ExCeinterface was created. This interface has manispar
but all work together to allow for trade studiesl@ame-playing types of analyses.

The first part of the interface to see and inteveith is the risk mitigation check
boxes. The interface contains the list of assumptiand the risks associated with not
meeting those assumptions. The risks that havpdtential to be mitigated, that is, those
that can be mitigated through either engineeringigte or other engineering or
management decisions have check-boxes next to tAemsee the economic and
performance effects of mitigating these risks,libges need to be checked. Checking the
risk mitigation boxes only allows the user to chmesgich risks he wants to examine the
effects of mitigating; it does not show the effetinitigating the risk by itself. A sample
of the risk mitigation check boxes is illustrated Figure 54. This Figure shows two
snapshots of part of the risk mitigation interfacethe top snapshot, no risks are selected
for mitigation, while in the bottom snapshot twcsks are selected for potential
mitigation. Now that these risks are selecteds passible to see the effects of mitigating

them for any of the potential solutions.
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Figure 54: Check Boxes for Risk Mitigation

Now that the risk mitigation check boxes have bexmplained, once the
mitigation boxes have been checked, those riskdbeareduced. Each uncertainty has a
baseline risk that was calculated in the risk asialgtep of this process. Those baseline
risk values are displayed, along with a slide biamang for decreases in risk to be input
by the user. Figure 55 illustrates the baselink aissociated with each uncertainty, as
well as the ability to change and decrease thiktfoissome uncertainties. Decreasing the
risk has the potential to change the performanak esonomic characteristics of the
problem. While the problem framed with all initeésumptions may point to a particular
potential solution, the problem as it was origipgdbsed may have too much risk for the
decision makers to be comfortable choosing a desagition. By decreasing the risk, the
best solution to the problem may change. It is aB®y to see on the graphic in Figure 55
which uncertainties have high risk associated withm that cannot be mitigated. These
risks must be tracked throughout the design process

Mitigating the risks as demonstrated above will & the performance and
economic metric values, but so will changing sorhéhe aircraft variables. Games can
be played and trade studies can be completed witte ©f these variables, too. This part
of the interface also contains the technology pmsitfrom point zero to point three. This
part of the interface gives the user the abilitgée the effects of changes in production
number, aircraft sale price, and fuel cost on perémce and economic metrics. Since

these are market variables and not directly unkercontrol of the manufacturer, it is
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important to see their effects even outside ofrtbhanal risk mitigation process. Once
again, these variables are on slide bars to fawlitrade studies or deterministic scenario

game-playing.

List of Potential Fasks Due to not Meeting Assumptions Twm-Engne Aggregate Risk Quad-Enpne Aggregate Risk
Changes BL Change BL
651 6:51 12.10 1182
I" [Not havng encugh qualified design engmeers ¢ 3 0.40—1040 ¢
™" [Not havng enough manufacturers--sarly s ¥
™ [MNot havng enough manufachirers--late < * 200 1800 ¢
Workdorce stability (tumover rate) £ » 410 410 ¢ * 400
Can't afford to keep workers on dunng cyclhic work cycle b > 163 & *» 200 230
r Wc.rrkers costs mcreak.e : < Before [ > 2500 12.80
Uron boyeotts {early m mamifachunng cyele) < Lil60 1360 ¢ > 5400 54.40
List of Patental Rusles Due to not Mesting Assumptions Twin-Engine Aggregate Rifl After Puad-Engne Aggregate Risk
Changes H! Change  BL
/ \ 820 1182
™ |Not having enough qualified design engineers < » L 2.00 040
¥ 1Mot having enough manufacturers--early ¢ ’ i T 400 56,00
= (Mot hawing encugh manufachurers—late ¢ > ] 3. ANIB.00 3600
"Workforce stability (umover rate) £ > 410 410 < * 400 4.10
Can’t afford to keep workers on dunng eyclic werk: cycle < > 163 163 ¢ > 200 230
™ | Workers costs increaze ) L 640 640 ¢ * 2500 1280
Unon boyeotts {early m fachmmg eyele) LS > 12:60 1360 ¢ ¥ 5400 5440
Figure 55: Scrollbars for Game-Playing and Trade Sidies
Twin  Acqusition Price < > 75 Fuel cigal < td 45
Engine  Production Mumber < > 300
Quad  Acquisition Price < > 85 Twin & % Twin Production < > 50
Engine FProduction Mumber < * 300 Cuad  Production Mumber ¢ #1000
4300 Acquisifion Price < > 65 Technology Fallback [0 [+)
Update Production Mumber < b4 630

Figure 56: Variable Scrollbars for Game-Playing andTrade Studies

Having the ability to change all of these variablesk levels, etc creates a very
powerful interface for the user. He can see thectsfof many different types of game-
playing: he can complete trade studies where hermates the largest benefit/cost ratio
for risk reduction, or he can see what happensdfdircraft price decreases due to a
future not envisioned by either the scenarios erdesign engineers in their assumption
gathering procedure.

Being able to see the effects of these change®rig important. Performance
metrics must be available for comparison betweenititial baseline aircraft and any

changes due to technology point changes or poterdiamitigation strategies. In Figure
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57, the TOFL and fuelburn/ASM for the design ramrge illustrated. On the left is the

baseline aircraft at technology point zero, whitetloe right is technology point three.

From Technology Point-6 » To Technology Point 3
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2 0.40 0.40 @ Quad Engine|
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T 0.304 0.30 1
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©
T 0.104 0.10+
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Figure 57: Changes in Performance Metrics from Effets of Changing Technology Points

As expected, as one goes from technology point,zeroall new technology, to
technology point three, existing technology, theiee an increase TOFL and
fuelburn/ASM. Since the purpose of the new techgie®was to decrease aircraft weight
and, by extension, decrease fuelburn, this is ttge@ed result. Other performance
metrics, including TOGW and landing field lengtlase also available for comparison.
Any metric of choice can be added to the interiac@ecessary.

Along with having performance metrics for each @f an airframer’s cashflow
is displayed for each potential solution concepte Guch cashflow, the one for both the
new twin-engine and the new four-engine aircradt,iliustrated in Figure 58. This
cashflow contains the baseline solution as welth@s1% and 99% solutions gathered
from the scenario-based Monte Carlo analysis anevacashflow based on any changes
from the baseline. The 1% and 99% solutions arestf@ comparison purposes, so the

user knows that if he is close to or over thosedithat a particular outcome is unlikely.
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The changes from the baseline are important, sihae curve illustrates the cost of
mitigating a risk (or set of risks) or not meetiagnarket assumption. The cashflow is a
powerful tool since, if an aircraft meets all o performance requirements, decisions
will be primarily based on the potential of earnimgoney for the manufacturer.

Therefore, it is an important piece of informattorhave available.

Cashflow--New Twin and Quad

— Baseline
—— 99% Confidence

1% Confidence
—— Changes

$ Millions

-20000 -

-30000
Figure 58: Changes in Cashflow from Effects of Chaging Variables and Mitigating Risk

Along with the aircraft manufacturer’s cashflowaaseconomic metric of interest
is the airline’s economic metrics of interest asamged, in this case, by the total
operating cost per aircraft seat-mile. This meassinmore standard across airlines and
scenarios than the measure of revenue-passenggrwihich, like aircraft sale price or
fuel cost, is very market dependent. The TOC farotional airline at four different
ranges is illustrated below in Figure 59. The Fegsinows that, as anticipated, increasing
fuel prices increases airline operating costslstt ahows that the operating costs increase

as the range decreases, also expected.

215



TOC

0.2000 \

O Twin-Engine
s 0.15001 B Quad-Engine
2 0.1000- 0 A300 Stretc)
A

0.0500+ r

0.0000- |

0.2000 - -

Increasing operating cost \

0.1500- with increasing $fuel @ Twin-Engine
= B Quad-Engine
2 0.1000+ 0 A300 Stretch
A

0.0500+ l

0.0000

Max Range 3000 nmi 1500 nmi 500 nmi

Figure 59: Increasing Operating Cost with VariableChanges and Risk Mitigation

Interestingly, the cheapest aircraft to operatengba as the cost of fuel increases: with
low fuel costs, the twin-engine aircraft was moosstceffective to operate, while with
higher fuel costs the four-engine aircraft was geedo operate. This was an unexpected
finding, and may be due to the nature of the engindels used to generate the aircraft’s
fuel flow. The engine models for the twin-engineceft were scaled from a slightly
smaller aircraft, so the scaled fuel flow may hkighdly larger than the actual fuel flow
that would be used, and could, therefore, makeduatger part of the airline’s operating
costs. Airline’s economic considerations are imgottto the manufacturer, since a new
aircraft will need lower operating costs than erptaircraft in order to break into the
aircraft market.

The final piece of the decision support interfec@ TOPSIS analysis that takes
into account all the pieces of the interface an@menes the best solution family for a
given problem with a given set of conditions. THePSIS, illustrated in Figure 60, takes
into account risk, performance metrics, and airlared airframer economic metrics.

Weighting values can be assigned to each of theiaseaind changed as necessary. As
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risk mitigation takes place and the productioncraift price, and fuel cost is changed, the

TOPSIS is updated automatically.

TOPSIS
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Figure 60: TOPSIS Using Decision Support Data

The TOPSIS can contain any metrics that are desied can be coded to the desired
precision. While its use in determining whether gayticular solution family is the best
in all circumstances is limited, it is useful intelemining which solution families are
more likely to be better in most circumstancestha Figure, solutions containing a
derivative stretch version fare much worse thawtgmis featuring all new aircraft. In
this case, it may be better to concentrate avalébie and effort into learning more
about the new aircraft, and to make the decisider las to which aircraft family to
continue designing. However, since this is only seeof metric weightings, it would be
beneficial to illustrate the effects of changing importance weightings on some of the

metrics.
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Changing the weightings of the metrics in the flash can change the best
outcome; however, the best outcome is always omieeomiddle three choices: new twin-
engine, new four-engine or both. In Figure 60, ¢hsrheavy weighting on the total risk
and the final profit for the manufacturer and legsighting on the airline’s operating
costs and performance parameters. This weighteldyihe result that a new two aircraft
family is best. If more emphasis is put on therairfer's economic metrics, increasing
the weightings of the manufacturer's cashflow aedrdasing the weighting of risk and
airline economic metrics, the best result changbs. new best aircraft, according to the
TOPSIS results, is a new twin-engine aircraft. Tivn-engine aircraft has a lower
development cost than the two aircraft option, achost as much potential for
profitability. The TOPSIS weightings for this cotidn are illustrated in Figure 61. As in
the previous example, the new aircraft options sagaificantly better than the design

options using a derivative aircratft.

TOPSIS

Eelative Importance

Year 5 Curmulative Cost (5)

Year 15 Cumulative Cost (F)

Year 20 Cunulative Cost (§)

ez Sunk Cost (F)
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Total Rigk

Airline's | TOC Max Range (B/ASN)

Operating |TOC 3000 numi (W/ASM)
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4SM |TOC 500 nom (B/ASH)

Fuelburn/ ASW (b/ASHD
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TOFL (8)

TOGW (1)
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Cashflow
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Fanking
Dettvative Stretch 0.404
MNew Quad Engine &4/C 0710
MNew Twin and Quad A/C 0747
MNew Quad and Denvative Stretch 0143

Figure 61: TOPSIS with Airframer Economic Emphasis
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Other changes can also be made to affect the TOB@&tome. Figure 62 shows
the TOPSIS outcome if there is an emphasis omaidconomics and short range flights.
In this case, the new twin-engine aircraft is agaambest option; it is followed closely by
the dual aircraft combination. Some airlines mayrterested in using these aircraft for
shorter-range missions, such as those within atopuBue to the presence of these
airlines, the manufacturer may be interested inaexmm the potential to market either the
initially developed aircraft or a derivative airftran the same family for short-range
missions. All the current aircraft design optiome aized and designed for longer-range
missions; however, there is no guarantee that gumehased aircraft wouldn’'t be used

primarily on a 500-1500 nmi range set of missions.

TOPBSIS

Eelative Importance

Year 5 Cumulative Cost (5)

Tear 15 Cumulative Cost (5)

Tear 20 Cumulative Cost (5)

Max Sunk Cost ()

Chance of Profittfaz Cost =1
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Operating |TOC 3000 nni (3/ASM)
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Fuelburn/A SN (b/A ST
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Dernvative Stretch 0236

Mew Quad Engine A/C 0673

HNew Twin and Quad ASC 0728

Mew Cuad and Derivative Stretch 0255
Figure 62: TOPSIS with Short Range Airline EconomicEmphasis
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Another game that can be played includes chantiiegcharacteristics of the
aircraft market. In the event of an increase if fuie to an average of $0.80 and a 10%
decrease in market size for a twin-engine airctht, new four-engine aircraft becomes
the best choice. Increasing the cost of fuel shaliide the solution toward the four-
engine aircraft, and decreasing the market for aivataft should drive the solution to the
twin-engine aircraft, potentially making a comprgmsolution the best. However, in this
case, the preferred solution was a four-engingadtrcas illustrated in Figure 63. As in
the previous cases, the three new aircraft optiwere rated significantly higher than
those with a derivative aircraft.

The decision support interface and all of its congds bring together a large
amount of information. The interface allows for m@omparison of alternatives than is
usually available at this stage of design. It ipamant to have information available and
be able to examine different design alternativesr @/ wide set of futures, which this
interface allows.
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Figure 63: Increased Fuel Price and Twin-engine Atraft Market 10% Smaller than Predicted
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6.4 Hypotheses Test

This section goes through the hypothesis test madliin Section 5.4. Testing
hypotheses is a necessary step in the demonstratidghe scientific method. If the
hypotheses are invalid, they can be changed aedteet or declared to be incorrect.
Testing the hypotheses allows for the use of thenstic method in the creating of a
design process. As design processes used to hectaahhoc, this step toward testability

is a recent improvement.

6.4.1 Hypothesis One Test

A risk analysis along with the outcome analysid ailow consequences

and uncertainty to permeate the business casermngase information

available for decision making without overwhelmihg decision maker.
This hypothesis is tested by the skipping of stepsthrough eight in the proposed
process and determining whether there is still ghomformation to support decision
making. Now that the decision support interfacdinsited to only a manufacturer’s
cashflow, performance metrics, airline economic rirogt and the ability to change
variables, the outcome can change. For comparisgmopes, a TOPSIS that leaves out
all the risk analysis data was created. This TORSI® be compared with the TOPSIS
that contains the risk analysis data to determimetiaer additional information can
change the outcome of the decision while not piagidhe decision maker with an
overwhelming amount of data. A comparison of the MDPSIS cases is shown below in

Figure 64.
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TOPSIS

Eelative Impottatce

Year 5 Cumulative Cost () 1 :‘ id TOPSIS - No RISk
Moanufacturer's Year 15 Cwnulat%ve Cost () 4 4
Cashfiow Tear 20 Cumulative Cost () 1 _II Eelative Importance
Maz Sunk Cost (§) 1 J id Mansf , |Tear 5 Cumulative Cost (§) 1 id
Chance of ProfitMax Cost >1__| 4 I B e 15Chmulatve Cost (5) ‘ ’
Total Risk « B "7 [vear20Cumiative Costth) ‘ D
Avline's | TOC Max Range (3/ASN) 1 J ia Aitline' TOC Max Range (B/ASM) 4 J i
Operating | TOC 3000 nmi (MASM) . I B % ITOC 3000 nmi (S/ASMD < I E
Costper  |TOC 1500 nmi (BASM) q Il | OPerating ToET500 i (MASM) < ] |
ASM  |TOC 500 nmi (§/ASM) . v | Costrer ASMITE S 00 (1/ASD p >
Fuelburn/ASM (/ASM) « 1] Fuelburr/ASM (Ib/ASM) . B
Emissions [LTO NOx (b) 1 *|  Emissiens |LTO NOx (b) 1 4
Moise (dB) ¢ : O Moise (dB) < D
TOFL (i) 1 4 TOFL (i 4 4
Performance TOGW (1b) i | I Performance TOG\RT( (fb) g | J il
Eanlmg Eanlang
Derivative Stretch 0.320 Dervative Stretch 0.135
Mew Twin Engine A/C 0.720 Mew Twin Engine A/C 0.673
Mew Cuad Engine A/C 0.671
Mew Twin and Cuad A/C 0706
Mew Cuad and Denvative Stretch 0.150 Mew Cuad and Derivative Stretch 0.278

Figure 64: TOPSIS Comparison Baseline Case

The no risk case shows that the new four-engineradiris the best option to
design. For the TOPSIS with risk, the two-aircrafttion with twin-engine and four-
engine aircraft is the best option to design. TREPEIS with risk adds more information
that drives the solution toward the two-aircraftamme. This implies that the two-aircraft
outcome has a lower overall risk than the singteraft outcome, which makes sense:
two aircraft, while slightly more costly to prodyasan cover more of the solution space
than a single aircraft. However, both TOPSIS h&wved aircraft whose rankings are very
close, so changes in a few of the weightings cdlijidthe rankings, and, since the
calculated values between the new twin-engine,-émgine and the two aircraft option
are so similar, all three of those aircraft shduddcarried along for later design decisions.

The relative importances of each metric can be gb&nThe addition of the risk
analysis adds three more metrics for importancehtgigs. These metrics are weighted
highly, since there would be no reason to competisk analysis if the outcome was of

little importance. The other very important metrao® the profit (20 Year Cumulative
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Cost) and the fuelburn metrics. Fuelburn is impdr&ince fuel is a commodity whose
price is not very stable.

Since the importance weightings can be change@, important to understand
how these weightings affect the aircraft’'s rankingjlee sensitivities of the aircraft's
rankings to each weighting change between the sk option and the option that
includes risk. Table XXXII lists the sensitivitie$ each aircraft's TOPSIS result with the
TOPSIS weights for the case that includes risk,laviiable XXXIIl does the same
without risk. This partial derivative was taken hvall other weightings held constant at
five, or halfway between the minimum and maximurhe Bquation used to calculate the
sensitivities is illustrated below in Equation 9.

AChangelnAicraftTOPSS

AircraftSensitivity = —
ATOPSISWeilgting

9)

The two tables below show the aircraft's TOPSISs#sfity results to changing
the metric weighting scheme. When risk is prestd, derivative is most sensitive to
changes in changes in the weightings of Max Sunit,J®OGW, and Year 5 Cumulative
Cost. Without risk, that aircraft is most sensitteechanges in the weightings of TOGW
and Year 5 Cumulative cost. Since the maximum st doesn’t exist without the risk
calculation, it cannot be a factor there. The Temgine aircraft is most sensitive to
changes in the noise weighting in both conditiamsile the four-engine aircraft is most
sensitive to changes in the weighting for TOGW &, under both conditions. For the
aircraft, increasing some metric weightings incesathe aircraft’s ranking, while others
will decrease it. This is expected, since the aftcare compared relative to each other,
not on an absolute scale. There are some changd® iaircraft's sensitivities to the
different weightings depending on whether risk igsent or not, but those changes are
generally small. This means that, while the rislalgsis adds information, the trends

between the two TOPSIS results will be similar, toit identical.
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Table XXXII: Weighting Sensitivities with Risk

Sensitivity to Changes in Weightings
Derivative ~ Twin Quad Twin & Quad Derivative & Qupd
Year 5 Cumulative Cost ($) 7.81E{03 -9.73H-04  1.70E-04-1.51E-03 -3.23E-0B
Manufacturer's Year 15 Cumulative Cost ($ 6.43E{03 2.84H-03  3.90E-03 2.89E-04 -3.23E-0B
Cashflow Year 20 Cumulative Cost ($ 2.83E{03 2.14H-04  3.09E-03 3.18E-01 -3.23E-0B
Max Sunk Cost ($) 7.81E-03 1.45E{03 9.08H-04 -8.26E-04 3.23E-03
Chance of Profit/Max Cost >1 -2.72E{03  3.70H-04 -1BBE 3.18E-0 -3.23E-03
Total Risk 7.81E-0B -6.48E-05 -3.47E{03 1.90H-03 -3.23k-
TOC Max Range ($/ASM) -5.40E-03  9.64E{04  3.90H-03 2:03E 4.69E-03
Airline's OperatingTOC 3000 nmi ($/ASM) -5.40E-Q3  2.88E3 -3.37EH-03 2.4E 3.34E-04
Cost per ASM |TOC 1500 nmi ($/ASM) -5.40E-Q3 2.88E3 -1.94E-03 8. 4Bk 1.19E-03
TOC 500 nmi ($/ASM) -5.40E-03  1.91E-P3  3.90E}03 2.6(F-0 4.69E-0
Fuelburn/ASM (Ib/ASM) 744E-04 2.68E-p3 -8.71E{03 -ZE203 -1.09E-08
Emissions  [LTO Nox (Ib) -5.40E-08  6.94E-Q4  3.89E-P3 1.85E{03 4. Tt -
Noise (dB) -5.40E-0B -6.26E-03  3.90E{03 -2.30H-03 4.68E
Performance TOFL (ft) -5.40E-03 -5.14E-03 3.90E-p3 -4.84E{03 -3. 238 -
TOGW (Ib) 7.81E-08 -4.65E-03 -9.31E-D3 -7.19E+03 3.3BE-0
Table XXXIII: Weighting Sensitivities without Risk
Sensitivity to Changes in Weightings
Derivative  Twin Quad Twin & Quad Derivative & Qupd
Manufacturer's Year 5 Cumulati\{e Cost ($) 1.11E{02 -1.035-03 -7.1ZE-0 -1.44E-0 -5.04E-03
Cashflow Year 15 Cumulative Cost ($ 9.37E{03  3.73H-03  4.58E-03 4.05E-03 -5.04E-0B
Year 20 Cumulative Cost ($ 4.87E{03 4.49H-04  3.58F-03 4.41E-04 -5.04E-0B
TOC Max Range ($/ASM) -5.40E-03  1.39Ej03  4.58H-03 2:98E 4.85E-08
Airline's OperatingTOC 3000 nmi ($/ASM) -5.40E-03  3.78E{3 -4.49H-03 7 8B -5.91E-04
Cost per ASM |TOC 1500 nmi ($/ASM) -5.40E-Q3 3.78E03 -2.71H-03 1.-5]33’5 4.79E-04
TOC 500 nmi ($/ASM) -5.40E-03  2.57E-P3  4.58E}03 3.6F-0 4.85E-0
Fuelburn/ASM (Ib/ASM) 1.47E-03 3.68E-p3 -1.20E{02 -ZE1d3 -3.24E-08
Emissions  [LTO Nox (Ib) -5.40E-03  1.05E-0J3  4.58E-P3 2.77E}03 4,853 -
Noise (dB) -5.40E-0B -7.63E-03  4.58E{03 -2.43H-03 4.83F-
Performance TOFL (ft) -5.40E-03 -6.23E-03  4.58E-P3 -5.60E}03 -5. 0% -
TOGW (Ib) 1.11E-02 -5.63E-Q3 -1.19E{2 -8.53E+03 3.2CH-0

If the situation changes, the results change. éxample, if the price of fuel
increased from an average of $0.45/gal to $0.80tgal results will change for both of
the TOPSIS modules, as illustrated in Figure 65dth TOPSIS models, the increasing
fuel cost drove the solution toward a four-engiireraft, which has a lower long-range
operating cost per seat mile. For the no risk TGP 8l1e fuel cost is a driver on four of
the eleven metrics examined, while for the TOPSI® wsk it is a driver for the same
four of fourteen metrics. In both cases, the sameetdesign options are still better than
the other two, although in the TOPSIS without ri&t delineation is more difficult to
make, so it appears that changing the metric rgskam variable inputs doesn’t affect the

solution enough to make a derivative aircraft adgdesign option.
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TOPSIS
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Year 5 Cumulative Cost (5) . j | TOPSIS - No Risk
, |¥ear 15 Cumulative Cost (5) Al 4
Ma(le:i;];tj‘r:r *[Vear 20 Cumulative Cost €3] 4 _E Eelative Importance

ez Sunk Cost (5) 4 J LA (S Year 5 Curnulative Cost (5) 4 :‘ id

Chance of Profithdax Cost =1 1 J 4 Clashfl Year 15 Cumulative Cost () 4 4
Total Risk 1 _E AW [ ear 20 Cumulative Cost €3] Al _II
Ailine’s |TOC Max Range (B/ASM) < M g |TOC Max Range (HASM) 4 1l ]
Operating  |TOC 3000 nmi ($/A5M) 4 J il o } TOC 3000 nmi ($/ASN) 4 J i
Costper |TOC 1500 nmi (S/ASM) ‘ [ | PR ITOC 1500 neni (3/ASM) ‘ ] D
4SM  |TOC 500 nmi (BASM) T v | Costper ASMITEE500 i (S1ASM) . ]
Fuelburn/ASM (Ib/ASMD) 4 [i Fuelburn/ASM (Ib/ASH) 4 | ]
Ermssions  |LTO Nix (k) Ll *|  Emissions |LTO NOx (Ib) Ll i
Moise (dBE) 4 :‘ i Meize (dE) 4 i

TOFL () 4 » TOFL (&) 4 »
Performance TOGW (Ib) 7 | J I Performance TOGW (b) 7 | J I

Ranking Ranking

Dertvative Stretch 0.309 Dermative Stretch 0.124

Wew Twin Engine A/C 0667 Wew Twin Engine A/C 0.598

New Twin and Cuad A/C 0757 New Twin and Quad A/C 0715

Mew Quad and Dertvative Stretch 0233 Mew Cuad and Detivative Stretch 0.362

Figure 65: TOPSIS Comparison Increasing Fuel Cost

If one adds some risk mitigation to the TOPSIScpss, the results change even
further. In the event of mitigating the risks chedkin Figure 55 and moving to
technology point two, the TOPSIS with risk stillatlres the best decision is a two-
aircraft family with a new twin-engine and a newurfe@ngine aircraft; however, the
difference between the best decision and tHéeést decision is larger. The best decision
is now more than 10% better than the next one, lwimdicates that mitigating risk has a
profound effect on the aircraft development choicethis case, a decision maker may
determine that the two-aircraft family is overwhelgly the best decision; therefore, it is
unnecessary to continue to carry the other twarairéamilies further into the design
process. Without the addition of risk and risk gation, a decision maker is more likely
to determine that three aircraft family designsutidoe carried forward in the design
process. Carrying all three designs means incrgasost and time to analyze more
potential aircraft families. These TOPSIS models #lustrated in Figure 66. In this

Figure, the TOPSIS with risk declares that a tworaft family will be the best use of
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design time and money, while the no risk TOPSISilsdeclaring that developing only a

four-engine aircraft is the best option.

TOPSIS

Eelative Impottatce

Year 5 Cumulative Cost () 1 id TOPSIS - No RISk
Moanufacturer's Year 15 Cwnulat%ve Cost () 4 4
Cashfiow Tear 20 Cumulative Cost () 1 _II Eelative Importance
Maz Sunk Cost (§) 1 J id Mansf , |Tear 5 Cumulative Cost (§) 1 id
Chance of ProfitMax Cost >1__| 4 I B e 15Chmulatve Cost (5) ‘ ’
Total Risk « B "7 [vear20Cumiative Costth) ‘ D
Avline's | TOC Max Range (3/ASN) 1 J ia Aitline' TOC Max Range (B/ASM) 4 J i
Operating | TOC 3000 nmi (MASM) . I B % ITOC 3000 nmi (S/ASMD < I E
Costper  |TOC 1500 nmi (BASM) q Il | OPerating ToET500 i (MASM) < ] |
ASM  |TOC 500 nmi (§/ASM) . v | Costrer ASMITE S 00 (1/ASD p >
Fuelburn/ASM (/ASM) « 1] Fuelburr/ASM (Ib/ASM) . B
Emissions [LTO NOx (b) 1 *|  Emissiens |LTO NOx (b) 1 4
Moise (dB) ¢ : O Moise (dB) < D
TOFL (i) 1 4 TOFL (i 4 4
Performance TOGW (1b) i | I Performance TOG\RT( (fb) g | J il
Eanlmg Eanlang
Derivative Stretch 0.375 Dervative Stretch 0.135
Mew Twin Engine A/C 0.614 Mew Twin Engine A/C 0.673
Mew Cuad Engine A/C 0663
Mew Twin and Cuad A/C 0706
Mew Cuad and Denvative Stretch 0.150 Mew Cuad and Derivative Stretch 0.278

Figure 66: TOPSIS Comparison with Risk Mitigation

The changes in the TOPSIS ranking and valuesrdltesthat the addition of a risk
analysis and mitigation process has the poterdightange the outcome of the problem.
During the early stages of conceptual design, pedoce and economic metrics are
tracked; however, there is often little examinatodrihe assumed future. The addition of
a risk analysis of the sort used here allows asitatimaker to examine his assumptions
about the future and provides insight into the egugnces if the future is different than
assumed. The initial hypothesis may have beenttoaga statement to be proven given
the amount of information available. A revised hiyysis that can be demonstrated with
the available information can be:

The addition of an operating environment risk asiglyo the performance

and economic analysis completed during conceptesilgd will allow for

the examination of assumptions and the consequeonice®t meeting

226



those assumptions. This new information can be tmedecision making

without overwhelming the decision maker.
This statement has been demonstrated using treedestribed above. New information
has been provided to a decision maker, who is @bkxamine assumptions about the
future operating environment of the system, as aglthe consequences of not meeting
those assumptions. Also, the addition of three mmirics for a decision making model is

unlikely to overwhelm a decision maker.

6.4.2 Hypothesis Two Test

Both qualitative and quantitative information avaiéable and can be used

in decision making; the ability to use both typésnéormation increases

the number of applications for a risk-benefit asay without

overwhelming a human decision maker.

This hypothesis is tested by limiting the amountrdbérmation available to the
decision maker. Several questions were asked sfiypothesis in Section 5.4, and they
will be answered here. In this case, it would netriecessary to limit the number of
potential solutions if one were limited to quarttita information only, since all solutions
are similar to existing aircraft and require onlyokitionary technology changes. In this
case, limiting the information available to onlyamtitative information would eliminate
the risk analysis portion of this process, since trobabilities were determined
gualitatively. Eliminating the risk analysis chasgthe solution to the problem, as
evidenced earlier in this section. By extensior,alldition of a risk analysis, which is the
addition of qualitative information, increases tamount of information available for
decision making.

For the second point in this hypothesis, that algwboth quantitative and
gualitative information to be used increases thalmer of applications for a risk analysis,

this is also true. In this case, if qualitativeamhation was not available for decision
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making purposes, then there would be no risk arslifs other cases, it may be possible
to conduct a risk analysis utilizing actual quaniite probabilities; however, these
scenarios were not set up for that purpose. If migaleprobabilities could have been
assigned to each uncertainty and a measure of qoeisees could also have been
assigned to each uncertainty (decrease in praf@keven time?) then a quantitative risk
analysis could have been completed for this probkilowing for the use of qualitative

information allowed the risk analysis process Herbe used for this example problem,
while if the process were only limited to quantitatinformation it would not have been

usable for this problem.

6.4.3 Hypothesis Three Test

Too much uncertainty, handled improperly, can renaaisk analysis

meaningless; the use of future scenarios can asdisiunding uncertainty

and allowing decision makers to better manage it.

Testing hypothesis three involves comparing thenage-based analysis to a
traditional probabilistic analysis in a Monte Cadoalysis. The first comparison takes
place in Figure 68, and is comparing metric valiogsboth of these conditions. In this
Figure, the traditional probabilistic analysis epresented by the red points for a new
twin-engine aircraft, the pink points for a new fangine aircraft, the light green points
for the derivative aircraft, the black points foetderivative and new four-engine aircraft,
and the dark blue points for the new twin-enginel aew four-engine aircraft. The
scenario-based probabilistic analysis is represidoyethe light red points for a new twin-
engine aircraft, light purple points for a new fargine aircraft, light green points for
the derivative aircraft, gray points for the detiva and new four-engine aircraft, and
light blue points for the new twin-engine and newmarfengine aircraft. Outputs for the
design of two aircraft are only seen in the 198899, and 2004 cumulative cashflow.

Each of the points on this Figure represents alesidgsign point with a single set of
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variable settings. The variable settings of twoglepoints, one from the scenario-based
analysis and one from the traditional probabilisti@alysis, are illustrated in Figure 67.
These points have different settings and are Idcateslightly different points in the

design space; however, they were both evaluated tise same set of surrogate models.

Acq 80.91 83.92
Airline Int Rt 9.49 5.16
Al k-Factor 0.9528 0.9751
Al Cost 0.9712 0.9493
Avionics Wt 0.9414 1.224
Eng Labor 70.75 75.77
Fuel Cost 0.7126 1.244
Inflation 0.0405 0.446
Man Labor 46.26 36.62
Prod Number 1087 1150
Tail Comp 0.92 0.53
Year 1 Prod 1.05 1.00
Year 2 Prod 1.75 0.47
Year 4 Prod 4.07 5.64
Year 5 Prod 5.32 4.43
Year 9 Prod 3.13 5.57
Years RDT&E 7.39 6.25
Nox 801.4 805.4
TOC 500 nmi 0.1273 0.1392
TOC 5600 0.0708 0.0799
TOFL 8225 8366
1989 -3076.73| -3473.79
1999 6709.53| 19002.61
2004 21200.44| 35811.87

Figure 67: Variable Settings for Two Points

Some of the differences between a traditional g@bdistic analysis and a
scenario-based analysis are illustrated in Figuse I6 the fuelburn/ASM metric is
examined, it can be seen that there are only sifldrences between the scenario-based
analysis and the traditional probabilistic analysewen though the input variable
distributions and bounds were different betweentthe analyses. The fuelburn range
across the traditional probabilistic analysis ighgly greater for all three aircraft than
that range for the scenario-based analysis. Simeesd¢enario-based analysis is designed

to bound (Schwartz 1991) and decrease uncertahmsyfinding is unsurprising. TOFL,
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the other performance metric illustrated, showsnailar trend: three distinct aircraft

bands with a slightly greater band width for theditional probabilistic analysis.
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Figure 68: Comparison Between Traditional Probabilstic and Scenario-based Analysis

The shrinking of variability is more clearly illusted in the airframer’s cashflow metrics.
For all five aircraft design options, there is aadler degree of variability of the

cumulative cashflow for the scenario-based analysis for the traditional probabilistic

analysis. This decrease in variability can make isi@e making easier, since
distinguishing characteristics of design optionsdmee more evident (Black 2001). In the
traditional probabilistic analysis, it is difficuid determine which aircraft or combination
will have the largest chance of being profitablehwihe smallest chance for loss.
However, for the scenario-based analysis, it camdied that the derivative and new

four-engine aircraft has a smaller chance of produa profitable aircraft than the other
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options. Both the probabilistic analysis and thenscio-based analysis predict the
smallest degree of variability in economic metrios the derivative aircraft; the small
variability was expected as some costs are likelgeg more certain for a derivative than
for a new aircraft.

Examining the aircraft modeling inputs to deterenwhether there are differences
between the scenario-based and traditional prababianalyses should be done. For the
new twin-engine aircraft option, a comparison ofngoof the variable inputs between a
new traditional probabilistic analysis and a scenbased analysis are illustrated in
Figure 69. In this Figure, the traditional probatit analysis points are in red, the best-
case scenario is green, the worst-case scenaiio lidack, scenario three, the AIDS
epidemic scenario is in gray, scenario four, theldlé Eastern conflict scenario, is in
orange, and scenario five, the technology exploseanario, is in blue. It is even clearer
in this Figure than in the previous one that sdesacan be used to help bound
uncertainty. Each scenario has a significantly smatariability than the traditional
probabilistic analysis. In general, the variabilifythe best and worst scenarios is smaller
than that for the middle, more likely, scenariosisTis because the best and worst
scenarios are “wild card” scenarios whose proh#sliare extremely unlikely. These
scenarios, instead of having wide distributiong, @obser to deterministic in nature than

the more likely scenarios (Chandler and Cockle 1982
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Figure 69: Comparison of Inputs Between TraditionalProbabilistic and Scenario-based Analyses

For the results, a similar trend to the inputs eersin Figure 70. There is
significantly more variability in the responsestiog¢ traditional probabilistic analysis than

for any of the scenario analyses.
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Figure 70: Metric Comparison Between Traditional Piobabilistic and Scenario-based Analyses

Like the inputs, the best scenario and worst soemanave slightly smaller
variability than the middle three scenarios. Thensecio with the most variability,
particularly with the airline economic metrics tiee Middle East conflict scenario. Since
fuel cost is significant driver for the airline’perating cost, it was expected that the
operating costs would be high for that scenarioer@, the scenarios show decreased
variability for the manufacturer's economic metrias compared to the traditional
probabilistic analysis. While there is more chamgehe maximum loss between the
scenarios and the traditional analysis, the vdriglshrinks on both the profit and loss

ends.
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The use of scenarios gives different results thla@ tise of a traditional
probabilistic analysis. Since both the scenaricedaand traditional probabilistic analysis
are being used to predict the future, it is impassito say which one is absolutely
correct. One advantage the scenario-based analgsisver the traditional probabilistic
analysis is in the ability for each scenario toirghithe variability in the responses of
interest, thereby potentially enabling a better parison between alternatives (Black
2001). The use of scenarios also forces the créatexamine his assumptions about the
future (Schwartz 1991), while a traditional probisbic analysis only requires that one
set variable bounds.

There are situations where, even when uncertasnyandled properly, a decision
maker will still be unable to distinguish betweeptions. In these cases, a decision
cannot be made based on the metrics present fatettision maker's use. Scenarios can
aid in handling uncertainty properly by helpingcmrrectly bound it. Correctly bounding
and distributing uncertainty can help enable aglexsimaker to make a decision when

possible and know when he cannot make a decisieedoan the information provided.

6.5 Comparison to Actual Events

One of the purposes of using a historical exarmae to be able to compare the
example to what actually took place in the lasty@@rs. The purpose of this comparison
is to see how well the scenarios line up againstvelctually happened and to see how
the initial assumptions resemble the actual sefievents.

The first comparison is which aircraft was desiyni@ the analysis, choosing to
develop two aircraft instead of only a single aftshowed the highest development cost
and also the largest overall profit. In actualityp aircraft were developed, the A330 and
the A340. These aircraft have proven to be viaddepredicted. Since it is impossible to
determine whether or not a single aircraft confagion would have been equally viable,

that cannot be compared. It can be speculatedatsatgle aircraft configuration would

234



also have proven to be viable, particularly a temngine aircraft since there have been so
many A330 orders.

The initial assumption for the number of aircrafdered was 1000 aircraft
between the two configurations including derivasiv8he actual number of aircraft
ordered was 1173 through December 2004 (“Histor@@alers and Deliveries” 2006)
between the two configurations including all detivas: A330-200, A330-300, A340-
200, A340-300, A340-500, and A340-600. The predictivas also that the A330 would
have 60% of the orders; in actuality there were B380s and 469 A340s ordered, so
that assumption was also very accurate (“Histor@aders and Deliveries” 2006). The
prediction was that there would be 880 deliverig2B804; in actuality there would by
329 deliveries of each aircraft for a total of 688liveries (“Historical Orders and
Deliveries” 2006). The delivery schedule initialgsumed was too aggressive for Airbus
to actually complete.

For many of the other variables, the initial asstioms were also very accurate.
The RDT&E time was assumed to be seven years; whais a relatively accurate
assumption. The A330/A340 was announced in Febrli@dg; the first delivery was in
late 1993 (“Airbus A330” 2002), giving an RDT&E temof a little more than seven
years. Inflation was assumed to be 3.5%; it wasiadlgt 2.77% (“The Inflation
Calculator” 2005). The new avionics system, comedsiil, and lighter weight aluminum
alloys were able to be used as anticipated. Thexeniva labor shortage for either
engineering or manufacturing labor, and there wergoroduction interruptions. While
French government aid was given in the form of loterest loans instead of pledges, the
money is being paid back. Fuel prices have beemehithan predicted: prediction was an
average of $0.45, while the actual price was $0:Baily Spot Prices...” 2006).

As for the scenarios, none of the scenarios caneg It there were some aspects
of each that were accurate. For much of the e®&904 and late 2001 to 2003, the worst-

case scenario looked promising: there was a rewessid terrorist attacks to contend
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with that decreased airline profits and travel. Tae 1990s were good years for the
American economy and travel increased as incon@eased. Oil prices were low, and
airlines were profitable. In the early 1990s, th&SR collapsed into 15 different
countries, with Russia as the largest. While ndtcaluntries became western-style
democracies, all hold some free elections. The @ooes of India and China have taken
off, and there is significant outsourcing from tdeited States to those countries. AIDS
has not become the epidemic that was feared, exceqib-Saharan Africa. There has
been some instability in the Middle East, most higtan 1990-1991 and later in 2002-
2004. The actual future was different from all séws but incorporated pieces of all the

different scenarios.
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CHAPTER 7

CONSLUSIONS

7.1 Project Goal

Times have changed since the dawn of commerciahyg&ttion. Today, large
aerospace engineering projects have longer desigascthan in years past. With these
longer design cycles comes increased RDT&E coststhns, more borrowed money. As
engineers receive design requirements and contmukesign aircraft, they have been
unable to analyze programmatic life cycle risk.sranalysis was previously carried out
by marketing and finance teams before the desigumimements were set. The initial
product design and launch decisions were made basegotential technical merit,
potential project cost, and potential project rigkit engineers were only analyzing
technical merit and cost, with just a cursory exaton of risk.

Since decisions are made based on cost and riskelhss technical merit, all
three of these objectives should be examined. Bsesealready exist to examine
technical merit and cost, as well as some aspécisko Other aspects of risk, including
risk associated with government and culture, amlpcserved by existing engineering
processes. The goal was to create a process tbatsalor the examination, for the
purpose of decision making, of technical and ecdnombjectives, as well as
programmatic risk and risk control and mitigatioragegies.

The initial decision makers, often not engineersimiulate a number of
assumptions about the future before they make dekggisions. These assumptions have
some risk of not being met. Understanding thesemaggons and their associated risks is
essential to understanding how decision makers makeept-level decisions and how
these decisions can be made in a better fashiaiagram of the process designed to

bring these assumptions and decision making presedswn into engineering design is
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illustrated in Figure 71. The process allows thgimeer to see the information that is
available to the management decision making teaint@main insight into how design

decisions are made on the basis of risk and reward.
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Figure 71: Risk Analysis and Decision Support Procss

This process has several important features thiferdirom existing risk analysis
processes. These features address the gaps dicimssgection 5.1 and will be
highlighted again in Section 6.2 below. The firaportant feature of this process is that
it emphasizes traceability. This process allows fbe examination of a set of

assumptions about the design problem and the fufithre risks associated with these
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assumptions are examined; it is easy to demonstriaéee the risk originated and how
the probabilities and consequences were determined.

The other important feature of this process ispttodlem insight. Traditional risk
analysis processes are designed to provide trditgadoid problem insight; however,
these processes are not set up to work early ircemnal design with limited
information. The new process is designed to workanly conceptual design and with
little, uncertain information. The results provitiaceable information about a set of
assumptions and risks that was previously unavailakhis allows for the potential to
eliminate feasible and viable, but too risky, dasaptions early in the design process
before spending a significant amount of money tang@re them. Along with the ability
for engineers to eliminate risky design optionghe ability to demonstrate why these
options were eliminated. Since design options #rat too risky can be eliminated,
potential product designs can be chosen with th@ess purpose of being robust to
changes in the assumed future. Being able to chaesigns that are robust over a variety
of potential future scenarios can increase theabiby of the company making a profit.
As profit is the primary driver for most companidisis is a powerful tool. Finally, this
process allows the engineer to have a better utageliag of how management decision
makers view the design problem: not in terms ofgrerance metrics, but also in terms

of life cycle cost and risk.

7.2 Follow-on Work

There are many pieces of follow-on work, a fewwdfich will be highlighted
here. One potential piece of future work is to twesn algorithm or process to determine
which risks should be mitigated. Since the reallv@ontains budgetary constraints as
well as performance constraints, mitigating risklevkeeping within these constraints is
an important piece of follow-on work to be comptet&nowing which risks to mitigate

and the budget necessary to mitigate those risksadd more information that is useful
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for a team of decision makers. Knowing which risks and should be mitigated within a
set budgetary constraint will further enable theislen makers to make design and
configuration decisions that best fit their compargng-term goals.

Another piece of follow-on work that also concethe mitigation process is to
compile a more rigorous risk mitigation analysising the same modeling and
simulation environment used for the solution maugliprocess. The current risk
mitigation process assumes that risk mitigatioroistinuous, i.e. that risk can be partially
mitigated. While this is true of many types of rigkmay not be true of all types. It also
assumes that mitigating one risk has no effecttberaisks or on the design variables.
Again, this assumption is not true in all casesisk mitigation procedure that addresses
these concerns would also be useful in determinihigh risks to mitigate and some of
the 2%-order effects of mitigating those risks.

A third piece of follow-on work is to determine mocess for updating and
tracking changes in risk through time. If possibtewould be advantageous to know
whether certain risks are increasing or decreasitigtime, and it would also be good to
be able to update the risk process quickly as méarmation became available. As new
information became available, more modeling andutation would need to take place
and the new information would need to be transihittethe risk analysis process and
collated into a useful form. However, if risk i@tked over time, it may be possible to
reallocate mitigation funds where they are mostdadeat a particular time, instead of
just waiting to see what will happen in the futubdso, if risk is tracked with time,
hazardous events may be easier to predict assthefra particular outcome increases.

These three potential pieces of additional wor& aot the only options for
potential future work. They are, however, somehefaptions that this author feels would
be the most useful for the overall process angtbgect goals. This author thinks that an

algorithm for choosing which risks to mitigate etmost important piece of future work,
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since it would better enable the engineers to thleproduct up to the decision makers

and understand the design decisions.
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APPENDIX A

SURROGATE MODELING TECHNIQUES

Many engineering designs are created with the begmmputer modeling codes.
In the aerospace industry, designs for large systare extremely complicated—too
complicated for a human to do by hand. So thesegpaten codes model the new design
or system and help the human understand the behafvibe system. For well defined
systems, this approach works very well and the mudecision maker has all the data
necessary to make design decisions and test tsebttsvever, during conceptual design,
design problems can be poorly defined and the desautions themselves are also
poorly defined. Therefore, instead of running a patar code one time to see how a
systems behaves under one set of conditions, cempates will be run multiple times
to see how different systems behave under a vaoétgonditions. The amount of
computer time necessary to run computer coded pbssible designs and conditions is
staggering for even small designs and modern caenpufor this reason, surrogate
modeling techniques are used. Surrogate modeltitghigues, also called metamodeling
techniques, involve the creating of “models of niederhe computer codes are models
of the real system, and the metamodels are modetlseocomputer codes. There are
many surrogate modeling techniques available, gpagnof which will be highlighted

below.

A.1 Response Surface Methodology

Response surface techngies have been used by mpeople in differnet
scienctific industries for many years. Responsdasas involve creating empirical
models to approximate system behavior (Breyfogl®9)9 Since the models are

empirical, they have no meaning by themselevescandonly explain a limited amount
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of system behavior. Response surface models carebéed in any mathematical fashion
that their creator chooses, but as a practicalan#itey are often linear, second order
polynomial equations based on a Taylor series apedion with a least squares fit

(Box and Draper 1987), such as the one illustragdw in Equation 10.

R:b0+zn:bixi+zn:bﬁxi2+ni Zn:bijxixjhs (10)
i=1 i=1 i=1 j=i+l

In the above equation, R is the respongés the response intercept,dve the coefficient
for the first order terms,;bare the coefficient for the second order termsate the
coefficient for the cross terms, andand x are the independent variables ani the
error term. The coefficients,ly, and | are generally calcualted using a least squares fit
The response, R, can now be estimated for any c@tibn of variablesixhat are in the
model. These second order response models areavéiated using three level DoEs, but
they can be created using four or more level Ddsyfogle 1999). These DoEs can be
created in a variety of ways and have a varietgedigns including central composite
design, D-optimal design and others. These DoE kaweable ranges within which the
response surface equation is valid and outsidehwhis not.

Response surface equations (RSEs) have positdvenagative attributes. They
are easy to understand and use—anyone who has aideira knows what a quadratic
equation is—and can be easily generated. Howekiey;, tannot predict the response
bahavior outside of the variables ranges used daterthe response surface. Response
surface equations also cannot model non-lineaesydiehavior, which is common in
aerospace systems. Using Equation 10, these maldelscan only model systems with

continuous variables while many engineering systieave non-continuous variables.

A.2 Neural Networks

Neural Networks are a surrogate modeling technigsgired by biological brain

function. A neural network, like a brain, takesnput, translates that input into a form it
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understands, and then gives an output (Fraser 1988%e processes take place in what
are called layers. The first layer is the inpuelagnd it contains the model inputs, the last
layer is the output layer and it contains the respanodels and the layers in between are
called the hidden layers. These layers have thetitam of developing the model, and
there can be several of them. This process igrdites] in Figure 72, for one hidden layer,
which is the simplest and most common form of nlenets. The mathematics of neural
networks can become very complicated in the hidumtes. AlImost any functional form
can be used in the hidden nodes to map the anahygiss to the regression outputs, but
most neural nets use a logistic function (JohnsmhSchutte 2006). One common type of
single hidden layer neural network uses the lagisigmoid function given in Equation

11.

Rk =€ +Z fjk —(a-+§(bi<xi)) (11)

In Equation 11, ;as the intercept term for th& hidden node, jpis the coefficient for the
i™ design variable, Xis the value of the" design variable, N is the number of input
variables, gis the intercept term for thethkresponse,,-kf is the coefficient for the"
hidden node and"kresponse, and \Nis the number of hidden nodes (Johnson and
Schutte 2006). Often, a least squares error typeegfession is used to fit the data;
however, other types of regressions can be usadraNBetworks need two sets of data,
a training set and a validation set. The trainieigod data is used to generate Equation 11
(i.e. it is used to “train” the network), while thalidation set of data is used to check the
response equations for accuracy.

Neural Networks have some advantages and disadyentaver response
surfaces. Neural Networks are non-linear and so @&ecurately handle non-linear
responses; however, they do require continuousldfedentiable hidden node equations.

They accurately model non-linear, multimodal spawedsch makes them well-suited for
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problems that response surfaces have trouble nmgddlhe equations for neural nets are
complicated, and it is not usually clear which shles are driving the response.
However, a person with knowledge of calculus cadewstand the mathematics behind
neural networks even though the process is veryguwpaNeural networks are more
complicated than response surfaces and can taketdigenerate responses and train the
networks. Neural networks can be used in situatwhsre response surfaces are not

giving the desired results.

Inputs Calculations Outputs

Figure 72: One Hidden Layer Neural Network
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