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SUMMARY

As multimedia processing and networking technologies, products and services evolve,

the number of users communicating, collaborating and entertaining over the IP networks

is growing rapidly. With the emergence of pervasive and ubiquitous multimedia services,

this proliferation creates an abundant increase in the amount of the Internet backbone

traffic. This brings the problem of efficient transmission of real-time and time-sensitive

media content to the fore. Effective multimedia services demand appropriate application-

specific and media-aware solutions, without which the full benefits of such services will

not be realized. Poor approaches often lead to system performance degradations such as

unacceptable presentation quality perceived by the users, possible network collapses due to

the high-bandwidth nature of the multimedia applications, and poor performance observed

by other data-oriented applications due to the unresponsiveness of multimedia flows.

From a networking perspective, traditional approaches consider the application data as

“sacred” and do not differentiate any part of it from the rest. While this keeps the data-

delivery mechanisms, namely, the transport-layer protocols, as plain as possible, it also

precludes these mechanisms from interpreting the media content and tailoring their actions

according to the importance of the content. Given that this naive approach cannot satisfy

the specific needs of each and every one of the today’s emerging applications ranging from

videotelephony to video-on-demand, from distance education to telemedicine, from remote

surveillance to online video gaming, the study of Multimedia Transport Protocols (MMTP)

is overdue.

An MMTP solution basically integrates the multimedia content information into the re-

sponsible data-delivery mechanisms along with the requirements of the invoking application

and network characteristics to deliver the highest level of service quality. In other words,

an MMTP solution offers a unified environment where all cooperating protocol components

interact with each other and make the best use of this collaboration to fulfill their respective
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duties.

The focus of this thesis is on the design and evaluation of a set of end-to-end and

system-level MMTP solutions for scalable, reliable, and high quality multimedia services in

ever-changing, complex and heterogeneous computing and communication environments.

The main contributions of this thesis are:

• To develop an optimal overlay-based multi-path transmission framework for streaming

error-resilient videos in low-delay video applications,

• To analyze the performance of single/multi-hop and single/multi-path transmission

methods for streaming high-resolution videos in mesh networks,

• To formulate a mathematical framework that models on-demand video delivery from

multiple content servers, and to develop a rate-distortion optimal packet scheduling

algorithm for a multi-server streaming system,

• To investigate proxy-based solutions to overcome the problems associated with packet

loss, large delay and delay jitter in interactive video applications,

• To characterize the packet dynamics in networked-video applications, to propose mod-

els for packet delay, to develop accurate delay and delay-boundary prediction methods,

and to interpret the correlation between the packet delay and packet loss events,

• To engineer media-aware and network-adaptive error-control methods, and to lay out

a framework that computes the optimal actions for error control.

In addition to providing the mathematics behind these solutions, a considerable emphasis

is also given to the real-time implementation issues.

We envision a future that will involve richer and more demanding multimedia services,

which will be available anywhere and anytime, and accessible from a variety of devices. We

anticipate that this thesis will play an enabling role and help establish a solid foundation

for the next generation multimedia services, which will doubtlessly have a great influence

on how we communicate and collaborate, teach and learn, conduct business and entertain.
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CHAPTER I

INTRODUCTION

The growth in the number of users that communicate, collaborate and entertain over the

Internet is largely due to two main factors: On one end, the emerging technologies in media-

creation, coding and processing techniques are continually driving new engaging multimedia

services into the market. On the other end, the proliferation of pervasive and ubiqui-

tous computing platforms is fueling the demand for inter-connectivity and enabling new

users equipped with different bandwidth and processing-power capabilities to connect to

the Internet every day. Together with the assorted multimedia applications, this creates a

tremendous diversity. Not surprisingly, tackling this diversity and satisfying the particular

requirements of each and every one of these applications with existing tools and protocols is

difficult. Timely delivery of real-time media being a critical task, it is well understood that

new application-specific, media-aware and network-adaptive solutions have to be developed

to enhance the multimedia experience for the users.

In this interdisciplinary thesis, we make use of the synergy between multimedia signal

processing and networking, and propose several solutions that we refer to as Multimedia

Transport Protocols (MMTP). Before we get into the details of MMTP, we first give an in-

troduction to multimedia networking along with its motivation, applications, and problems

in Section 1.11. We present illustrative examples and discuss the key ideas in the develop-

ment of MMTP solutions in Section 1.2. In Sections 1.3 and 1.4, we briefly summarize the

state-of-the-art in multimedia networking and the contributions of this thesis, respectively.

Finally, in Section 1.5, we provide the thesis outline and list the problems studied in the

remaining chapters.

1In general, “multimedia data” refers to audio, speech, still pictures, video, animation and graphics data.

Within the context of this thesis, because of our focus on networked video, we often use it to refer to visual

data. However, in most instances, the proposed solutions are also applicable to other media types as well.
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1.1 Background on Multimedia Networking

In the last decade, multimedia services over the IP networks have achieved significant suc-

cess, however, this success has remained limited for many end-users due to the pitfalls of the

best-effort Internet. Unlike the conventional data services such as file transfer, e-mail and

Web browsing, multimedia services demand almost-constant bandwidth, and rigid bounds

on packet loss and delay to maintain an acceptable level of service quality. To this effect,

traditional transport protocols and error-control methods that are primarily designed for

delay-insensitive services often fall short to satisfy such requirements. For example, Trans-

mission Control Protocol (TCP) transmits the packets in order, regardless of their delivery

deadlines, and employs a rigorous window-based congestion control mechanism [1]. This

behavior often causes many packets to be obsolete by the time they are received at the

client. Furthermore, when a packet is lost, TCP cannot advance its congestion window and

reduces its rate. A possible timeout and subsequent slow-start phase with retransmissions,

as depicted in Figure 1, further delay the transmission of future packets, forcing the client

to stop playing out the video and to re-buffer some data. These stop-and-buffer periods

limit the client’s ability to experience a continuous video. A TCP-driven real-time video

application may avoid these annoying interruptions by pre-buffering a large amount of video

content before starting to play out the video [2, 3].

time

20

TCP Rate 

(packets/s)

1

Slow start

Desired

Rate

Figure 1: Rate variation in TCP.

Fortunately, real-time video applications are loss tolerant in the sense that full reliability

is generally not essential. Packet losses at acceptable levels usually result in small glitches
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that are not highly visible to the clients. For this reason, application developers often prefer

User Datagram Protocol (UDP) [4] over TCP. UDP is a lightweight transport protocol

with a minimalist service model that provides an unreliable data transfer service. However,

similar to TCP, UDP neither offers any timely-delivery guarantees nor has a concern with

the packet deadlines. Hence, the UDP service model is also not the best solution for delay-

sensitive applications. More importantly, the lack of a congestion control mechanism in

UDP is a serious threat to the stability and scalability of multimedia delivery over the

Internet [5]. Bandwidth-hungry video applications employing a transmission policy that

is solely based on the UDP service model may easily take up a considerable share of the

available bandwidth, leaving a little space for other network-friendly multimedia and data

flows.

Naturally, delivering all packets to the client on time produces the highest quality of

video. However, because of the stringent delay constraints, most real-time video applications

have limited error-recovery capabilities against lost packets. Neither missing the delivery

deadlines caused by the rate fluctuations as in TCP nor omitting the retransmissions as in

UDP suits these applications well. With this in mind, it is of paramount importance to

develop protocol suites that take into account the unique features of media content. We

classify these features into five categories:

• Time Sensitivity: Needless to say, the biggest advantage of multimedia streaming ap-

plications is that the clients can download and play the media concurrently. However,

this makes streaming applications highly sensitive to delay and delay variation. De-

pending on the nature of the application, the packets that incur a sender-to-receiver

delay of more than a certain threshold are essentially useless. Likewise, in conversa-

tional applications such as voice over IP (VoIP) and videotelephony, one-way delays

have to be strictly smaller than a few hundred milliseconds. For example, in a VoIP

session, one-way delays smaller than 100 ms are not perceived by human listeners.

Delays between 100 and 250 ms can be tolerated, however, larger delays usually result

in unintelligible voice conversations.
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• Dependency Structure: Unfortunately, timely reception of a media packet, say a video

packet, is not sufficient for the client to play the content of this packet when it is

the time to do so. This is because of the highly-efficient predictive-coding techniques

that are used in popular video coding standards, e.g., MPEG-x and H.26x. As a

result of predictive coding, a dependency is created among the video frames, and

this dependency determines the order in which the packets have to be decoded. For

example, before decoding a predicted frame, the decoder has to receive and decode

all the frames to which this particular predicted frame is referenced (called ancestor

frames). In other words, if the decoder fails to decode a frame, the decoder will also

fail to decode all the frames that are dependent on it (called descendant frames).

Note that the dependency can be introduced in the spatial, temporal or frequency

domain. For example, in scalable video coding, a base layer and several enhancement

layers are encoded in a hierarchical way. The base layer produces a bare-minimum

quality of video. With each additional enhancement layer, the quality is further

improved. However, the decoder cannot decode any of the enhancement layers without

first decoding the base layer.

• Unequal Importance: Intuitively, packets belonging to the ancestor frames or the base

layer should be prioritized over the ones belonging to the descendant frames or the en-

hancement layers. However, the dependency structure is inadequate by itself to solve

the problem of prioritization among the sibling packets, e.g., the packets belonging to

the same frame/layer. A powerful approach to address this problem in an analytical

framework is to quantify the contribution of each packet to the achieved quality as its

importance. However, quantification of the packet importance is challenging in prac-

tice as it requires the knowledge of per-packet distortion information, which can only

be extracted during the encoding process. Furthermore, the importance of a packet

is also a function of time. For example, an ancestor packet becomes more important

as a larger number of its descendant packets are delivered to the client, because its

successful delivery will now enable the decoding of several packets.
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• Loss Tolerance: As discussed above, the presentation quality suffers from missing

important packets. However, multimedia applications can tolerate losses or delays

experienced by less important packets. The effects of such erasures can usually be

repaired by the help of advanced error-concealment techniques.

• Scalability: While there can only exist a unique representation of the conventional

data, one can represent media content at different rates and qualities. The scalability

feature allows us to adapt the content according to the bandwidth and processing-

power capabilities of the clients.

It is the purpose of this thesis to develop a set of application-specific, media-aware and

network-adaptive solutions. We refer to these solutions as Multimedia Transport Protocols

(MMTP). In the next section, we present illustrative scenarios to demonstrate what actions

MMTP takes against lost and late packets in contrast to the ones that TCP/UDP would

take under the same circumstances.

1.2 Illustrative Examples

Let us consider a server-driven streaming system where the client streams real-time video

from the server, and the server is the sole decision point for taking the necessary actions

to ensure the timely delivery of the video packets. Assume that the raw video is encoded

with a standard MPEG-like source coder at 20 frames per second. We assume a simple

group-of-pictures (GOP) structure of IPPPPPPPPP, in which decoding a P-frame requires

the decoding of previous frames in the same GOP. For the sake of illustration, each frame

is assumed to be transmitted in a single video packet. We label each packet with the

frame type (written inside the rectangular boxes representing the packets) and its deadline

(written above the packets at the client side and below at the server side). The client sends

an acknowledgement (ACK) packet to the server for each packet it receives.

1.2.1 Packet Interdependencies

For the GOP structure above, we observe a strict dependency among the packets. Conse-

quently, any lost or late packet impedes the decoding the rest of the frames in the same
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GOP. Recall that in case of streaming over TCP, a video packet might be delayed because

of the TCP’s rate control algorithm, while under the regime of an unreliable UDP-based

service model, it never finds a chance to be retransmitted, if it gets lost. Now, consider

the lost I-frame in Figure 2, whose absence halts the decoding process until the decoder

receives the subsequent I-frame, and hence, causes a severe quality degradation. One naive

way to overcome this problem is to suspiciously transmit this I-frame multiple times at

the beginning. Although it is clear that more and preferably earlier transmission attempts

would increase the chance of on-time delivery of this packet, from the networking point of

view, it is not practical to transmit the same packet several times. A better approach would

be to do a timely retransmission for the lost I-frame before its decoding deadline passes.
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Figure 2: Illustration of error propagation in case of streaming over UDP with no retrans-
missions.

1.2.2 Early/Late Transmissions

Determining the retransmission time of a packet is difficult yet extremely important. It

is never a clear-cut decision whether to transmit a new packet or retransmit an already-

transmitted packet since it is impossible to determine whether the missing packet has been

lost. Retransmitting a packet at an early stage can be redundant, as it may generate

duplicate packets, whereas a late attempt may fail to deliver the packet on time, even if it was

successful. On the other hand, a well-timed retransmission increases the chance of timely

delivery of the packet, and consequently, decreases the expected distortion experienced at

the client side. Naturally, there exists a rate-distortion trade-off that depends on when the

video packets are (re)transmitted.

6



To elaborate more on this point, let us consider an I-frame packet with a delivery

deadline of 550 ms. Assume that the server transmits this packet for the first time at

t = 250 ms and for the second time at t = 400 ms as shown in Figure 3-(a). Such a greedy

policy for an I-frame might be justified by the importance of this particular packet. However,

if the first transmission is successful, the server will have wasted a transmission opportunity,

which could have been used for another packet. Now, consider the opposite scenario where

the server wants to reduce the chance of wasting bandwidth and waits for a long time before

doing the retransmission. As depicted in Figure 3-(b), if the first transmission attempt fails

to deliver the packet, the second transmission will likely be too late.
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Figure 3: Illustration of redundant and late retransmissions. A retransmission can be
redundant if it is too early (a), or ineffective if it is too late (b).

Recall that the loss of an I-frame renders the rest of the frames in the same GOP totally

useless. In this case, the client must freeze the last-displayed frame for the duration of the

entire GOP. To prevent such an impairment, the server has to ensure the successful delivery

of this frame to the client. Therefore, against a possible loss event the server should have
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an extra transmission opportunity for the I-frame. To this effect, the server can transmit

the I-frame at an earlier time. For example, in Figure 4-(a), the I-frame with a deadline

of 550 ms is transmitted at t = 250 ms before the frames with sooner deadlines. Although

the first transmission attempt for the I-frame fails, the server retransmits it at t = 450 ms,

and the I-frame is successfully delivered to the client before its deadline. The remaining

packets are also received by the client before their deadlines despite the packet reordering.

As a result, the client does not experience any quality degradation.

1.2.3 Inferring Delay and Loss Characteristics

The recent experimental studies on both Internet data [6] and video [7] traffic show that

packet loss events occur in bursts rather than in isolation. Particularly, when packets are

transmitted at high bitrates, i.e., when the inter-packet spacing is short, loss events on

consecutive packets are highly correlated. Hence, when there is congestion, it is likely that

several packets will be lost. In practice, flows experiencing loss reduce their transmission

rates to help the network mitigate the congestion. However, this rate reduction prohibits

the streaming server not only from transmitting new packets but also from retransmitting

the lost ones. Even if the server does not decrease its rate and keeps transmitting, these

packets may be dropped or excessively delayed during a long-lasting congestion. To obviate

such situations, the server has to take not only reactive but also proactive actions.

Consider Figure 4-(b) where the successive packets start experiencing longer delays. At

t = 320 ms, the server receives a late ACK for the P-frame with a deadline of 300 ms, and

cautiously identifies the incipient congestion. Consequently, it immediately transmits the

I-frame with a deadline of 550 ms, skipping the P-frame with a deadline of 500 ms. This is

because the congestion may get worse, and delaying the I-frame until the next transmission

opportunity may render its transmission useless. At the end, the I-frame is delivered before

its decoding deadline, as are the succeeding frames. With this proactive approach, the

server avoids a severe drop in the video quality at the expense of only skipping the least

important P-frame in the previous GOP.

It is evident from Figure 4-(b) that if the network congestion lasts for a longer duration,
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Figure 4: Transmitting more important packets at earlier stages (a) and inferring path
conditions (b) allow us to improve the error-control performance.

the server may not be successful in delivering the I-frame on time no matter in which order

it schedules the (re)transmissions. In other words, clever design has its limitations when the

network performs very poorly. However, even for such circumstances we challenge ourselves

in developing novel methods that are capable of coping with the poor network performance

to the greatest extent possible. We will study some of these techniques in Chapter 5.

1.3 Relation to the State-of-the-Art

In the last decade, there has been a tremendous interest in multimedia communications from

both media-processing and networking research communities. While our goal in this section

is to provide an overview of the prior work on different topics in multimedia networking,

we can only give a glimpse of it. However, in the subsequent chapters, we will survey the

related work about the problems under discussion in detail.

We can classify the prior art on handling errors and losses in multimedia communica-

tions into two main categories, namely transport-level and application-level approaches [8].
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Error control at the transport level is essential to maintain a certain quality-of-service

(QoS) level for multimedia applications. Forward error correction (FEC) and automatic

repeat request (ARQ) are the two basic error-control methods. Studies using FEC focus

on optimizing the redundancy level according to the channel and media-source parame-

ters [9]. Channel-adaptive FEC is widely used in wireless networks, which are characterized

by high bit-error rates [10–12]. Unequal importance of the media packets is effectively han-

dled by the incorporation of unequal error protection (UEP) techniques into FEC [13–20].

Delay-constrained ARQ-based error recovery attempts to meet the real-time requirements of

multimedia [21–24]. Hybrid combinations of FEC and ARQ schemes have also been demon-

strated to improve the performance of media applications over wireless networks [25, 26].

Robustness to transmission errors can further be improved by application-level tech-

niques. These approaches are effective for those communication scenarios where the error-

control mechanisms deployed in the underlying system cannot be optimized for media.

Encoder-side optimizations focus on providing spatial and temporal error-resiliency fea-

tures, which can be accomplished by the use of error isolation, robust binary encoding and

error-resilient prediction methods [27–33]. At the client side, the decoder may also per-

form error concealment to predict the missing parts of the video or audio from the intact

parts [29, 34–39]. The use of layered coding with UEP [14, 40, 41] and multiple description

coding with diversity techniques [42–46] have been shown to be other effective application-

level error-resiliency methods.

Streaming scalable video with optimized packet scheduling drew attention from re-

searchers because of the hierarchical dependency among the layers. First, Podolsky et

al. [47] used an offline Markov chain analysis to estimate the expected distortion of each

candidate transmission policy. An online and efficient solution algorithm to a similar prob-

lem was later proposed by Miao and Ortega [48–50]. They presented an algorithm called

expected run-time distortion to estimate the time-varying importance of media packets ac-

cording to the feedback. Cuetos and Ross also presented an infinite-horizon Markov decision

process (MDP)-based joint scheduling and error-concealment algorithm for MPEG-4 FGS

video [51]. Motivated by [47], Chou and Miao proposed a generic rate-distortion optimized
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packet scheduling framework for ARQ-based loss recovery in [52], followed by [53–57]. The

best packet to (re)transmit was decided by an MDP analysis that was based on the prior

transmission history, channel statistics and source characteristics. Kalman et al. used the

same framework with adaptive playout and multiple deadlines [58, 59]. Chakareski and

Girod investigated diversity schemes within a similar framework [60, 61]. Finally, Kang and

Zakhor proposed a different packet scheduling technique for wireless video that determined

the importance of a frame by its relative position within the GOP and a motion-texture

discriminator [62].

1.4 Contribution of the Thesis

The theme of this thesis is to develop a collection of end-to-end and system-level MMTP

solutions for a variety of multimedia applications, and conduct a comparative performance

analysis against the state-of-the-art methods. Considering that today’s multimedia services

offer an assortment of applications that can run over different types of networks, it is

exceedingly difficult to look into every possible scenario. Instead, in the remainder of the

thesis, we delve into the most fundamental scenarios. Nonetheless, the lessons we learn

from these studies should also shed light on more specific scenarios.

We make the following contributions in this thesis:

• We develop an optimal multi-path transmission framework for streaming error-resilient

videos over overlay networks in low-delay video applications,

• We experiment with and analyze the performance of the single/multi-hop and single/multi-

path transmission methods for streaming high-resolution videos in mesh networks,

• We formulate a mathematical framework that models on-demand video delivery from

multiple content servers, and develop a packet scheduling algorithm that achieves the

rate-distortion optimal performance within a multi-server streaming system,

• We investigate the use of proxies to overcome the problems associated with packet

loss, large delay and delay jitter in interactive video applications,
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• We characterize the packet dynamics in networked-video applications, propose models

for packet delay, develop accurate delay and delay-boundary prediction methods, and

interpret the correlation between the packet delay and packet loss events,

• We engineer media-aware and network-adaptive error-control methods, and lay out a

framework that computes the optimal actions for error control.

In addition, we discuss several issues from an implementation point of view, and summarize

our own experiences.

1.5 Organization of the Thesis

The rest of this thesis is organized as a series of chapters, where we study a separate research

problem in each chapter. At the beginning of every chapter, we motivate the problem and

examine the related work in detail. We provide experimental and/or simulation results

along with a thorough discussion to support the proposed solutions. We conclude each

chapter with a summary of the main findings.

The outline of the thesis is as follows:

Chapter 2 studies optimal streaming of multiple description video over multiple paths.

Models for multi-path streaming and methods for optimal multi-path selection are discussed.

Several simulation results are provided to show the effectiveness of the proposed approaches.

Chapter 3 explores the potential benefits of wireless mesh networks for residential video

applications that require high bandwidth and low latency. Results from experiments that

involve single-hop, multi-hop, single-path and multi-path transmission methods are pre-

sented.

Chapter 4 studies streaming on-demand video from multiple servers. A mathematical

framework is laid out, and a client-driven rate-distortion optimal packet scheduling algo-

rithm is developed. Simulation results are presented to show the advantages of multi-server

streaming over single-server streaming.

Chapter 5 tackles the problem of communicating interactively over large distances and

proposes a proxy-based solution to deliver sub-second latency to users faraway from each
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other. Results from Internet experiments between the U.S. and Europe are presented to

demonstrate the effectiveness and potential benefits of the proposed approach.

Chapter 6 investigates the packet delay characteristics in networked-video applications

and studies autoregression-based delay and delay-boundary prediction methods. Several

simulation results and a detailed comparative analysis of different prediction methods are

provided.

Chapter 7 investigates the correlation between the packet delay and packet loss events,

and presents a mathematical framework that optimizes the error-control actions based on

the urgency and importance of the media packets.

Chapter 8 summarizes the contributions of this thesis and provides a brief discussion on

future research directions.
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CHAPTER II

OPTIMIZED MULTIPLE DESCRIPTION VIDEO COMMUNICATION

OVER OVERLAY NETWORKS

Real-time video communication over the Internet poses several challenging problems due

to its stringent delay/loss requirements and complex network dynamics. A promising ap-

proach to alleviate the severe impacts of these dynamics is to transmit the video over

diverse paths. For such an environment, multiple description (MD) coding has been previ-

ously proposed to produce multiple independently-decodable streams that are routed over

partially link-disjoint (non-shared) paths for combatting bursty packet losses and error

propagation. However, selecting these paths appropriately is fundamental to the success

of MD streaming and path diversity. Hence, in this chapter we develop models for MD

streaming over multiple paths, and based on these models we propose a multi-path selec-

tion method that chooses a set of paths maximizing the overall quality at the client under

various constraints. The simulation results with MPEG-2 videos show that sizeable av-

erage peak signal-to-noise ratio (PSNR) improvements can be achieved when the source

video is streamed over intelligently-selected multiple paths as opposed to over the shortest

path or maximally link-disjoint paths. In addition to the PSNR improvement, end-users

experience a less-interrupted streaming quality. Our work also considers the architecture

and mechanisms by which multi-path streaming can be accomplished in a conventional IP

network.

2.1 Introduction†

An elusive goal has been to find effective solutions for low-delay video communication

applications over the IP networks with time-varying conditions. The timeliness requirements

in this definition can only be satisfied through an adaptive time-sensitive approach in the

†Parts of this chapter were previously published in [63–66].
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best-effort networks. Specifically, real-time video communication demands uninterrupted

bandwidth, and rigid bounds on the packet loss and delay to achieve a minimally-acceptable

quality. As discussed in Chapter 1, the predominant transport protocols of the Internet are

inadequate to provide such guarantees.

To address this problem, a number of error-resilient streaming techniques have been

proposed to date. These techniques mainly focus on the source-coding level solutions.

One such popular approach is scalable video (SV) coding, where a base layer and several

enhancement layers are encoded in a hierarchical way. The base layer provides a low but

acceptable level of quality, while each additional enhancement layer refines the quality.

Despite its high redundancy rate, SV coding can be employed when there are several clients

with different bandwidth and processing-power capabilities streaming from a single source.

For instance, while a desktop client with a broadband Internet connection subscribes to all

layers, a relatively lower-bandwidth wireless client may subscribe to only the base layer.

As its connection speed improves later, it may also receive the enhancement layers as well.

This scalability feature makes SV coding a practical solution to support video multicasting

in heterogeneous environments [67–69]. However, any erasure in the base layer reception

still interrupts the decoding process and renders other layers completely useless, resulting

in the underutilization of the network resources.

A specific approach to SV coding is multiple description (MD) coding. Similar to SV

coding, MD coding also generates several substreams, which are called descriptions. What

differentiates MD coding from SV coding is that MD coding does not impose any depen-

dency among its descriptions so that each extra successfully-received description improves

the quality further regardless of what has been received so far1. This self-reliance of the de-

scriptions provides MD streaming highly-efficient error-resiliency features. However, to fully

utilize these features, one should ensure that the description erasures are not concurrent.

A conceptually-straightforward way to achieve this is to stream the descriptions over di-

verse paths. The resulting weak correlation between the packet loss probabilities on diverse

1In Appendix B, we provide a detailed comparative analysis of MD and SV streaming.
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paths makes MD streaming a good choice for streaming applications that cannot support

the well-known error-control/protection methods, such as automatic repeat request (ARQ),

forward error correction (FEC) and packet interleaving. For this reason, MD streaming

is envisioned as a promising solution for multimedia applications that demand interactiv-

ity such as videotelephony, videoconferencing, virtual environments and VoIP over lossy

networks [42].

With this motivation, Apostolopoulos studied path diversity along with MD coding to

improve the reliability of the streamed video [43]. In this work, he showed how an erasure

in a description could be recovered by other descriptions as long as the errors did not

occur simultaneously. He further analyzed the effects of bursty loss behavior on the video

quality and concluded that minimizing the dependency between the paths resulted in a

better quality of video [70]. Several other studies have also been proposed recently [71–78].

As a common goal, these studies attempt to alleviate the severe effects of the congested

links or link failures. With the exception of [70, 76] and [77], these studies mainly focus on

transmitting the substreams over multiple statistically-independent paths between two end-

hosts. However, as we demonstrate in Section 2.5, these paths or the default Internet paths

do not necessarily make the best use of the error-resiliency features of MD streaming. In

other words, avoiding joint links does not guarantee the best quality of video. “Good” joint

links should not be sacrificed - one should try to make the best possible use of them. More

importantly, totally link-disjoint paths are rarely available in today’s Internet2. Hence,

using joint links is inevitable in many cases. Consequently, the following question arises:

“How should one select the multiple paths for MD streaming?”

In the literature, there are only few studies that have attempted to answer this question.

Apostolopoulos et al. present path diversity models and path selection methods based on

only the packet loss characteristics of the paths in point-to-point [70] and multipoint-to-

point networks [76]. Liang et al. study video streaming using rate-distortion optimized

reference picture selection and path diversity. Given two paths, the proposed path selection

2Streaming over link-disjoint paths might be achievable in ad hoc networks (See [71, 72, 79, 80] for

details). However, we consider only the Internet in this study.
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approach is to send the packet over the path from which the most recent acknowledgement

is received [74]. In a work by Nguyen and Zakhor [77], a practical approach is used to select

a redundant path in addition to the default Internet path such that the number of joint

links between these paths is minimized. If more than one such paths are found, the one

with the minimum latency is selected. Despite the fact that these studies propose reason-

able path selection methods, they do not consider several important aspects of the media

characteristics, network conditions (e.g., bandwidth, packet loss rate, burst length, delay

and jitter) and application requirements. All these aspects should be jointly taken into

account in the multi-path selection along with the network-connectivity information. To

address this point, we first develop a framework that models MD streaming over multiple

paths and then use this framework to select the optimal set of paths in a given network such

that the streaming quality at the client is maximized, or equivalently, the distortion is min-

imized3. The simulation results with the optimal multi-path selection clearly demonstrate

the quality improvements over previously-proposed path selection methods. In addition,

optimal multi-path MD streaming is shown to perform better than the best single-path

single description streaming in most cases, as is discussed in Section 2.5.2.

The rest of the chapter is organized as follows: In Section 2.2, we provide an overview of

MD coding. Section 2.3 introduces the network model envisioned in our work. Multi-path

selection is discussed in detail in Section 2.4. Simulation results are presented in Section 2.5.

Finally, Section 2.6 concludes the chapter.

2.2 Multiple Description Coding

Multiple description (MD) coding is a source-coding technique that generates several de-

scriptions such that different levels of reconstruction qualities can be obtained from different

subsets of these descriptions. In contrast to scalable coding, there is no hierarchy among

the descriptions so that each description may be independently decoded. This property

makes MD coding highly suitable for packet networks where no prioritization exists among

3It should be mentioned that the proposed multi-path selection method is optimal within the context of

the network models and objective functions that are considered in this study.

17



the packets. MD coding provides this robustness at the expense of some reduction in the

compression efficiency.

A typical MD coding system is shown in Figure 5. A sequence of source symbols

{Xi}
N
i=1 is input to the MD encoder. This encoder produces two descriptions, which are

then transmitted over possibly different channels. If both descriptions are received intact

at the client, the central decoder is used to produce the highest quality of signal. However,

if only one description is received free of errors, the corresponding side decoder is used to

produce a signal of acceptable quality. The reconstructed signal and distortion at the kth

decoder are represented by {X̂
(k)
i }N

i=1 and Dk, respectively. rk denotes the rate in terms of

the number of bits per source sample on the kth channel.

Source Encoder

Decoder 2

Decoder 1

Decoder 0

Channel 1

Channel 2

{ }iX

( ){ }1ˆ
iX

( ){ }0ˆ
i

X

( ){ }2ˆ
i

X

Figure 5: A typical MD codec with two descriptions.

Our objective is to estimate the end-to-end video quality in terms of the path parameters.

We start our derivation by relating the rates of the descriptions to the reconstructed signal

quality, or equivalently, to the distortion. Let us consider two descriptions generated at the

source. We define the average distortion at the kth decoder as

Dk = E





1

N

N∑

i=1

d

(
Xi, X̂

(k)
i

)
 k = 0, 1 and 2, (1)

where d(.) can be any distortion measure. Because of its popularity, we take d(.) as the

squared euclidian norm. To develop analytic expressions for the average distortion, we need

to choose a media type and source model. For that purpose, we assume that the source

is a compressed-video stream. However, the methodology presented here can be applied

to other media sources, e.g., voice and 3-D graphics, with their representative distortion

models.
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For compressed-video applications, several models (e.g., [81–84]) have been developed

to estimate the distortion for a given source rate. Naturally, incorporating these models

into our framework would allow us to make more accurate distortion estimates. However,

we seek an easy-to-implement, yet representative model since the ones introduced in [81–84]

are computationally expensive, thereby reducing the practicality of the proposed multi-path

selection method.

Let us consider the illustrative rate-distortion curves in Figure 6. These figures are

produced by encoding various test sequences by a standard MPEG-2 encoder (TM5 [85])

with default settings. For distortion estimation, we use the following equation, where κ is

a model parameter:

D(rk) ≈
κ

rk
. (2)

For offline-encoded video sequences, the value of κ can be pre-computed. However, for

real-time encoding, an initial value is assumed for κ, and this value is refined as more frames

are encoded.

We note that the expression in (2) is the first-degree approximation of the distortion

model proposed by Chiang and Zhang [86]. Based on the empirical results of 10 video

test sequences, we observe that (2) fits the actual rate-distortion curves quite well, and its

accuracy is sufficient for our purposes. In Section 2.4, we derive a relation between the

source rate (rk) and end-to-end bandwidth on a path. Subsequently, by using (2) we will

estimate the distortion when the video is streamed over a given path.

There are various techniques for generating multiple descriptions. One of the more

straightforward methods is time-domain partitioning [43], which separates the even and

odd-numbered frames of a video sequence into two groups, and encodes them individually

to produce two descriptions. Likewise, the sequence may also be partitioned in the spa-

tial and frequency domain [87]. Other popular approaches are multiple description scalar

quantization (MDSQ) [88, 89] and multiple description transform coding (MDTC) [90]. In

MDSQ, multiple quantizers are used to generate descriptions, whereas correlating trans-

forms are used in MDTC. For brevity, we do not go into the further details of MD coding.

For an excellent survey, interested readers are referred to [42].
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Figure 6: Actual and estimated rate-distortion curves for the Table Tennis (a), Foot-

ball (b), Miss America (c) and Foreman (d) sequences.

2.3 Envisioned Network Model

Achieving MD streaming over a conventional network involves two main issues: First, we

require a mechanism to continually monitor the network conditions. The collected infor-

mation is then evaluated to compute the application-specific routes. Second, we need an

infrastructure to transmit the descriptions over these routes, which would necessitate an

advanced routing mechanism in today’s Internet. Fundamentally, constraint-based routing

can only be achieved by going beyond the conventional destination-based routing algorithms

and providing mechanisms to explicitly manage the traffic inside the network. Because of

the current structure of the Internet, it is not easy to deploy such routing mechanisms at a

large scale. However, by abstracting the underlying network, one can emulate the desired
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routing algorithm at higher layers. A popular way to achieve this is the overlay model. Over-

lays are emerging rapidly and envisioned to be an effective solution for futuristic streaming

applications [91]. With the overlay model, a virtual network is built over the real physical

topology, and the nodes in these virtual networks are connected with logical links. In this

section, we give an overview of our envisioned network model and briefly discuss how we

implement MD streaming within this model.

2.3.1 Overlay Model

A large number of emerging Internet applications are not able to utilize the network re-

sources at their full potential because of the fact that the underlying network does not

support many of the functionalities required by these applications. While the knowledge

of the physical topology and network status is essential for such applications to perform

well, this kind of information is generally not available to the end-hosts. To overcome these

difficulties, we consider an overlay infrastructure in this study. While there exist several

overlay studies such as Resilient Overlay Networks (RONs) [92] and X-Bone [93], a good

example for our case is Narada [94], which was proposed to support end-system multicast.

Narada is a protocol that constructs an overlay structure among participating nodes in

a self-organizing and fully-distributed manner. It has been shown that Narada is robust to

changes in group membership and node failures. Participating overlay nodes, which we call

O-nodes, start building the network without the knowledge of the physical topology. Using

constant probe messages, Narada continually refines the overlay structure in a controlled

fashion.

In building the overlay, Narada is mainly interested in the latency, whereas our goal is

to fully characterize the physical topology, and use this information to identify the joint

and disjoint links for a given set of paths and measure the link characteristics. This can be

achieved by assigning additional functionalities to the Narada protocol. Armed with these

capabilities, the O-nodes can identify the joint and disjoint links, measure the bandwidth,

packet loss rate, delay and jitter statistics, and exchange this information among themselves

with a routing protocol to construct and maintain the overlay network. Since the O-nodes
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periodically probe each other, any change in this information is reflected to the end-hosts

so that they can take the necessary actions in the multi-path selection process. The details

of implementing such protocols can be found in [92, 95].

Given an overlay network, we first find the optimal set of paths from the server to the

client4. Then, we encode the path information, i.e., the addresses of the O-nodes to be

traversed, into the packet payload. This information is used by the O-nodes to forward

the incoming packets to the next O-node on the path. Note that we leverage the already-

deployed algorithms for routing the data and probe packets between the O-nodes. Hence,

the overall procedure is transparent to the physical network.

An advantage of using an overlay infrastructure is the savings in the path-computation

time. The number of O-nodes is typically a small percentage of the number of nodes in

the entire network. Hence, the processing power and computation time required for path

selection decreases dramatically. However, deploying a larger number of O-nodes might

produce alternative paths. This, in turn, can result in a better streaming quality at the

expense of increased computational complexity.

In this section, we briefly outlined the envisioned network model. The further design

and performance issues are beyond the scope of this study. Given that our primary focus

is selecting multiple paths, henceforth, we assume the availability of an infrastructure that

runs the required protocols.

2.3.2 Definitions

An overlay network is characterized by a set of nodes N = {N1,N2, ...,Nn} and a set of

links, L. We denote the directed link between nodes Nu and Nv by lu,v. A path PS→C is

defined by a set of nodes and links connecting nodes NS and NC . The set of the nodes on

this path is denoted by NS→C , and the set of the links on this path is denoted by LS→C .

Let P1
S→C and P2

S→C be any two paths. These paths are said to be totally link-disjoint

if and only if L1
S→C and L2

S→C do not have any common elements. If the sets L1
S→C and

4In a video communication application, both end-users send and receive video packets. However, for

the sake of clarity, in the rest of the chapter, we consider video transmission in one direction, i.e., from the

server to the client.
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L2
S→C intersect, the links belonging to both paths are referred to as joint links, whereas the

remaining links are referred to as the disjoint links.

2.3.3 Link Parameters

The parameters for link lu,v are defined as follows:

• bu,v denotes the bandwidth between nodes Nu and Nv.

• pu,v denotes the observed packet loss probability between nodes Nu and Nv. pu,v values

for different links are assumed to be independent since the corresponding observations

are autonomous.

• tu,v denotes the minimum delay between nodes Nu and Nv. This includes processing,

transmission and propagation delays, but not varying queuing delays.

• ju,v denotes the jitter between nodes Nu and Nv. It is defined as the difference between

the longest delay experienced within a pre-defined time period and tu,v. The collection

of several ju,v values defines the variation in the forward-trip times.

Note that since the links are directed, even though links lu,v and lv,u have the same

bandwidth and delay, their packet loss rate and jitter values may differ depending on the

amount of traffic flowing in each direction.

2.4 Multi-Path Selection

In this section, we introduce our multi-path selection method. Let us consider two paths,

P1
S→C and P2

S→C , between nodes NS and NC , which are referred to as a path pair. We

do not require the paths to be different, i.e., P1
S→C may be the same as P2

S→C . Our goal

is to estimate the expected end-user quality in terms of the link parameters making up

these paths. In other words, we want to derive a function F that estimates the expected

distortion at the client, E{D}, based on the link parameters. That is,

E{D} = F
(
bu,v, pu,v, tu,v, ju,v

)
for ∀lu,v ∈ Lk

S→C , k = 1, 2. (3)

In this study, we consider only the two-description case due to its efficacy. Although (3)

can be generalized to a larger number of descriptions in a straightforward manner, finding
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more than two good diverse paths in the Internet is not practical. Moreover, generating

more than two descriptions increases the overhead of MD coding, and the gained diversity

is usually insufficient to justify this overhead.

Recall that our ultimate goal is to find the path pair that minimizes the cost function,

F. For two descriptions, we have four possible cases determined by the description on-time

arrivals. Let D1,1 (D0,0) denote the achieved distortion when both descriptions arrive intact

on time (are lost or delayed). Similarly, let D1,0 (D0,1) denote the achieved distortion when

the first (second) description arrives intact on time, but the other one is lost or delayed. In

this case, the missing description is concealed from the received description. Given these

distortions, we can write the expected distortion at the client as

E{D} =

P1,1︷ ︸︸ ︷
P{Both received on time}×D1,1 (4)

+

P1,0︷ ︸︸ ︷
P{1st received on time & 2nd lost or delayed}×D1,0

+ P{1st lost or delayed& 2nd received on time}︸ ︷︷ ︸
P0,1

×D0,1

+ P{Both lost or delayed}︸ ︷︷ ︸
P0,0

×D0,0.

The success probabilities, P1,1, P1,0, P0,1 and P0,0, are derived later in this section.

The shared parameters due to the joint links play a critical role in the multi-path

selection process. Therefore, the selection process must consider all possible path pairs.

One cannot evaluate the paths individually, rank them, and then choose the best two; this

does not necessarily select the optimal pair because of the dependencies between the paths.

For the sake of clarity, throughout the section we use k to denote the kth path and its

parameters, where k ∈ {1, 2}. We start our derivations with distortion.

2.4.1 Bandwidth - Distortion Relation

In this study, we adopt the time-domain partitioning method with two descriptions to illus-

trate the relation between the distortion terms (D1,1 −D0,0) and link bandwidths. Although

the presented distortion models are developed for this particular MD coding scheme, (4)

can be applied to any MD coding scheme by incorporating its respective distortion model,
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i.e., by replacing the distortion terms (D1,1 −D0,0) with the respective ones.

Let Bk denote the end-to-end bandwidth on path Pk. Naturally, Bk is the minimum

bandwidth over all the links on Pk. That is,

Bk = min
{
bu,v : ∀lu,v ∈ Lk

}
. (5)

In Section 2.2, we provided an equation to estimate the distortion at a given source

rate for a compressed-video source. Now, we give the relation between rk in (2) and Bk.

Assuming that the kth description is encoded with a rate of rk bits per pixel (bpp) at a frame

rate of F (frames/second), and the source video has a resolution of W ×H (pixels/frame),

we have

rk =
Bk

W ×H × F × c
(bpp), (6)

where c is a known constant that depends on the chroma sub-sampling format. Given this

relation, we first compute D1,1, i.e., the distortion rendered at the client when both descrip-

tions are received intact on time, as the average of the individual description distortions.

That is,

D1,1 =
1

2
×
κ′

B1
+

1

2
×
κ′

B2
, (7)

where κ′ is a constant that represents the constant terms in (2) and (6). Note that in (7) we

assume that the bandwidth of the bottleneck joint link, say B∗, can support the description

rates of B1 and B2 simultaneously. If this is not the case, the bandwidth of the bottleneck

joint link should be shared by the descriptions in such a way that B∗ = B1 +B2.

Second, to derive the expression for D1,0 we need to consider the error concealment

at the client. Recall that the time-domain partitioning method separates the even and

odd-numbered frames, and encodes them individually to produce two descriptions. When

only the first description (even-numbered frames) is received successfully, the missing odd-

numbered frames can be reconstructed at the client by using the even-numbered frames. A

common technique used for this purpose is motion-compensated temporal interpolation [27].

As expected, the quality of the reconstructed odd-numbered frames increases with the rate

at which the even-numbered frames are encoded. However, because of the imperfections

in the reconstruction, their qualities will be lower compared to the even-numbered frames.
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To incorporate this increase in the distortion of the reconstructed frames, we use a scaling

factor γ and express D1,0 as follows:

D1,0 =
1

2
×
κ′

B1
+

1

2
×

(
γ ×

κ′

B1

)
. (8)

Our experiments indicate that this expression provides a good approximation to the re-

alized distortion. For the test sequences we use in the simulations in Section 2.5, we quantify

the value of γ for different rates. We observe that although its value varies depending on

the test sequence, γ is fairly robust against the rate variations. In our case, γ numerically

equals 2.3, 3.4 and 1.5 for the Table Tennis, Football and Paris sequences, respec-

tively. For non-interactive applications, the value of γ can be pre-computed. For interactive

applications, a default γ value, reflecting the application characteristics (e.g., a value of 1.5

for videotelephony applications) can be used. Note that D0,1 is also expressed in a similar

way by replacing B1 with B2 in (8).

Recall that in this study we employ the time-domain partitioning method to generate

two descriptions. Naturally, this method is suitable for the balanced mode of MD coding,

where the rates of the descriptions are likely to be equal or close to each other in order

to avoid flickering [96]. However, in some cases the candidate paths may have unequal

bandwidths, and if the γ is sufficiently low, reconstructing the low-quality description from

the high-quality description may result in lower distortion in terms of the mean-squared

error than decoding the original low-quality description. In such cases, one can argue that

transmitting the low-quality description is useless. However, transmitting both descriptions,

regardless of their rates, is still essential in our system because of two reasons: First,

decoding the video from only the high-quality description causes drift error and disturbs

the perceptual video quality. Our quality-assessment tests show that the video produced

from both descriptions is usually preferred over the video decoded from only the high-quality

description since the former one gives a more natural, continuous, and hence, more pleasant

video. Second, the low-quality description enables us to decode and display the video when

the high-quality description is lost or late for decoding. If it is not transmitted at all, the

error-resiliency features of MD streaming cannot be exploited, and the system becomes a
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pure single description streaming system.

The final distortion term in (4) is D0,0, which is the distortion incurred when none of

the descriptions are decoded at the client. To compute D0,0, we assume an average value

for each pixel and compute the corresponding expected error. The resulting large value

motivates our method to reduce the number of simultaneous description losses.

2.4.2 Computation of Success Probabilities

The next step in the computation of (4) is to find the success probabilities (P1,1 − P0,0).

Each of these probabilities is composed of two components: The first component computes

the probability that the description arrives at the client in a finite duration, i.e., the de-

scription is not lost during the transmission. We refer to this component as the arrival

probability. On the other hand, for the second component we are interested in computing

the probability that the description arrival occurs before a pre-specified deadline. This

component is referred to as the on-time delivery probability. While in a typical streaming

application, the deadline constraint may be relaxed by pre-buffering a large amount of data,

this ability is often limited in interactive applications. Consequently, large variations in the

packet arrival times pose impediments to the timely delivery, rendering the on-time delivery

probability as important as the arrival probability. A detailed discussion about the impact

of end-to-end path delay on the streaming quality is presented in [7, 97].

2.4.2.1 Arrival Probability

We adopt the well-known two-state Markovian Gilbert-Elliott (GE) model [98, 99] to de-

scribe the temporal behavior of packet losses on a link [6, 7]. The pertaining state-transition

diagram is given in Figure 7. In this figure, NC (non-congested) and C (congested) represent

the packet arrival and loss states, whose steady-state probabilities are given by πNC = β
α+β

and πC = α
α+β , respectively. For the link lu,v, we compute the transition probabilities from

αu,v =
pu,v × βu,v

1 − pu,v
and βu,v =

1

Lu,v
, (9)

where Lu,v is the average burst length depending on the inter-packet spacing [7]. We note

that if the dependency between the loss events on a link was ignored, the optimal solution
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would be to send all descriptions over the best single path (assuming that the bandwidth

on this path could support both descriptions simultaneously). The GE model provides a

simple expression for the characterization of individual links. However, the derivation of

the end-to-end arrival probabilities on partially link-disjoint paths is not trivial. Next, we

focus on this derivation.

NC C1 α−

α

β

1 β−

Figure 7: State-transition diagram for the Gilbert-Elliott model.

Preliminaries:

Consider the generic topology depicted in Figure 8, where two candidate paths split at node

NZ , and later merge again at node NQ. The joint links between the server and segregation

point (NZ) form a sub-network denoted by Networkjoint. Beyond node NZ , the disjoint

links traversed by each path until node NQ are also grouped to form the corresponding

sub-networks denoted by Networkk
disjoint. Suppose that the server generates two correlated

descriptions at every ∆t units of time, and the descriptions produced at the time instant ti

are denoted by Xti
1 and Xti

2 .

In (4), we consider the loss dependency between the correlated descriptions Xti
1 and Xti

2 ,

but not the dependency between the descriptions transmitted at successive time instants

(e.g., Xti
1 and Xti+∆t

1 ). A direct implication of this is that we do not take into account the

temporal error propagation in the cost function. However, this assumption is well justified

in our scenario since modeling the temporal error propagation does not affect the path-

selection results. Recall that our goal is to minimize the average distortion rather than the

absolute distortion. Consideration of the absolute distortion and temporal error propagation

would only be necessary if the path-selection decision was given on a per-packet basis (See

Chapter 4 for details). However, in our case, until a new selection is made upon receiving

new feedback from the O-nodes, the selected paths are used to transmit all packets in each
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description regardless of the packet content.
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Figure 8: A sketch describing the path segregation method.

After descriptions Xti
1 and Xti

2 are generated, they are transmitted back-to-back in

packets over Networkjoint. If no loss occurs, these packets arrive at node NZ back-to-back

approximately at the same time. In this period, it is likely that these packets are in the same

burst period. Hence, we employ a GE model for Networkjoint. However, once the paths

split at node NZ , these two packets are routed over different paths. In [70], Apostolopoulos

et al. have shown that the bursty packet losses experienced by a description have the same

impact as those of the random losses, provided that the descriptions are not concurrently

lost. Considering that the probability of simultaneous loss on Networkk
disjoint is small, we

model the loss behavior on disjoint links with a Bernoulli distribution, where the loss events

are independent of each other.

Path Segregation:

When traversing Networkk
disjoint, descriptions Xti

1 and Xti
2 experience uneven delay and

jitter. Thus, they are likely to arrive at node NQ at different times. The critical question is

whether or not these descriptions will meet at node NQ within the same burst period. This

is important to our modeling since their loss probabilities will remain independent of each

other if there exists a sufficient time gap between them, even though they are traversing the

same links beyond node NQ. In fact, providing a time gap between the descriptions in such

a way that they are not within the same burst period is the essence of packet interleaving

techniques for MD streaming [100].

To quantify this point, we conduct simulations on several topologies with various link
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delay and jitter attributes. The simulation setup is given in detail in Section 2.5. Our

goal is to determine the percentage of the correlated descriptions that fall into the same

burst period at node NQ. The results show that (i) only 7% of the descriptions fall into

the same burst period at node NQ, (ii) 3% fall into the same burst period between node

NQ and the client, although they were not in the same burst period at node NQ, and (iii)

90% do not fall in the same burst anywhere between node NZ and the client. The reason

behind this result is that the proposed multi-path selection method naturally chooses good

links with low packet loss rates. These links tend to have short burst periods (See [6, 7]

for details). Hence, the delay difference experienced over Networkk
disjoint is sufficient for

the correlated descriptions to arrive in different burst periods. Based on this observation,

we deduce that once the paths split, the loss events on the rest of the paths should be

considered independent despite a possible merging at a later node. Hence, we replicate

any joint link beyond the segregation point in each Networkk
disjoint and employ individual

Bernoulli models for Networkk
disjoint. In fact, modeling these loss events by a GE model

(rather than Bernoulli models) would have underestimated the arrival probabilities. We

refer to this method as path segregation.

In the simulations, an ill-posed scenario, when path segregation overestimates the arrival

probability, is the case when there is a long-lasting congestion on the access link of the client,

i.e., on the last link of the path. If the client is not multi-homed, i.e., it is connected to

the Internet over a single interface, path diversity is unfortunately not adequate by itself

to successfully deliver the packets on time during this congestion. However, we anticipate

that with the increasing popularity of emerging broadband technologies, the performance

of access links will improve considerably.

Link Aggregation:

Generally, the joint sub-path in Networkjoint is a combination of several Markovian links

in series. Although it is straightforward to compute the arrival probabilities by considering

each of these links individually, this computation would be largely simplified if the combi-

nation of these links could be approximated by a single Markovian link. To do so, one has
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to find the joint GE parameters for the approximated link, namely αjoint and βjoint. Recall

that the packet loss rates of consecutive links are independent. Hence, we can directly

compute the packet loss rate for Networkjoint from

pjoint = 1 −
∏

∀lu,v∈Networkjoint

(
1 − pu,v

)
. (10)

However, estimating the joint average burst length, Ljoint, is not as trivial. This is because

the bursty periods in a stream accumulate as the stream goes over more links, i.e., the

effective average burst length increases. Although there are several approaches to handle

this problem [98, 99], they usually require a higher-order state analysis. To estimate Ljoint

empirically, we have conducted simulations on various topologies with different loss charac-

teristics. From studying these simulations, we came up with the following approximation:

Ljoint ≈
1

pjoint
×

∑

∀lu,v∈Networkjoint

(
pu,v × Lu,v

)
. (11)

Once we have pjoint and Ljoint, we compute αjoint and βjoint by plugging pjoint and

Ljoint into (9). This method is called link aggregation since it combines several Markovian

links into a single one. The simulation results show that (11) successfully estimates Ljoint.

For a wide range of link parameters, the difference between the measured and estimated

burst lengths was observed to be between 0.1% and 4.1%. On the other hand, since the

disjoint sub-paths in Networkk
disjoint are modeled as Bernoulli, we can directly convert these

links into a single Bernoulli link whose loss probability is given by

pk
disjoint = 1 −

∏

∀lu,v∈Networkk
disjoint

(
1 − pu,v

)
. (12)

Finally, the arrival probability for a path is the product of the arrival probabilities on

its joint and disjoint sub-paths.

2.4.2.2 On-Time Delivery Probability

The second step in computing the success probabilities is to derive the on-time delivery

probabilities. Let Tk denote the minimum end-to-end delay for path Pk. We can write Tk

as

Tk =
∑

∀lu,v∈Lk

tu,v. (13)
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We require Tk to be smaller than a value that is required by the application. Otherwise,

it means that all packets transmitted over this path will be late by the time they are

received. For many two-way interactive applications, a forward-trip time less than 200 ms

can be considered as the tolerance limit. A recent empirical study [97] reports that modem

users can experience a jitter of 200 ms, or more, with a probability of 50%. That is, in half

of the communication session the interactivity is hindered. For the high speed connections

such as DSL and LAN, this probability reduces to 20%, but has still a high value. This

variation in the delay adversely affects the on-time delivery probability.

Let Jk denote the end-to-end jitter on path Pk. We divide Jk into two components, jjoint

and jk
disjoint, for the jitters experienced in Networkjoint and Networkk

disjoint, respectively.

Assuming that jitters on the consecutive links are independent, we compute Jk as follows:

Jk =
∑

∀lu,v∈Networkjoint

ju,v

︸ ︷︷ ︸
jjoint

+
∑

∀lu,v∈Networkk
disjoint

ju,v

︸ ︷︷ ︸
jk
disjoint

. (14)

To visualize the importance of Jk, consider Figure 9, where a typical probability density

function for the forward-trip times (FTT) of the successfully-received packets is plotted as

a function of time (τ) [101]. By definition, Tk is the minimum value that FTT can take on

path Pk. In our model, we do not assume any particular density function for FTT. However,

for the simulations in Section 2.5, we model this density by a shifted Gamma distribution

with parameters nk and λk [101], which is given by

pFTT (τ) =





0, τ ≤ Tk;

λk
−nk

Γ(nk) (τ − Tk)
nk−1e−(τ−Tk)/λk , τ > Tk.

(15)

In (15), nk and λk denote the number of the links and the average link jitter on path

Pk, respectively. Thus, we have λk = Jk/nk. (15) can also be viewed as the distribution

of a random variable that is equal to a constant Tk plus the sum of nk independent and

identically-distributed exponential random variables each with mean λk [101]. Note that,

in our framework nk, Tk and Jk are known parameters, hence, (15) is completely defined.

Let Tmax in Figure 9 represent the maximum tolerable delay for the target application.

It follows that the on-time delivery probability is equal to the area of the shaded region.
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Figure 9: A typical density function for the forward-trip times of the successfully-received
packets.

Often, different paths have different end-to-end delays, and hence, different tolerances for

jitter. We define jk
max as the maximum jitter that can be tolerated on path Pk. By definition,

jk
max = Tmax − Tk. Then, it can be seen that the on-time delivery probability can also be

given as the probability of Jk being smaller than jk
max.

Finally, we have all the information required to write the success probabilities in terms of

the path parameters. Recall that in (4), P1,1 computes the probability that both descriptions

arrive at the client intact and on time. To find its value, we first compute the arrival

probability of transmitting both descriptions intact over Networkjoint and individual arrival

probabilities of transmitting each description intact over Networkk
disjoint. Since these events

are independent, we multiply them to find the arrival probability of both descriptions.

Second, we compute the probability that the descriptions will arrive at the client before the

pre-specified deadline. Finally, we multiply this value with the arrival probability to get

P1,1.

P1,0 considers the cases where the first description is received intact on time and the

second description is (i) lost in Networkjoint or in Network2
disjoint, or (ii) delayed beyond

the decoding deadline despite being transmitted intact. Hence, we separately compute the

corresponding probabilities of these three events and add them up to get P1,0. P0,1 can

also be computed in the same manner. Finally, P0,0 is the complement of the sum of P1,1,

P1,0 and P0,1. The corresponding equations are given in (16) - (19), where we denote the

joint GE parameters by α and β instead of αjoint and βjoint, respectively. The list of our
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notation is given in Table 1.

P1,1 =
(
(πNC(1 − α)2 + πCβ(1 − α)) × (1 − p1

disjoint) × (1 − p2
disjoint)

)
(16)

×Prob(jjoint + j1disjoint ≤ j1max and jjoint + j2disjoint ≤ j2max)

P1,0 =
(
(πNC(1 − α)α+ πCβα) × (1 − p1

disjoint)
)

(17)

×Prob(jjoint + j1disjoint ≤ j1max)

+
(
(πNC(1 − α)2 + πCβ(1 − α)) × (1 − p1

disjoint) × p2
disjoint

)

×Prob(jjoint + j1disjoint ≤ j1max)

+
(
(πNC(1 − α)2 + πCβ(1 − α)) × (1 − p1

disjoint) × (1 − p2
disjoint)

)

×Prob(jjoint + j1disjoint ≤ j1max and jjoint + j2disjoint > j2max)

P0,1 =
(
(πNCαβ + πC(1 − β)β) × (1 − p2

disjoint)
)

(18)

×Prob(jjoint + j2disjoint ≤ j2max)

+
(
(πNC(1 − α)2 + πCβ(1 − α)) × p1

disjoint × (1 − p2
disjoint)

)

×Prob(jjoint + j2disjoint ≤ j2max)

+
(
(πNC(1 − α)2 + πCβ(1 − α)) × (1 − p1

disjoint) × (1 − p2
disjoint)

)

×Prob(jjoint + j1disjoint > j1max and jjoint + j2disjoint ≤ j2max)

P0,0 = 1 − P1,1 − P1,0 − P0,1 (19)

2.4.3 End-to-End Multi-Path Model

At the beginning of this section, we defined the average distortion function at the client in

(4). Subsequently, we derived each component in this equation step by step in terms of the

path parameters. In doing so, we proposed two methods, namely path segregation and link

aggregation. Together these two methods enable us to analyze any given two paths by a

3-link model as depicted in Figure 10. This model reduces the computation time required

by the multi-path selection process.
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Table 1: List of the notation and model parameters.

Nk Node k

lu,v Link between nodes Nu and Nv

bu,v Bandwidth on link lu,v

pu,v Packet loss rate on link lu,v

tu,v Minimum delay on link lu,v

ju,v Jitter on link lu,v

Pk Path k

Dm,n Distortion. m and n denote the arrivals of the 1st

and 2nd descriptions, respectively

1 → arrived on time, 0 → lost or excessively delayed

Pm,n Probability corresponding to Dm,n

Bk End-to-end bandwidth on path Pk

πNC Steady-state prob. for state NC (non-congested). πNC = β
α+β

πC Steady-state prob. for state C (congested). πC = α
α+β

α Transition probability from state NC to state C

β Transition probability from state C to state NC

Lu,v Average burst length on link lu,v

pjoint Packet loss rate on Networkjoint

Ljoint Average burst length on Networkjoint

pk
disjoint Packet loss rate on Networkk

disjoint

jjoint Jitter on Networkjoint.

jjoint =
∑

∀lu,v∈Networkjoint
ju,v

jk
disjont Jitter on Networkk

disjoint.

jk
disjoint =

∑
∀lu,v∈Networkk

disjoint
ju,v

Tk Minimum end-to-end delay on path Pk.

Tk =
∑

∀lu,v∈Lk
tu,v

Jk End-to-end jitter on path Pk.

Jk = jjoint + jk
disjoint

Tmax Maximum tolerable delay

jk
max Maximum tolerable jitter on path Pk.

jk
max = Tmax − Tk

35



Client

Z

Server

linkjoint

link
1

disjoint

link
2

disjoint

Figure 10: End-to-end multi-path model. 3-link model can be used to approximate any
given two paths in a network.

In developing our multi-path model, we considered the packet loss probability indepen-

dent from the delay jitter. In fact, both the jitter and packet loss experienced by a flow

depend on the states of the queues encountered along the path. This implies a correlation

between the delay jitter and packet loss probability (See Chapter 7 for details). However,

in this study we used the time-averaged statistics for the packet loss probability. That is,

we were interested in the average packet loss probability, not in the individual packet loss

probabilities. Thus, we considered the delay jitter and packet loss probability on a link

independent of each other.

2.5 Simulation Results

We have conducted two sets of simulations to demonstrate the efficacy of the proposed

multi-path selection method in a real-time application. To this end, we first compared

the performances of single description (SD) and multiple description (MD) encoded video

streaming over a one-hop topology. This simple topology shed light on the unique features

of MD coding and multi-path routing. Second, we generated a random Internet topology

to compare different streaming methods in terms of their performances.

2.5.1 Methodology

We used three standard test sequences Table Tennis (352× 240), Football (352× 240)

and Paris (352 × 288) in our simulations to stream from a server to a client with a delay

tolerance of 200 ms. The Table Tennis and Football sequences exhibited large temporal

variations and were comprised of 150 frames. In contrast, the Paris sequence contained

1050 frames, which possessed a relatively less temporal variation. To obtain statistically-

reliable results, we streamed 10 minutes of video by concatenating each sequence several
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times. To make quantitative comparisons, we used the peak signal-to-noise ratio (PSNR)

measure on the luminance (Y) channel, given by PSNR = 10 × log10(
2552

MSE), where MSE

stands for the mean-squared error between the original and decoded luminance frames.

Among various multiple description video encoders, we chose the time-domain partitioning

method with two descriptions.

The SD and MD encoded streams were produced with a standard MPEG-2 encoder

(TM5 [85]) with default parameters, and a GOP structure consisting of an I-frame and

nine P-frames. The video format was 4:2:0, and the frame rate was 30 frames per second.

During the transmission of each video stream, the server created 576-byte Real-time Trans-

port Protocol (RTP) packets [102, 103]. Note that we were not interested in sophisticated

concealment techniques that could be applied to increase the streaming quality. In case

of a bursty loss, we merely concealed the missing slices with the corresponding ones in

the previously-decoded frame, whereas for the isolated losses, we used motion-compensated

temporal interpolation to conceal the errors. Naturally, more sophisticated encoding and

concealment techniques would have resulted in higher streaming qualities for both the SD

and MD encoded streams.

In the simulations, we considered two types of links, namely “good” and “bad” links.

We adopted consecutive NC (non-congested) and C (congested) states for each of these

links to describe the bursty loss behavior as discussed in Section 2.4. While the duration

of the non-congested states lasted for a random duration between 21 and 27 seconds for all

links [7], we varied the durations of the congested states on different scales to characterize

the good and bad links. In particular, this duration was chosen randomly between 20 and

200 ms for the good links, and between 0.5 and 4 seconds for the bad links [7]. These values,

in conjunction with the inter-packet spacing, are then used to compute the corresponding

GE parameters.

2.5.2 Single-Hop Topology Simulations

Let us consider the topology in Figure 11, where there are two 750 Kbps links (l1, l2) and

one 1.5 Mbps link (l0) between the server and client each with a delay of 50 ms. Suppose
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that the SD encoded video is streamed over the link l0, and the MD encoded video is

streamed over the links l1 and l2. When all the links are lossless, the average SD encoded

stream (MD encoded stream) qualities are 33.02 dB (32.12 dB), 35.25 dB (34.19 dB) and

34.16 dB (33.32 dB) for the Table Tennis, Football and Paris sequences, respectively.

The 0.9 dB, 1.06 dB and 0.84 dB reductions in the respective PSNRs stem from the fact that

the correlation between every other frame in the MD encoded video is less than that between

every frame in the SD encoded video. However, this disadvantage is quickly compensated

when the link loss rates are larger than 2% in case of the Table Tennis and Football

sequences, and 3% in case of the Paris sequence. Recall that the Paris sequence does not

exhibit a large temporal variation, which makes it more robust to longer bursts since its

concealment is easier. For a 10% link loss rate, the respective average PSNR differences

become around 2.06 dB, 1.40 dB and 0.9 dB in favor of the MD encoded video. Several

average PSNR values versus different loss rates are given in Figure 12. We observe that

if losing or delaying 2 - 3% or more of the packets is inevitable, MD streaming evidently

outperforms SD streaming even when the best path is selected for SD streaming.

Server Client750 Kbps, 50 ms

750 Kbps, 50 ms

1.5 Mbps, 50 ms 

Figure 11: Single-hop topology with identical delays.

2.5.3 Internet Topology Simulations

In the second set of simulations, we use a random Internet topology generated by the

Georgia Tech Internetwork Topology Models (GT-ITM) [104]. The topology consists of

192 nodes with four mesh-connected transit domains, eight nodes per transit domain, one

stub per transit-domain node and five nodes in a stub domain. An overlay node (O-node)

is associated with each transit and stub-domain node to enable multi-path routing. A

simplified topology with four transit domains and two selected paths are shown in Figure 13.
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Figure 12: Variation of PSNR with the packet loss rate for the single-hop topology shown
in Figure 11 for the Table Tennis (a), Football (b) and Paris (c) sequences.
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Figure 13: An Internet topology with four transit domains. Only a subset of the stub
domains are shown for the demonstration purposes.

In this topology, the transit-domain links have a capacity of 10 Gbps and a delay be-

tween 10 - 30 ms, whereas the transit-to-transit and transit-to-stub edges have capacities of

1.0 Gbps and 100 Mbps, respectively, with a delay between 5 - 10 ms. On the other hand,

stub-domain links are assigned 2 or 5 Mbps for the link capacity. For these links, the delay

values are chosen between 5 - 10 ms.

To simulate a realistic Internet environment, we associate a random amount of back-

ground traffic with each link depending on its location in the range of 20% - 80% of its

capacity. Because of the hierarchy in the Internet infrastructure, traffic flowing through

different domains is aggregated on the inter-domain links (e.g., transit-to-transit edges and

transit-to-stub edges). Consequently, some of these links carry more traffic and experience

congestion more often. Hence, we characterize these links as bad, whereas we consider the

rest as good links. The loss parameters of each link are then determined as discussed in

Section 2.5.1. Similarly, jitter values are assigned between 0 - 10 ms and 10 - 30 ms for the

good and bad links, respectively.

On this topology, we select a server-client pair such that the server and client are sepa-

rated by two transit domains. We compare four different streaming methods: (i) shortest-

path, (ii) maximally link-disjoint path, (iii) redundant-path, and (iv) optimal multi-path

streaming. For shortest-path streaming, we choose the path with the minimum number of
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hops; if this metric is equal for two or more paths, we select the one with the minimum

end-to-end delay. For maximally link-disjoint path streaming, we first generate all possi-

ble path pairs. Then, we search for the pairs with the minimum number of overlapping

links to minimize the statistical dependency between the paths and select the pair with

the minimum total end-to-end delay. Note that in doing so, we not only approximate a

totally link-disjoint path pair, but also select a shorter one to avoid the unnecessary quality

degradation due to the excessively-delayed packets. The third streaming method is adopted

from [77], where a redundant path is selected to minimize the number of joint links with the

default Internet path. For simulations, we assume that the default Internet path is identical

to the shortest path used in the first method. Finally, for optimal multi-path streaming,

we select the pair among all possible ones that minimizes (4). We stream the MD encoded

video in all methods except the first one, where we use the SD encoded video.

Finding the optimal path pair that minimizes (4) is computationally intensive. The full-

enumeration approach we use in the simulations clearly does not scale well as the number

of O-nodes, and hence, the number of possible paths increases. However, it is important

to note that the contribution of this chapter is to provide a framework on modeling MD

streaming over an overlay network and prove the concept of multi-path selection with the

simulations. Yet, in Appendix A, we develop a fast heuristics-based solution for the optimal

multi-path selection problem. This heuristic, although still runs in exponential time in the

number of transit domains, is much more efficient for real systems where the number of the

nodes in each transit domain is substantially larger than the number of transit domains.

For each test sequence, we run 10 simulations over the same topology with a new set of

link attributes at each run. However, these attributes are not altered during a particular

run. Recall that the O-nodes periodically probe each other and the server is notified about

the changes in link attributes. Hence, the effect of these changes in our results is expected

to be small. In the last two simulations (runs #9 and #10), we convert the stub domain to

which the server is connected, into a multi-homed stub domain in order to enhance the path-

diversity capability, as depicted in Figure 14. This allows us to observe the performances of

different streaming methods with varying network conditions. Note that we keep the total
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rate equal for both the SD and MD encoded videos, although multi-path routing might be

exploited to increase the bandwidth available to the user [105]. To make a fair comparison,

at each run, the total rate for all streaming methods is set to the rate of shortest-path

streaming5.

Client

Stub Domain

Stub Domain

Stub Domain

Stub Domain
Stub Domain

Stub Domain

Transit Domain

Server

Transit Domain

Stub Domain

Transit Domain

Stub Domain

Transit Domain

Figure 14: Enhanced path-diversity capability when the server is located in a multi-homed
stub domain.

The results of all three test sequences are tabulated in Tables 2 - 4, respectively. In each

row, we present the total rate and average PSNR of the streamed video for a different run.

The results are also plotted in Figures 15 - 17. Optimal multi-path streaming outperforms

shortest-path, maximally link-disjoint path and redundant-path streaming in all of these

independent runs. There are prominent conclusions that can be drawn from these results.

We elaborate on them next.

2.5.4 Discussion

When we examine the results, we observe that shortest-path streaming often degrades the

quality to an unacceptable level. This occurs when a link on the shortest path is heav-

ily congested. Naturally, maximally link-disjoint path and redundant-path streaming are

5The actual rate of streaming is kept lower than the available end-to-end bandwidth in order not to

overwhelm the bottleneck link(s).
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Table 2: Simulation results for the Table Tennis sequence.

Total Rate Shortest-path Max. Link-dis. Path Redundant-path Opt. Multi-path

Run # (Mbps) PSNR (dB) PSNR (dB) PSNR (dB) PSNR (dB)

1 1.60 31.50 30.74 31.45 31.66

2 1.25 25.70 28.01 27.62 28.53

3 1.45 30.50 29.52 30.63 31.60

4 1.60 30.23 30.35 29.89 32.02

5 1.40 25.70 29.30 28.65 31.32

6 1.35 29.30 30.10 30.03 30.93

7 1.50 30.60 29.95 29.77 31.29

8 1.45 25.77 30.20 29.11 31.44

9 1.50 30.12 31.11 30.88 31.39

10 1.40 26.23 29.05 28.94 30.89

Avg. 1.45 28.57 29.83 29.70 31.11

Max 1.60 31.50 31.11 31.45 32.02

Min 1.25 25.70 28.01 27.62 28.53

Table 3: Simulation results for the Football sequence.

Total Rate Shortest-path Max. Link-dis. Path Redundant-path Opt. Multi-path

Run # (Mbps) PSNR (dB) PSNR (dB) PSNR (dB) PSNR (dB)

1 1.60 33.60 32.65 33.32 33.97

2 1.25 27.09 29.66 28.88 30.33

3 1.45 32.42 31.55 32.73 33.48

4 1.60 31.98 32.22 31.45 33.92

5 1.40 27.22 31.60 30.79 33.29

6 1.35 31.26 32.13 32.27 32.76

7 1.50 32.93 31.84 31.66 33.45

8 1.45 27.56 31.96 31.32 33.46

9 1.50 31.96 33.09 32.97 33.33

10 1.40 27.49 30.86 30.22 32.67

Avg. 1.45 30.35 31.76 31.56 33.07

Max 1.60 33.60 33.09 33.32 33.97

Min 1.25 27.09 29.66 28.88 30.33
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Table 4: Simulation results for the Paris sequence.

Total Rate Shortest-path Max. Link-dis. Path Redundant-path Opt. Multi-path

Run # (Mbps) PSNR (dB) PSNR (dB) PSNR (dB) PSNR (dB)

1 1.60 32.70 31.32 32.42 33.10

2 1.25 29.03 29.42 29.23 29.76

3 1.45 31.55 31.63 30.67 32.56

4 1.60 30.76 31.17 30.33 32.95

5 1.40 29.29 30.44 29.88 32.43

6 1.35 30.46 31.21 30.59 31.98

7 1.50 31.37 30.96 30.43 32.26

8 1.45 29.62 31.09 30.66 32.20

9 1.50 31.02 32.15 31.74 32.34

10 1.40 29.52 30.01 29.88 31.82

Avg. 1.45 30.53 30.94 30.58 32.14

Max 1.60 32.70 32.15 32.42 33.10

Min 1.25 29.03 29.42 29.23 29.76

expected to reduce the adverse effects of the congested links by exploiting the path diver-

sity and improve the average quality over shortest-path streaming. However, despite the

enhanced path-diversity capability in runs #9 and #10, maximally link-disjoint path and

redundant-path streaming are still not able to provide the steady performance of optimal

multi-path streaming. Hence, we conclude that minimizing the dependency between the

paths without considering their characteristics does not necessarily result in the maximal

streaming quality.

Based on our simulations, we cannot conclude whether maximally link-disjoint path

streaming is superior to redundant-path streaming, or not. Generally speaking, redundant-

path streaming performs better when the shortest path is not heavily congested. If the short-

est path is exposed to bursty losses or long delays, maximally link-disjoint path streaming

delivers a better quality of video.

Interestingly, in run #2 for all three test sequences, it is observed that the video quality

suffers in all four streaming methods. By examining the link attributes, we identify the cause

as being a heavy congestion on the link over which the server’s stub domain is connected
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Figure 15: Average PSNRs for different streaming methods for the Table Tennis se-
quence.
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Figure 16: Average PSNRs for different streaming methods for the Football sequence.

to its transit domain. The poor video quality is inevitable since all streams have no choice

other than to be routed over the same congested link. Obviously, path diversity becomes

less effective when the congestion causes simultaneous losses on both descriptions.

Another interesting result is the variation of the individual frame PSNRs. The plots in

Figures 18 - 20 compare the PSNR values for a set of 150 frames for the videos obtained

from different streaming methods. These illustrative plots are extracted from run #3 for the

Table Tennis sequence. Figure 18 shows that the quality of the SD encoded video suffers

from bursty losses and the subsequent error propagation. The resulting wide fluctuations

further degrade the perceptual quality. Similarly, the maximally link-disjoint path and

redundant-path streaming methods also degrade the quality because of the late and lost

packets, but to a lesser extent, as depicted in Figures 19 and 20, respectively. However, the

video quality slightly deviates from its average value for optimal multi-path streaming unless
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Figure 17: Average PSNRs for different streaming methods for the Paris sequence.

both descriptions are lost simultaneously. This feature delivers a more stable streaming

quality to the client.
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Figure 18: Variation of the frame PSNRs for the shortest-path and optimal multi-path
streaming methods for the Table Tennis sequence.

As a final remark, we observed the tendency of multi-path routing to load balancing

throughout the simulations. Although we did not analyze the resource usage quantitatively

in this study, we observed that multi-path routing helps load balancing, which in turn

results in better resource utilization. Rather than overloading the shortest path, the total

load is shared between different paths.

2.6 Conclusions

In this study, we first developed models for multi-path streaming and verified the validity of

these models through extensive simulations based on Internet topologies and traffic charac-

teristics. Second, we proposed an optimal multi-path selection method for MD streaming.
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Figure 19: Variation of the frame PSNRs for the maximally link-disjoint path and optimal
multi-path streaming methods for the Table Tennis sequence.
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Figure 20: Variation of the frame PSNRs for the redundant-path and optimal multi-path
streaming methods for the Table Tennis sequence.

This application-aware method yields the maximal video quality at the client by evaluating

the application requirements and network conditions. The simulations with several test se-

quences show that the optimal multi-path selection attains a considerable amount of quality

improvement over the previously-proposed path selection methods. On the implementation

side, we carry out MD streaming with the use of an overlay infrastructure. Hence, we do

not advocate any particular routing mechanism in the underlying physical network.

In this study, we paid attention to the two-path case due to its simplicity and efficacy,

however, it is straightforward to generalize the proposed method to more than two paths

at the expense of increased computational complexity. Moreover, the framework can be

adapted to other streaming media such as audio and 3-D graphics by incorporating their

respective distortion models.
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CHAPTER III

HIGH-RESOLUTION VIDEO STREAMING TECHNIQUES

IN MESH-NETWORKED HOMES

Wireless mesh systems offer several advantages for emerging high-bandwidth networks be-

cause of their cooperative routing capabilities. In this study, we consider the potential

benefits of using wireless meshes within residential networks for applications that require

high bandwidth and low latency. In particular, we consider high-bitrate video transmis-

sion inside a mesh-networked home. To quantify our findings, we present experimental

results obtained from a high-resolution video streaming application. Our experiments in-

volve single-hop, multi-hop, single-path and multi-path transmission methods, and two

types of video-encoding techniques, namely single description coding and multiple descrip-

tion coding. In the light of our results, we discuss the pros and cons of each streaming

method.

3.1 Introduction†

Wireless mesh networks (WMNs) are ad hoc networks in the general form of a full or

partial mesh topology. A fundamental feature of a WMN is that the mesh nodes can relay

a connection to any other node within their ranges. In other words, a mesh node operates

not only as an end-point but also as a router that forwards packets belonging to other

nodes that cannot directly transmit their packets to their destinations. Generally speaking,

there are two types of nodes in a WMN: mesh routers and mesh clients. Mesh routers

have minimal mobility and form the backbone of the network. In addition to routing,

these nodes provide network access for both mesh and conventional clients, e.g., desktops,

laptops, PDAs and PocketPCs, by bridging connections over multiple wireless interfaces. In

contrary, mesh clients do not possess bridging and gateway functionalities, although they

†Parts of this chapter were previously published in [106].
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may still perform routing.

A WMN is dynamically self-organized and self-configured, with the nodes in the network

automatically establishing and maintaining mesh connectivity among themselves. Similar

to the overlay networks in the Internet, a mesh network offers multiple redundant communi-

cation paths throughout the topology. If one link fails for any reason such as node failure or

strong RF interference, messages are routed through alternative paths. If there are mobile

nodes inside a WMN, they can change their positions over time to improve the connectivity

of the network. In this sense, WMNs are self-forming and self-healing networks. Another

important feature is that WMNs are decentralized, i.e., there is no central control unit.

Advantages of WMNs include rapid deployment due to simplified installation and con-

figuration, flexibility, fault tolerance, low upfront costs due to minimal cabling needs, easy

network maintenance, and adaptability. These advantages enable many new application

areas in broadband home networks, community and neighborhood networks, enterprise net-

works, and metropolitan area networks. In this study, we particularly focus on the WMNs

deployed inside homes. As our target application, we consider high-resolution video trans-

mission over wireless links, which, from a consumer point of view, will be one of the most

influential developments in the home entertainment market. We can presumably expect

that the proliferation of high-quality video systems such as the high-definition television

(HDTV) and next generation DVDs, will be further boosted by a technology that will en-

able the consumers to transmit these videos to anywhere inside their homes over the air.

Not far in the future, the range of high-bandwidth WMNs will be beyond residential areas.

For a discussion on the experiences from a pilot metropolitan mesh network, see [107].

With various physical-layer technologies, and medium access control (MAC) and routing

protocols available today, deploying a WMN is not too difficult. However, it is quite chal-

lenging to make all the mesh components cooperate together and work seamlessly. Without

taking into account the unique characteristics of mesh networking and developing specific

protocols, the success of WMNs will be limited. Ongoing research efforts indicate that all

existing protocols from the application layer to the physical layer require enhancements, if

not a total re-engineering from scratch [108]. Cross-layer integration is also an important
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issue for WMNs. Given that multiple data and media flows coexist in a WMN with different

QoS requirements, it is a difficult task to allocate the available resources to the individual

connections. Transport-layer protocols such as TCP and UDP, and routing protocols such

as dynamic source routing (DSR) [109] have to adapt themselves to topology and link-

quality changes. Topology/link monitoring and coordination among the mesh nodes can be

accomplished by using Jini [110], universal plug and play (UPnP) [111] and other link-level

schemes [108, 112]1.

Having given a brief introduction to WMNs, we continue our discussion with the details

of the application scenario and methodology adopted in this study in Section 3.2. In Sec-

tions 3.3 and 3.4, we present several results obtained from single-path and multi-path video

streaming experiments, respectively. We conclude the chapter in Section 3.5.

3.2 Residential Applications

A promising application of WMNs is wireless broadband home networking. Currently, ma-

jority of the broadband home networks are realized through IEEE 802.11x WLANs, where

802.11x-capable clients are interconnected by the help of a single router, which also functions

as a gateway to the Internet. Since there exists only one communication path between any

client pair and each of these paths goes through the same router, the scalability is severely

limited. The interference at the physical layer and the contention at the MAC layer limit

the maximum throughput achievable by a single flow. Hence, bandwidth-intensive applica-

tions can be hardly supported. In contrast, if all network-capable devices are interconnected

with each other through multiple mesh routers, the resulting mesh network provides more

flexible and robust paths between the clients, and increases the end-to-end throughput. An

example of a wireless mesh home network is shown in Figure 21.

1Universal plug and play (UPnP) is a set of protocols developed for allowing devices to connect seamlessly

and simplifying the implementation of data sharing, communications, and entertainment in home networks

and corporate environments.
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Figure 21: A wireless mesh home network.

3.2.1 HDTV Video Transmission

HDTV is a digital television standard that offers high-resolution, superior video and sound

distribution via satellite, terrestrial and cable TV systems. Although there are several

different recommendations for HDTV video signal format, transmission of a single HDTV

stream often requires a bandwidth larger than 10 Mbps. This high-bandwidth requirement

renders HDTV streaming applications almost impractical over existing Internet links, how-

ever, it is not as difficult over mesh-networked homes as we today have the technologies

that can physically accommodate such demanding applications. Note that in addition to

broadcast HDTV, end-users can also stream high-resolution videos from other sources such

as DVD players, PVRs and computers, and play them on an HDTV-capable display.

3.2.2 Methodology

In order to conduct a performance analysis of different streaming methods in wireless mesh

networks, we generated a six-node mesh topology inside an office of 1,800 sq. ft. Each node

was fixed during the experiments and located such that it sustained a good channel quality

over 802.11a links with at least two other nodes in the network. A sketch of our topology

is given in Figure 22, where we have a video source node, a destination (e.g., display) node

and four intermediate relay nodes.

We developed a server/client application suite for streaming high-resolution pre-encoded

video sequences over UDP. We encoded the test sequence Soccer (4CIF, 704× 576 pixels)
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with a standard MPEG-2 encoder (TM5 [85]) at a bitrate of 10 Mbps and a frame rate of

30 frames per second. Each GOP consisted of one I-frame, four P-frames and 10 B-frames.

The encoded stream had an average frame quality of 38.9 dB. The test sequence consisted

of 300 frames, however, we played the same sequence 10 times to get a 100-second video

that corresponded to over 85,000 IP packets. Note that at the physical layer, 802.11a has

a peak rate of 54 Mbps, however, this rate can degrade significantly due to the potential

interference from other sources operating at the same frequency. In addition, the bursty

nature of many video sources can further degrade the channel utilization. Hence, although

the network can theoretically sustain higher transmission rates, we are still challenged to

transmit video sequences at 10 Mbps.

Video

Source

Display

1
N

2
N

3
N

4
N

Figure 22: Experimental 802.11a mesh topology.

3.3 Single-Path Streaming

In this section, we study video transmission over a single path. Due to their mesh structure,

mesh nodes potentially offer several different paths between a node pair. For example, in

Figure 22, a path between the video source and display can be established via nodes N1

and N2. Another one can be established via nodes N3 and N4. We will refer to these

paths as Path-1 and Path-2, respectively. The performance of each path depends on the

quality of the channels between the nodes making up the path. In Figure 23, the delay

distributions of the packets that are transmitted over each path are plotted. In addition,

we also plot the delay distribution corresponding to the single-hop path between the video

source and display. That is, the source transmits the video packets directly to the display
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node without relaying over any other node. Although this might initially seem a better

transmission scheme, as it actually avoids relaying delays, the results in Figure 23 suggest

that the single-hop path is subject to a larger amount of channel interruptions due to

its increased range. The resulting increased packet delays inevitably disturb the video

quality under small playout-delay requirements. This experiment is an example where using

multi-hop transmission performs better than single-hop transmission. In fact, wireless mesh

nodes exploit this feature to enable higher throughput and reduced latency for bandwidth-

demanding applications [108].

Due to the interference at the physical layer, some packets will not go through in their

first transmission attempt at the MAC layer. Fortunately, 802.11a MAC recovers most

of these packets by doing retransmissions. Although this behavior reduces the effective

packet loss rate as seen from the application layer, recovered packets may experience large

delays (up to several hundreds of milliseconds) since the transmitter backs off exponentially

after each retransmission. If the application cannot tolerate such late packets, they will be

considered as lost. Note that despite the retransmissions at the MAC layer, some packets

may still not be delivered to the other end, if the maximum retransmission limit is reached.

In our experiments, we observed that less than 1% of the packets failed after 16 transmission

attempts. If desired, higher-layer error-control/protection methods can be used to recover

these packets at the expense of increased delay.
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Figure 23: Delay distributions for the packets transmitted over multi-hop and single-hop
paths.
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An interesting observation in Figure 23 is that Path-2 performs significantly better than

Path-1, when the video application adopts a playout delay of 200 ms or less, since Path-1

goes through a larger number of obstacles. This disparity brings the following question

to the fore: “How can we determine the path that will deliver the highest video quality?”

Given the highly dynamic nature of wireless channels, it is often difficult to determine which

path will perform better at a given time.

Two common approaches to base the path selection/switching decision are to (i) ac-

tively probe the channels, and (ii) passively collect channel statistics via monitoring. After

evaluating the information gathered from the measurements, a proper path selection and

switching (if necessary) can be made. For example, consider Figure 24 where we plot the

packet delay traces for Path-1 and Path-2. Suppose that we seek the path that delivers

the most packets within 200 ms. Since Path-2 statistically delivers more packets on time

compared to Path-1, we easily decide to stream the video packets over Path-2. However,

Figure 24 shows that Path-1 delivered some packets, e.g., packets #3235, #3238 and #3293,

within 200 ms, which actually could not be delivered on time by Path-2. In other words,

Path-2 has a higher on-time delivery rate on the average, but Path-1 may still deliver some

packets on time that are not delivered by Path-2.
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Figure 24: Packet delays observed from two different paths.

Although channel interruptions of long durations can be easily identified via channel

probing or passive measurements, detecting the short ones is not as trivial. By the time the

54



feedback/status information is received, the validity of this information may have already

expired, and it would be unprofitable to take an action, e.g., switch to another path. A

particularly useful technique to overcome the shortfalls of single-path streaming is to utilize

multiple paths between the end-points. In the next section, we study multi-path video

transmission in two different scenarios.

3.4 Multi-Hop Multi-Path Streaming

As we discussed in Chapter 2, exploiting path diversity can be an effective technique to

provide robustness and improved reliability against the network congestions in the Internet.

In low-delay favoring applications, the availability of a secondary path becomes particularly

useful for maintaining a continuous video, when the primary path fails or performs poorly.

With the same motivation, multi-path video transmission can be applied to wireless mesh

networks. Actually, the existence of a mesh topology and the ability of source routing are

two enabling factors for the multi-path transmission in mesh networks.

Based on Figure 23, we quantify that under the requirement of a playout delay of 200 ms,

Path-1 and Path-2 have an on-time delivery rate of 93.5% and 97.0%, respectively. Majority

of the remaining packets are late for decoding. These packets cause a buffer underrun at

the receiver, and consequently, the decoder freezes the video. Moreover, Figure 24 shows

that some packets are delivered on time only by Path-1 and some others only by Path-

2. Thus, if we simultaneously send each packet over both paths, the number of on-time

packets can be increased. In doing so, we actually achieve an on-time delivery rate of 98.0%,

which corresponds to 4.5% and 1% improvement over streaming over only Path-1 and only

Path-2, respectively, as shown in Figure 25. Although duplicate-packet transmission leads

to a bandwidth waste and potentially harms other flows in the network, its use can be

still justified in mesh-networked homes because of the following two reasons: First, home

networks are private networks. The residents have the full ownership and control over all

network resources. These resources can be exploited to the maximum extent to satisfy the

QoS requirements of the users. Second, with the introduction of recent advances in wireless

technologies such as the ultra wideband systems, the bandwidth will be less of an issue,
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and mesh-networked homes will soon offer large bandwidths that can sustain multiple video

flows along with several other data flows.
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Figure 25: Delay distributions for the packets transmitted over single and multiple paths.

Nevertheless, in some legacy mesh networks where the bandwidth is a scarce resource,

duplicate-packet transmission capability can be limited. In that case, we can exploit the

advantages of multi-path transmission by distributing the video packets among different

paths while keeping the total transmission rate unchanged with respect to the single-path

transmission. To this effect, an elegant approach is to encode the source video with a

multiple description (MD) encoder [42] and generate multiple independently-decodable de-

scriptions. Each of these descriptions individually produces a basic quality of video. With

additional description(s), the quality is refined via joint decoding. An important feature

of MD decoders is that the successful reception of at least one description suffices for a

continual decoding operation.

As discussed in Section 2.2, there are several ways for generating multiple descriptions.

A straightforward method is time-domain partitioning [43], which separates the even and

odd-numbered video frames into two groups, and encodes them individually to produce two

descriptions. This method is naturally suitable for balanced mode of MD coding (B-MD),

where each description is encoded at the same bitrate. However, if there is a substantial

performance difference between the paths, the sender may opt to encode the descriptions at

unequal bitrates. This is called unbalanced mode of MD coding (UB-MD). Recall that the
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single description (SD) encoded Soccer sequence had an average frame quality of 38.9 dB.

The average frame quality drops to 37.8 dB in case of a B-MD encoder. The 1.1 dB

reduction stems from the fact that the Soccer sequence exhibits large temporal variation,

and the correlation between every other frame in the MD encoded video is less than that

between every frame in the SD encoded video. We present our experimental results for SD

and MD video transmission in Figure 26, where we plot the average video quality in terms

of the peak signal-to-noise ratio (PSNR) measure on the luminance (Y) channel against the

playout delay. We elaborate on the results next.
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Figure 26: Average PSNR variation with the playout delay.

Our first observation is the rapid increase in the number of late packets when a playout

delay shorter than 200 ms is required. Under a delay requirement of 100 ms, both UB-MD

and B-MD encoded videos achieve a higher (but still not pleasing) video quality than all

three SD encoded videos because of the better error-concealment capability of the multiple

descriptions. In addition, UB-MD encoded video outperforms its B-MD counterpart by

2.2 dB as the latter one is disturbed by the inferior performance of Path-1 to a larger

extent. In case of playout delays of 150 and 200 ms, both Path-1 and Path-2 deliver more

packets on time. Yet, existing shortfall of Path-1 causes the B-MD encoded video to produce

0.6 - 2.0 dB lower quality than the SD encoded video streamed over Path-2, although the

UB-MD encoded video still outperforms the SD encoded videos streamed over Path-1 and

Path-2 by 5.0 - 13.8 dB and 0.2 - 0.8 dB, respectively. When we increase the playout delay
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beyond 250 ms, both paths perform sufficiently well. Consequently, UB-MD coding loses

its advantage over SD coding. At the same time, B-MD encoded video closes the gap with

the SD encoded video and produces an equal quality of video.

Not surprisingly, duplicate-packet transmission delivers the highest quality of video at

the expense of doubling the consumed bandwidth. In all cases except when the playout

delay is shorter than 200 ms, duplicate-packet transmission offers a decent video quality

(within 2 dB of the original video quality), without employing any high-layer error con-

trol/protection method.

3.5 Conclusions

In this study, we explored different methods for transmitting high-resolution video streams

inside a mesh-networked home. By building a six-node network, we investigated the poten-

tial of each method. Namely, we compared single-path streaming with multi-path streaming,

and single description coding with multiple description coding. Generally speaking, exploit-

ing path diversity with either single or multiple description coding provides higher quality

and more reliable video. Our experiments showed that the achieved video quality heavily

depended on the path(s) over which the video packets were streamed. In parallel to the

results presented in Chapter 2, it is clear that a proper path selection/switching is critical

to the success of video transmission in mesh networks.
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CHAPTER IV

IMPROVING VIDEO-ON-DEMAND OVER IP EXPERIENCE

IN MULTI-SOURCE NETWORKS

In this chapter, we study the simultaneous streaming of packetized video from multiple

servers to a single client over an IP network. We explore the problem of multi-server

streaming in two parts:

• In the first part, we do not limit ourselves to a particular video-encoding scheme.

We derive a generalized framework and develop a client-driven rate-distortion opti-

mal packet scheduling algorithm that decides which packets to be requested from

which servers at a given request opportunity such that the rendered video quality

at the client is maximized while the rate constraints dictated by the flow, window

and congestion control mechanisms are satisfied for each server. With simulation re-

sults, we demonstrate the advantages of multi-server streaming and show that our

packet scheduling algorithm achieves a higher video quality compared to optimized

single-server streaming.

• In the second part, we discuss how the problem of rate-distortion optimized multi-

server streaming evolves with the choice of a special video-encoding scheme and illus-

trate how this new problem can be solved by using media-processing methods.

4.1 Introduction†

True video-on-demand (VoD) has long been thought of as the ultimate consumer video

application. Currently deployed technologies, such as near video-on-demand (n-VoD), have

left consumers with few content choices and without the interactivity necessary to allow the

content providers to exploit all the potential in this market1. Similarly, VoD over IP and IP

†Parts of this chapter were previously published in [113, 114].
1n-VoD allows the clients to select and view a movie scheduled for a given time. It enables operators to

increase their revenue while keeping the bandwidth requirements low.
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television (IPTV) could not scale to a point to be of interest to consumers because of the

perpetual lack of a stable bandwidth. Unavoidably, the fluctuating bandwidths resulting

from network congestions in IP networks disturb the continuity of the delivered video. This

problem restricts the content providers to low encoding rates, which are not high enough

to support the picture quality they want to deliver. Moreover, these low rates also do not

fully utilize the capacity of broadband subscribers.

As a design feature, VoD networks are generally equipped with several video servers at

a location, each of which is synchronized with the same content. This ensures that if a

primary server fails, a secondary backup server automatically substitutes for the primary

one. A more practical approach, on the other hand, is to deploy content servers at different

locations inside the network. In addition to being a failure-recovery solution, this type of

content replication can be an efficient and effective method to reduce the adverse impact

of network congestion. For example, content delivery networks (CDNs) are used to deliver

the content on behalf of the origin content servers by utilizing caches at points close to end-

users. In doing so, CDNs increase the robustness and reliability of the service. However,

clients are still served by a single server within the CDN. Unfortunately, in a streaming

scenario, no matter how well it is optimized, the service of a single server may still suffer

from inevitable intermittent congestions, and server or link failures. One way to maintain

a good level of service quality is to exploit the potential benefits of using multiple servers

concurrently. Multi-server support virtually eliminates the large buffering delays, allows

instant-on/always-on playback and instantaneous channel changes, and reduces the number

and duration of the interruptions. Since the required infrastructure and the content servers

are already deployed, we believe that this solution will be readily applicable in supporting

the desired QoS for VoD services.

To deal with the scalability and fairness issues, multi-server streaming requires a protocol

that manages the servers simultaneously. Let us crystalize this point on a VoD system with

one client and two servers, where the client explicitly sends request packets to the servers

asking them to send particular video packets. Note that VoD systems require minimal pre-

buffering at the client side to support full interactivity between the client and VoD servers,
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and enable the VCR-like functionalities such as fast forwarding and rewinding. In the most

straightforward case, the client may request every packet from each server. Subsequently,

two copies of each packet are introduced into the network, making an inefficient use of the

available resources. This approach explicitly attempts to improve the expected streaming

quality at the expense of an increased rate. A more conservative approach would be to

distribute the packets evenly among the servers to keep the total consumed rate equal to

that of a single-server streaming system. In this case, the achieved quality depends on the

loss and delay characteristics of the paths between the servers and the client. Yet, another

approach might be to request the packets whose decoding deadlines are approximately

within one round-trip time duration from both servers to maximize their chances of being

received on time, to request those packets whose decoding deadlines are in the distant future

from only one server, and not to send any request at all for the packets whose decoding

deadlines have almost passed. These scenarios plainly present a rate-distortion trade-off,

and this trade-off has to managed optimally by the client. Generally speaking, with multi-

server support one can achieve high aggregated streaming rates. However, it is imperative

to comply with the imposed rate constraints so that multi-server streaming does not impair

other network-friendly flows.

Although the use of multiple servers has long been studied and exploited for data appli-

cations [115, 116], it has only found interest recently in real-time video streaming. To this

end, the most closely related works are [62, 117]. These studies propose network-friendly

algorithms for distributed video streaming. In [117], an MD-FEC (multiple description cod-

ing through forward error correction codes) encoding framework is used to achieve a target

quality with the minimum bandwidth usage. In [62], the authors apply a rate allocation

algorithm to determine the rate for each server, and a packet partition algorithm to ensure

that no packet is sent by more than one server. These algorithms, in conjunction with FEC,

try to minimize the probability of lost and late packets. Although both [62, 117] use the

idea of utilizing multiple servers for video streaming, our work substantially furthers these

studies in several aspects.

The rest of the chapter consists of two main sections. In Section 4.2, we develop a
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generalized rate-distortion optimal packet scheduling algorithm for single description video

streaming in a multi-server environment and analyze its performance. With simulation re-

sults, we show that multi-server single description streaming achieves a higher video quality

compared to optimized single-server streaming. In Section 4.3, we illustrate how a special

video-encoding scheme can be incorporated into the rate-distortion optimization. In partic-

ular, we consider rate-distortion optimized multiple description video streaming where each

description is streamed from a different server. We compare the performance of optimized

multi-server multiple description streaming to that of its non-optimized counterpart. Our

analysis shows that the former can still deliver a good quality of video, while the latter

cannot, when the network paths leading to the client share the same bottleneck link. We

conclude the chapter in Section 4.4.

4.2 Multi-Server Single Description Video Streaming

4.2.1 The Problem and Definitions

Consider the streaming system sketched in Figure 27, where there are one client and two

servers, which are denoted by S1 and S2. Suppose that the encoded video is packetized into

video packets, and these packets are replicated at both servers. In this system, the client

determines the order in which it will request the video packets from the servers at given

request opportunities. The servers are completely passive in this scheduling process, and

they merely respond to the client’s requests. In doing so, no extra burden is imposed on

the servers.

We refer to the paths from each server to the client and the paths from the client to the

servers as forward and backward paths, respectively. Experimental studies on the Internet

video traffic [7, 99] show that the packet loss events occur in bursts. To capture this temporal

dependency between the packet losses, we adopt the well-known two-state Markovian loss

model [98, 99], where states NC and C represent the non-congested and congested states,

respectively. The delay that a packet experiences is also correlated to the congestion level

on the path. The more congested the network becomes, the longer the delays experienced

by the packets. Illustrative sketches of the delay characteristics for states NC and C of
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Figure 27: An illustration of a multi-server VoD streaming system.

the forward path are shown in Figure 28 [7]. Since a loss event might be perceived as the

packet is delayed infinitely, it is convenient to indicate the packet loss rates, denoted by ǫNC

and ǫC, as impulses at the infinity on the density functions. For the sake of the simplicity,

we assume that the path does not change its state once the transmission starts. Hence, it

follows that the cumulative distribution of the forward-trip time (FTT) for any path state

can be given by

P{FTT ≤ τ} =

∫ τ

0

(
1 − ǫ{NC,C}

)
p{NC,C}(t)dt, (20)

and its complement can be given by

P{FTT > τ} = ǫ{NC,C} +

∫ ∞

τ

(
1 − ǫ{NC,C}

)
p{NC,C}(t)dt. (21)

Similar expressions can also be derived for the backward-trip time (BTT), and the distri-

bution of the round-trip time (RTT) can be computed by convolving the distributions of

FTT and BTT. Throughout our presentation, we use k as a superscript to indicate the

path parameters associated with server Sk. Although there have been studies that modeled

the packet delay distributions [7, 101], we will not assume a specific distribution during our

analysis. However, we will use some of these models in our simulations.
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Figure 28: Delay distributions for states NC (a) and C (b) of the forward path.

We start our analysis by introducing three properties associated with each video packet.

For video packet l, we denote the packet size (in bytes), importance and decoding deadline

by Bl, ∆dl and tD,l, respectively. ∆dl is a measure of the amount by which the distortion

decreases when the client decodes packet l by its decoding deadline. Generally, in a client-

driven system, Bl and ∆dl are unknown to the client. Nonetheless, the servers can convey

this information to the client by using the Session Initiation Protocol (SIP) [118] before the

streaming session starts.

Before we get into the details, let us first define the terms of rate and distortion. Rate

is the expected cost of streaming the entire video, which equals the sum of the costs of

all video packets transmitted2. Distortion refers to the expected distortion incurred in the

entire video stream. As mentioned above, this distortion decreases by ∆dl when video

packet l is decoded by its decoding deadline.

Consider a single video packet. Under the request policy π, the cost per byte for this

packet is denoted by ρ(π), and ǫ(π) is the measure of the distortion incurred if this packet

cannot be decoded on time. Our goal is to identify the request policy that minimizes

the Lagrangian ǫ(π) + λρ(π). In this minimization, by adjusting λ, we find the request

policy that achieves the minimum distortion for a given ρ. In practice, the rate is generally

given as a constraint for each server. Hence, we seek the particular request policy for each

2There is also a cost associated with sending the request packets. Although this cost does not directly

count towards the streaming rate, we have to ensure that it conforms with the rate constraints, if any, on

the backward paths.
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server under the set of such constraints. Before focusing on streaming the entire video, we

first study the transmission of a single packet to understand the dynamics involved in our

problem.

4.2.2 Scheduling Algorithm for a Single Video Packet

Let t0, t1, ..., tN−1 be N discrete request opportunities at which the client can send request

packet(s), and let tD be the decoding deadline for the target video packet. Suppose that

ak
0, a

k
1, ..., a

k
N−1 represents a request pattern, where ak

i = 1 if a request packet is sent to

server Sk at time ti, and ak
i = 0 otherwise. Any set of ak

i defines a request policy. Since this

is a client-driven system, the server (re)transmits the same video packet as a result of each

successfully-received request. Hence, assuming that the client cancels any further request

upon receiving the video packet, for any request policy π, the expected cost (per byte) for

server Sk is given by

ρk =
∑

i:ak
i =1

φ(i) × P
{

BTTk <∞
}
, (22)

where φ(i) is the probability that the requested video packet has not been received by time

ti. One can compute φ(i) from

φ(i) =
∏

j≤i

∏

k:ak
j =1

P
{

RTTk > ti − tj

}
. (23)

Subsequently, the probability of not receiving packet l before its decoding deadline equals

θ = φ
(
i : ti = tD

)
. (24)

Finally, the expected distortion can be expressed as

ǫ = θ × ∆d. (25)

It is straightforward to compute (22) and (25) for any request policy π, and select the

request policy that minimizes (25) for the given constraints on ρk. However, for large

N , evaluating the expected cost and distortion of every possible policy can be intractable.

Hence, at this point we use a Markov decision process (MDP) framework [119]. In Figure 29,

we show the decision tree for the MDP used in our problem. On this tree, a request policy
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(π) represents the set of actions taken at each state. At the initial state (q0), the client

has four possible action choices, e.g., requesting or not requesting from either of the two

servers. We denote the actions taken by the client at time ti by ai = [a1
i a

2
i ]. Just before

taking a new action at the next request opportunity, say ti+1, the client may or may not

have received the requested packet. This observation is represented by oi. oi = 1 indicates

the reception of the video packet, and consequently, the process enters a final state. In

contrast, if the video packet is not received by time ti+1, oi = 0 in this case, the client again

chooses one of the four possible actions.
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Figure 29: Decision tree for the MDP for two-server streaming system. Final states are
indicated with filled circles. Infeasible actions, observations and states are gray-colored.

Let us denote the state at time ti by qi. The sequence of the visited states under a request

policy forms a path in the tree, and state qi+1 is totally characterized by the actions and

observations up to time ti+1. Consequently, we can give the state transition probabilities

as

P
(
qi+1|qi,ai

)
=





ψ, if oi = 0;

1 − ψ, if oi = 1,

(26)
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where ψ is the probability that no video packet will be received by time ti+1 given that no

video packet has arrived by time ti. Hence, we have

ψ =
∏

j≤i

∏

k:ak
j =1

P
{

RTTk > ti+1 − tj |RTTk > ti − tj

}
. (27)

Indeed, following the request policy π forms a Markov chain whose state transition proba-

bilities are given by

Pπ

(
qi+1|qi

)
≡ P

(
qi+1|qi,ai

)
. (28)

There can be several feasible outcomes of this particular request policy through the Markov

chain. Let q = (q0, q1, ..., qF−1) be one of the feasible paths with length F . Note that, we

have oi = 0 for i < F − 1 on q. By the Markovian property, it is straightforward to show

Pπ(q) =
F−1∏

i=0

Pπ

(
qi+1|qi

)
. (29)

The corresponding cost of transmitting the video packets for server Sk on path q is given

by

ρk
π(q) =

F−1∑

i:ak
i =1

P
{

BTTk <∞
}
. (30)

Finally, if the video packet is received on path q, i.e., if oF−1 = 1, the distortion becomes

zero. Otherwise, the distortion is equal to ∆d. That is,

ǫπ(q) =





0, if oF−1 = 1;

∆d, ow.

(31)

Given ρk
π(q) and ǫπ(q), we can compute the expected cost (per byte) and distortion over

all realizations of q for request policy π as follows:

ρk(π) ≡
∑

q

Pπ(q)ρk
π(q) and ǫ(π) ≡

∑

q

Pπ(q) ǫπ(q). (32)

One can compute ρk(π) and ǫ(π) for any request policy by using (32). However, it would

not be feasible to enumerate the pairs of
{
ρk(π), ǫ(π)

}
for all policies and select the one

that minimizes the Lagrangian j(π) = ǫ(π) +
∑

k λ
kρk(π). Instead, we can express j(π) as

j(π) =
∑

q

Pπ(q)jπ(q), (33)
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where jπ(q) ≡ ǫπ(q) +
∑

k λ
kρk

π(q), and minimize it with dynamic programming. To do so,

we need to define jπ(q) for the incomplete paths as well. The expected Lagrangian for all

paths through qi can be written as

jπ(qi) =





ǫπ(q) +
∑

k λ
kρk

π(q), if qi is final in q, i.e., i = F ;

∑
qi+1

P
(
qi+1|qi,ai

)
jπ(qi+1), ow.

(34)

By induction, one can show that j∗(qi) ≤ jπ(qi) for all qi and π, where

π∗(qi) = arg min
a

∑

qi+1

P
(
qi+1|qi,a

)
j∗(qi+1), (35)

for all non-final states qi. With (34) and (35), it is straightforward to minimize (33) under

the rate constraint given for each server.

To compare the rate-distortion performance of the single and two-server streaming sys-

tems, we plot the normalized distortion, i.e., θ, against the expected cost in Figure 30 for

every possible request policy that can be adopted for a single video packet. In producing

these plots, we used 100 ms, 100 ms and 350 ms for the mean FTT, mean BTT and playout

delay, respectively. The client had six request opportunities at every 50 ms. The packet

loss rate was set to 10% for each path. When we examine the achievable points on the

rate-distortion plots in Figure 30, we see that the convex hull for the two-server streaming

system is closer to the origin, and the two-server system can attain smaller distortion at the

same cost compared to the single-server streaming system. In other words, the two-server

streaming system can achieve a higher streaming quality under the same rate constraints

provided that the optimal request policy is selected for each server.

4.2.3 Scheduling Algorithm for a Group of Video Packets

In this section, we generalize the same idea to a group of packets. Let G denote this group,

and assume that the client adopts a request policy πl for packet l ∈ G. It follows that the

expected cost for server Sk is computed by

Rk(π) =
∑

l∈G

Blρ
k(πl), (36)
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Figure 30: Normalized rate-distortion plots for the single (a) and two-server streaming
systems (b). The comparison is given in (c).
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where π = (π1, π2, ..., πL) represents the request policy vector for group G. On the other

hand, to express the expected distortion we have to consider the packet interdependencies.

Recall from Section 1.1 that packet l can only be decoded successfully provided that all

video packets to which packet l is referenced are already received and decoded. We use the

notation Al to indicate the ancestors of packet l. Hence, (1− θ(πl))
∏

l′∈Al
(1− θ(πl′)) gives

the probability of being decodable for packet l. If we deduct the distortions of all decodable

packets from the sum of the distortions of all packets in group G, denoted by D0, we get

the expected distortion for group G. That is,

D(π) = D0 −
∑

l∈G

∆dl ×
(
1 − θ(πl)

) ∏

l′∈Al

(
1 − θ(πl′)

)
. (37)

Having specified Rk(π) and D(π), we seek the optimal group request policy vector by

minimizing the Lagrangian

J(π) = D(π) +
∑

k

λkRk(π). (38)

This minimization problem can be solved by using iterative techniques. Interested readers

are referred to [52, 57] for further details.

4.2.4 Simulations and Results

We present 30-minute simulation results to demonstrate the performance bounds of the

single and two-server streaming systems. We used two standard test sequences Table

Tennis (352×240) and Flower Garden (352×240) in our simulations. These sequences

were encoded with a standard MPEG-2 encoder (TM5 [85]), and a GOP structure consisting

of an I-frame and nine P-frames at 30 frames per second. During the simulations, the

frames were displayed after an initial buffering of 500 ms to smooth out the delay jitter.

The frames missing their display deadlines were concealed by the last successfully-displayed

frame. However, the packets arriving after their decoding deadlines were still used to decode

the subsequent predictively-coded frames. For comparison purposes, we provide our results

in terms of the peak signal-to-noise ratio (PSNR) measure on the luminance (Y) channel.

The PSNR value for each simulation was computed by averaging the PSNR values of 54000

individual frames.
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Figure 31 shows that the achievable video quality improves for both systems as the

rate increases. However, the two-server streaming system achieves up to 1.4 dB superior

performance over the single-server streaming system. It is important to note that while the

single-server streaming system has to suffer in the case of heavy congestion, the two-server

streaming system can exploit server diversity and use the less-congested path to maintain

a more stable quality. This way, the two-server streaming system is able to endure long-

lasting congestions. This feature makes multi-server streaming more robust and a good

choice particularly for the low-delay favoring applications.

An important point here is that in producing the results given in Figure 31, we used

two servers such that the resulting forward paths were totally link-disjoint, and the packet

loss events observed on each path were uncorrelated. Not surprisingly, when we tried to

use a set of servers that shared the same bottleneck link on their forward paths, multi-

server streaming lost its edge and performed barely better than single-server streaming. In

the next section, we study multiple description streaming in multi-server environments and

demonstrate its benefits when the forward paths have a common bottleneck link.

4.3 Multi-Server Multiple Description Video Streaming

In the previous section, we introduced the concept of multi-server streaming and showed its

advantages over single-server streaming by simulations. In the theoretical analysis, we have

not limited ourselves to any particular video-encoding scheme, we merely assumed a general

dependency structure among the encoded video packets. In this section, we illustrate how a

special video-encoding scheme can be incorporated into the rate-distortion optimization. In

particular, we consider rate-distortion optimized multiple description video streaming where

each description is streamed from a different server. We start our discussion with a brief

introduction to the error-resiliency features of multiple description streaming in multi-server

environments.

4.3.1 System Overview

The self-reliance of the descriptions provides multiple description (MD) streaming highly-

efficient error-resiliency features. The descriptions deliver a basic quality of video when they
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Figure 31: Comparison of the single and two-server streaming systems for the Table

Tennis (a) and Flower Garden (b) sequences when the forward paths are totally link-
disjoint.

are individually decoded, and each additional description further refines the quality. Hence,

as long as packet losses do not occur simultaneously in multiple descriptions, the client is

guaranteed a continuous video. A conceptually-straightforward way to reduce the chance

of concurrent description losses is to stream the descriptions over diverse paths. With

the path diversity approach, MD streaming has been shown to be effective in combatting

bursty packet losses and the subsequent error propagation among the video frames [43,

75]. However, unless the underlying routing protocol supports some sort of source-routing

functionality, achieving path diversity over a conventional network such as the Internet

requires an additional infrastructure for transmitting the descriptions over diverse routes3.

3See Chapter 2 for further details on MD coding and MD streaming with path diversity.
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A more practical end-to-end approach to imitate path diversity without requiring the

physical network support is to stream the video from different servers. This approach

is referred to as server diversity. As long as the servers are not co-located, streaming

from different servers can offer the advantages of path diversity to the clients. With this

motivation, Apostolopoulos et al. studied MD streaming from multiple servers within a

CDN [76]. The authors investigated the performance of MD streaming for different CDN

topologies and compared it with the performance of single description streaming. Besides

proving the superior performance of MD streaming, their results also showed that the

streaming quality could be improved as a larger number of servers were deployed inside the

network. Intuitively, as more servers became available, the chance of finding diverse servers

increased for the clients.

Clearly, streaming MD video from multiple servers is an effective approach. Nonetheless,

the performance of this approach can be further improved by transmitting the video packets

in a time-sensitive and network-adaptive manner. For this reason, we propose a client-driven

packet scheduling algorithm, which is particularly designed for MD streaming in multi-server

environments. The primary goal of this algorithm is to maximize the streaming quality by

jointly considering the timeliness requirements of the application, dependency structure of

the streamed video, network conditions and error-resiliency features of MD coding.

Suppose that the source video is encoded offline by an MD encoder to produce two

descriptions. The descriptions are packetized into video packets. The packets corresponding

to the first (denoted by l1) and second descriptions (denoted by l2) are served by the servers

S1 and S2, respectively, as depicted in Figure 32. From a networking point of view, there

exists a limit on the transmission rate to keep the consumed bandwidth at a desired level.

For a set of given rate constraints, the intriguing problem is to find the optimal request

policy for each server such that the expected quality rendered at the client is maximized.

We develop an expression to evaluate the expected distortion that will be incurred for a

given request policy. This expression takes into account the packet decoding deadlines and

interdependencies as well as the unique error-resiliency features of the MD encoded video.

For example, if the client receives one of the descriptions corresponding to a video frame,
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Figure 32: An illustration of a two-server multiple description video streaming system.

the client’s tendency to request the other description reduces since its contribution to the

video quality would be less. Instead, the client might prefer requesting a description that

belongs to another video frame.

In the rest of the section, following a similar analysis presented in Section 4.2, we first

solve the problem for a single set of descriptions, and then, formulate the case of multiple

sets of descriptions.

4.3.2 Scheduling Algorithm for a Single Set of Descriptions

Let t0, t1, ..., tN−1 be N discrete request opportunities at which the client can send request

packet(s), and let π = (a0,a1, ...,aN−1) represent a request pattern, where ak
i = 1 if a

request is sent to server Sk asking the kth description at time ti, and ak
i = 0, otherwise.

Suppose that the client adopts the request policy π. Since any further request for a descrip-

tion will be cancelled upon its reception, the expected cost (per byte) for server Sk is given

by

ρk =
∑

i:ak
i =1

φ(i, k) × P
{

BTTk <∞
}
, (39)

where φ(i, k) is the probability that the kth description has not been received by time ti,

and it is given by

φ(i, k) =
∏

j:j≤i;ak
j =1

P
{

RTTk > ti − tj

}
. (40)
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The expected distortion rendered at the client can be computed by considering all pos-

sible cases of the description on-time arrivals. Following a similar approach presented in

Section 2.4, we can write the expected distortion at the client as

ǫ = θ1θ2D0,0 + θ1
(
1 − θ2

)
D0,1 +

(
1 − θ1

)
θ2D1,0 +

(
1 − θ1

)(
1 − θ2

)
D1,1, (41)

where θk is the probability of not receiving the kth description before its decoding deadline,

which is denoted by tkD. θk is given by

θk =
∏

i:ak
i =1

P
{

RTTk > tkD − ti

}
. (42)

The values of the distortion terms, D1,1, D1,0, D0,1 and D0,0, depend on the specific MD

codec used to produce the descriptions. In the sequel, we adopt the time-domain partitioning

method with two descriptions, and borrow the distortion terms derived in Chapter 2.

To evaluate the expected cost and distortion of any request policy, we use a Markov

decision process (MDP) framework similar to the one discussed in Section 4.2.2. The cor-

responding decision tree is built as shown in Figure 33. Starting with the initial state, the

client has four possible action choices at every request opportunity. The actions taken by

the client at time ti are denoted by ai = [a1
i a

2
i ]. Before taking a new action at time ti+1, the

client may or may not have received the requested packet(s). We represent this observation

by oi. oi = [1 1] indicates the reception of both descriptions, and consequently, the process

enters a final state. In contrast, if only one or none of the descriptions are received, the

client again chooses an action.

Let qi denote the state at time ti. Noting that state qi+1 is totally characterized by the

actions and observations up to time ti+1, one can express the state transition probabilities

as

P
(
qi+1|qi,ai

)
=





(1 − ψ1) × (1 − ψ2), if oi = [1 1];

ψ1 × (1 − ψ2), if oi = [0 1];

(1 − ψ1) × ψ2, if oi = [1 0];

ψ1 × ψ2, if oi = [0 0],

(43)
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Figure 33: Decision tree for the MDP for two descriptions. Final states are indicated with
filled circles. Infeasible actions, observations and states are gray-colored.

where ψk is the probability that the kth description will not be received by time ti+1 given

that it has not arrived by time ti. That is,

ψk =
∏

j:j≤i;ak
j =1

P
{

RTTk > ti+1 − tj |RTTk > ti − tj

}
. (44)

Recall that following a particular request policy π forms a Markov chain whose state tran-

sition probabilities are given by

Pπ

(
qi+1|qi

)
≡ P

(
qi+1|qi,ai

)
. (45)

Now, let q = (q0, q1, ..., qF−1) be one of the feasible paths, concluding at a final state, with

length F through this Markov chain. By the Markovian property, it is straightforward to

show that the probability of traversing this path equals

Pπ(q) =
F−1∏

i=0

Pπ

(
qi+1|qi

)
. (46)

The cost for server Sk and the distortion associated with q are given by

ρk
π(q) =

F−1∑

i:ak
i =1

P
{

BTTk <∞
}

(47)
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and

ǫπ(q) =





D1,1, if oF−1 = [1 1];

D0,1, if oF−1 = [0 1];

D1,0, if oF−1 = [1 0];

D0,0, if oF−1 = [0 0],

(48)

respectively. Given ρk
π(q) and ǫπ(q), the expected cost (per byte) and distortion are com-

puted over all realizations of q for request policy π as follows:

ρk(π) ≡
∑

q

Pπ(q) ρk
π(q) and ǫ(π) ≡

∑

q

Pπ(q) ǫπ(q). (49)

With ρk(π) and ǫ(π), we form the Lagrangian j(π) = ǫ(π) +
∑

k λ
kρk(π) and seek the

optimal request policy by minimizing j(π) for the given rate constraints.

4.3.3 Scheduling Algorithm for Multiple Sets of Descriptions

Let us consider a group of frames, denoted by G, to be scheduled by the client. Suppose that

the client adopts a request policy πl for the description set l ∈ G, and let π = (π1, π2, ..., πL)

represent the group request policy for group G. Following a similar analysis presented

in 4.2.3, we compute the expected cost for server Sk from

Rk(π) =
∑

l∈G

Bk
l ρ

k(πl), (50)

and the expected distortion from

D(π) =
∑

l∈G

Pd(l
1)Pd(l

2)D1,1(l) (51)

+
∑

l∈G

(
1 − Pd(l

1)
)
Pd(l

2)D0,1(l)

+
∑

l∈G

Pd(l
1)
(
1 − Pd(l

2)
)
D1,0(l)

+
∑

l∈G

(
1 − Pd(l

1)
)(

1 − Pd(l
2)
)
D0,0(l),

where Pd(l
k) represents the decodability probability of description lk. This probability is

given by

Pd(l
k) =

(
1 − θk(l)

) ∏

l′∈Al


1 −

∏

k

θk(l′)


 . (52)
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Finally, the optimal group request policy is found by minimizing the Lagrangian

J(π) = D(π) +
∑

k

λkRk(π). (53)

4.3.4 Simulations and Results

In this section, we present simulation results to evaluate the performance of the rate-

distortion optimized packet scheduling algorithm. We compare optimized MD streaming

with non-optimized MD streaming, where the descriptions on different servers are requested

sequentially. That is, at each request opportunity the client requests the subsequent packet

for the corresponding description from each server. To this end, we conducted our simula-

tions on two different setups: (i) when the forward paths were totally link-disjoint, hence,

the packet loss events for different descriptions were uncorrelated, and (ii) when the forward

paths shared the point-of-congestion (PoC), hence, the packet loss events were correlated.

This analysis was important for understanding the potential impact of a shared congestion

on the performance of multi-server streaming.

We used two standard test sequences Foreman (352×288) and Football (352×240)

in our simulations. The descriptions were produced by the time-domain partitioning method

with a standard H.264 encoder [120], and a GOP structure consisting of an I-frame and

nine P-frames at 30 frames per second. The rest of the simulation settings were adopted

from Section 4.2.4 except that the interval between the request opportunities was set to

33 ms for the simulations discussed below.

First, consider the PSNR plots given in Figure 34. Naturally, the video quality improves

as the rate increases. However, the rate-distortion optimized MD streaming scheme achieves

up to 0.53 and 0.44 dB superior performance compared to non-optimized MD streaming

for the Foreman and Football sequences, respectively. When we examine the packet

traces, we deduce that the PSNR gain largely stems from the fact that the rate-distortion

optimized packet scheduling algorithm does not request the descriptions belonging to the

same video frame at the same opportunity, rather it requests the ones belonging to different

video frames. This helps the client maintain a good video quality even in the event of a

concurrent description loss.
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Figure 34: Comparison of the non-optimized and rate-distortion optimized MD streaming
systems for the Foreman (a) and Football (b) sequences when the forward paths do not
share the PoC.

Next, consider the plots in Figure 35 that correspond to the case when the forward paths

share the PoC. As shown in [43] and in Chapter 2, MD streaming becomes less error-resilient

when the description losses become more correlated. That is, if both descriptions are

simultaneously lost, the video quality degrades because of the poor picture reconstruction

and the subsequent error propagation. This is also clearly seen when the plots in Figures 34

and 35 are compared. However, it is important that the performance gap between the

optimized and non-optimized streaming schemes increased in Figure 35. Specifically, rate-

distortion optimized MD streaming incurs a relatively smaller performance degradation

(ranging from 0.2 to 0.3 dB) compared to non-optimized MD streaming (ranging from 0.3

to 0.6 dB). The reason is two-fold: First, as discussed above, rate-distortion optimization

refrains from requesting correlated descriptions at the same opportunity. This naturally
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reduces the probability of simultaneous description losses. Second, when a description

belonging to an important frame is inferred to be lost, the rate-distortion optimized packet

scheduling algorithm requests it again instead of requesting a description that belongs to

a less important frame. This way, the number of decodable frames is still kept as large as

possible in spite of the shared PoC. On the other hand, the non-optimized MD streaming

scheme is bound to lose correlated descriptions every time a congestion occurs at the PoC.

This inevitably causes a larger quality degradation at the client.
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Figure 35: Comparison of the non-optimized and rate-distortion optimized MD streaming
systems for the Foreman (a) and Football (b) sequences when the forward paths share
the PoC.

4.4 Conclusions

In this chapter, we presented a generalized packet scheduling algorithm for streaming

on-demand video from multiple servers. This algorithm achieved rate-distortion optimal
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streaming at the client by evaluating the video characteristics, network conditions and

application requirements. Our simulations showed that the clients experienced a more con-

tinuous and higher streaming quality by exploiting the error-resiliency features of server

diversity. We also demonstrated how multiple description coding and multi-server stream-

ing could be combined together and used to deliver a reliable video even when the network

paths leading to the client had their bottleneck links in common.

The algorithms developed in this chapter can also be adapted for the cases where the

client can connect to a single server over multiple networks. For example, a multi-homed

client may have two or more network interfaces connected to different networks in order

to increase its bandwidth and improve the connection reliability. By exploiting multiple

simultaneous connections (each through a different network interface) to a single video

server, this multi-homed client may enjoy the benefits of multi-server streaming and enhance

its video-on-demand experience.
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CHAPTER V

IN-NETWORK SOLUTIONS FOR INTERACTIVE VIDEO SERVICES

While emerging broadband access technologies such as DSL and cable are making multi-

media services feasible and economically attractive for end-users, there still exist several

hurdles in terms of service sustainability and reliability. Unfortunately, without the desired

QoS support, tackling these hurdles with traditional solutions is an insuperably difficult

task. Yet, novel designs that are proven to be useful in various scenarios may easily fail

when the underlying network experiences severe packet loss or delay. Such circumstances

are unavoidable in today’s best-effort Internet and will likely prevail in the near future

as well. A promising approach in satisfying the stringent requirements of delay-intolerant

video applications is to benefit from configurable proxies. In this study, we introduce a ver-

satile proxy-based solution to enhance the performance of such applications running over

networks with large delays. We first propose a methodology that accurately identifies lost

packets in real time. This methodology is then used by the proxy and end-users to improve

the error-control/protection capability of the video applications. By Internet experiments

between the U.S. and Europe, we demonstrate the effectiveness and potential benefits of

the proposed approach.

5.1 Introduction†

The primary role of ubiquitous networking, in particular of the Internet, is to disseminate

information in a timely manner and provide an inexpensive communication platform to its

users. As the access technologies provide high bandwidths at economically-attractive prices

and by the help of the advances in audiovisual signal processing, a larger number of people

are communicating interactively through networks every day. However, despite all the ad-

vances, these technologies have so far not been able to provide the desired reliability. The

†Parts of this chapter were previously published in [121–125].
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reason behind this shortfall is that the service requirements of the emerging conversational

interactive applications differ significantly from those of the conventional data-oriented ap-

plications. Recent studies focused on designing new solutions that were specifically tailored

for the unique features of real-time media. However, without the essential QoS provision-

ing, even these media-aware approaches may struggle, if the network becomes physically

incapable or performs poorly for a prolonged amount of time. In other words, clever design

has its limitations. Such circumstances are unavoidable in today’s best-effort Internet and

will likely prevail in the near future as well.

A particularly useful method to improve the reliability of delay-intolerant video appli-

cations is to utilize proxies. Depending on their types and functionalities, proxies can be

used in different contexts. In this work, we investigate the potential benefits of proxies in

an interactive application for which packet delivery deadlines are stringent. In this class

of applications, dealing with large delay variations for the end-users that are geographi-

cally distant from each other is arduous. Large round-trip delays hinder feedback-based

error-control/protection methods since the validity of the feedback messages are mostly de-

preciated, if not totally useless, by the time they are received. As a result, end-users can

be ineffective in taking the necessary actions against missing packets. In addition, due to

the late feedback reports, end-users will also fail to adapt to the network conditions in a

timely manner, if the network conditions change rapidly.

The network delay between two end-users is determined by the underlying IP routing

mechanisms, over which the end-users do not have any control. If the Internet path between

two end-users has many hops, the end-to-end delay as well as the delay jitter will likely be

large on this path. Consequently, conversational applications may incur interruptions and

perform poorly. A practical way to alleviate these problems is to divide the large network

between the end-users into two or more smaller sub-networks by introducing intermediate

proxies (I-Proxy), as sketched in Figure 36. This partitioning provides two main advantages:

First, each sub-network now includes fewer hops, and hence, has a smaller end-to-end delay

and jitter. This enables the end-users to receive more recent and accurate feedback about the

network conditions, and perform better error control and protection. Second, we can benefit
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from the error-control capabilities of the I-Proxy. Depending on the network configuration,

the potential improvement in the end-to-end video quality can be substantial.

Client A

I-Proxy

Client B

WAN

WAN

Client A Client B

WAN

Figure 36: Illustration of the I-Proxy approach.

Proxies have been around since the early days of the Internet. The main purpose

behind their deployment has been to cache popular files, data or multimedia, at locations

close to the end-users, and reduce the load on the network and content servers. In this

context, several content caching and distribution, server scheduling, and proxy-placement

algorithms have been proposed [126–132]. In their work [130], Hartanto et al. studied

proxy-caching strategies for continuous media in interactive streaming applications. In

particular, they developed caching strategies based on the request patterns for the proxies

connected to the clients via LAN. In [131], the authors studied the problem of minimizing

the bandwidth consumption by jointly optimizing server scheduling and caching strategies.

All these studies utilized proxies for caching and reducing the network load. However, none

of these studies considered using proxies for providing better error control for time-critical

media content. On the other hand, some of the existing messenger services employ systems

similar to the I-Proxy approach. Next, we summarize the similarities and differences1.

Currently, there are several free messenger services offered by different service providers.

Among the popular ones, MSN Messenger requires two clients to talk to each other over

1As these services are proprietary, the following discussion is based on the information collected from

discussion groups and user experiences on the Internet. For more information on these services, visit

http://messenger.msn.com, http://messenger.yahoo.com and http://www.skype.com.
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a direct connection. In Yahoo Messenger, the clients connect to an audio server before

making a call unless a direct connection can be established. Teleconferencing between

multiple parties is also available, where a central audio server hosts the session. Likewise,

Skype relays the calls between two clients over a super node, which is a Skype client with

a public IP address, if the clients cannot connect to each other directly.

In terms of the system configuration, relaying packets over external nodes, e.g., the cen-

tral audio servers in Yahoo Messenger and the super nodes in Skype, has similarities with

relaying packets over an I-Proxy. However, for Yahoo Messenger and Skype, the main moti-

vation in relaying is to enable the voice service for the clients who reside behind non-UPnP-

capable firewalls or NAT devices2,3. For the clients those are behind UPnP-capable devices,

a direct connection can be established through the UDP hole punching technique [133], thus

relaying is not required. In contrast, an I-Proxy offers not only a firewall-traversal solution

but also customizable error-control capabilities that lead to superior audiovisual quality.

The rest of the chapter is organized as follows: In Section 5.2, we provide an overview

of the I-Proxy approach. Sections 5.3 through 5.5 discuss the proposed methods and imple-

mentation issues in detail. Experimental results are presented in Section 5.6. Finally, we

conclude the chapter in Section 5.7.

5.2 Intermediate-Proxy Approach

In this section, we provide two example cases to demonstrate the potential benefits of using

proxies in interactive video applications. Because of its popularity, we choose videotelephony

as our target application. However, it is straightforward to generalize the I-Proxy approach

to other applications such as videoconferencing and distance learning.

Consider a videotelephony session between two end-users that are network-wise far away

from each other, e.g., one resides in U.S. and the other one resides in Europe. Both clients

capture and encode video in real time. After packetizing the video, they transmit the

2UPnP: Universal plug and play. Refer to 3.1 for a detailed description.
3NAT: Network address translation, also known as network masquerading or IP-masquerading. A NAT

device rewrites the source and/or destination addresses of IP packets as they pass through. The goal is to

enable multiple hosts on a private network to access the Internet using a single public IP address.
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video packets to an I-Proxy, and the I-Proxy forwards them to the other end. Mean-

while, the I-Proxy also caches any forwarded packet for a short amount of time. Since the

round-trip delay between such a client pair averages a few hundred milliseconds, the error-

control/protection capability is limited. For the sake of clarity, in the rest of the chapter,

we consider video transmission in one direction, i.e., from the server to the client.

5.2.1 Enabling Retransmission-Based Error-Control Methods

Automatic repeat request (ARQ) is a fundamental error-control method that has been

widely used for reliable data transfer protocols such as TCP. Compared to forward error

correction (FEC), ARQ has a simpler design and generally achieves higher throughput as

long as the channel error rate or packet loss rate is not very high. On the other hand,

ARQ-based error control can be impractical for networks where the extra delay introduced

by the retransmissions is prohibitively large. However, by the help of an I-Proxy, ARQ

may become a feasible approach for error recovery as the application runs over two small

sub-networks rather a single large network.

In packet-switched IP networks, packets experience inevitably variable delay due to

queuing, route changes, packet reordering, etc. To this effect, a client can never be sure, if

a missing packet has been lost or merely delayed. Basically, a packet is assumed to be lost,

if it is not received within an expected time. In that case, as shown in Figure 37, the client

sends a retransmission request to the server. However, the I-Proxy intercepts this request

and immediately retransmits the requested packet to the client, provided that the packet

is available in the cache. The explicit advantage of this early retransmission is the savings

in the recovery time for the missing packet; it avoids unnecessary delays that would be

incurred in case of a retransmission by the server. Less explicitly, the I-Proxy also reduces

the amount of network resources consumed during the retransmission. This approach is

particularly useful when the packets often get lost between the I-Proxy and client, and the

round-trip delay between the I-Proxy and client is relatively smaller. On the other hand,

if the packet is not available in the cache, the retransmission request is conveyed to the

server. The server can do an end-to-end retransmission, if sufficient time exists.
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Figure 37: Early retransmission by the I-Proxy.

There might be some packets that get lost between the server and I-Proxy as well.

Eventually, the client will observe these lost packets and request a retransmission. However,

the I-Proxy can infer any missing packet earlier than the client and subsequently request

a retransmission from the server. The server then retransmits the requested packet and

the I-Proxy forwards it to the client. This proactive approach, called fast retransmission,

avoids unnecessary waiting for the client to identify the missing packets (See Figure 38). In

other words, by the help of the I-Proxy, the server is informed about the missing packets at

an earlier stage, which allows us to take the necessary actions on time. Note that without

an I-Proxy we would have to wait for the client to report the missing packet, and by that

time, it might have been too late for a retransmission attempt because of the insufficient

remaining time to the decoding deadline.

I-ProxyServer Client

1

2

3

4

Figure 38: Fast retransmission by the I-Proxy.

It is worth emphasizing that the early/fast retransmission performed by the I-Proxy

is a strategy between doing a retransmission on an end-to-end and a hop-by-hop basis.

While the I-Proxy cannot deliver the advantages of the latter approach, e.g., faster error

recovery and minimal use of network bandwidth, the chances are it will recover the pack-

ets faster compared to the end-to-end retransmissions, provided that an intelligent proxy

placement/selection is made.
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5.2.2 Fast Intra-Frame Updates

In the research community, there has been a great interest in developing error-resilient video

coding techniques that are useful in reducing the impact of the Internet’s imperfections. Al-

though such techniques provide visual improvements, the reconstruction quality is generally

limited because of the mismatches between the encoder and decoder states. A quick way

to suppress the resulting temporal error propagation is to insert an intra-coded picture,

which can be decoded independently of other pictures. This is particularly useful in video

streams that are encoded without a strict GOP structure. Of course, a swifter insertion of

an intra-coded picture upon the detection of a packet loss, terminates the error propagation

at an earlier time. As discussed above, the I-Proxy can infer missing packets earlier than

the client, and when it does, the server is warned to intra-code the next picture. In doing so,

the delay between the detection of the packet loss and insertion of the intra-coded picture

shortens, which consequently reduces the amount of error propagation. This is illustrated

in Figure 39.

Note that some of the error-control/protection methods that can be employed by the

video applications are not necessarily retransmission-based. However, as a common task,

any of these methods should identify the lost packets as early as possible in order to improve

its performance. In the next section, we investigate this issue and propose a method that

accurately identifies the late/lost packets in real time. In two-way video applications, this

method runs on the end-users and I-Proxy, as all of these entities function both as a server

and client. However, to keep the discussion concrete and focused, we shall refer to one of

the end-users as the server and the other one as the client.

5.3 Detection of Lost Packets

5.3.1 Preliminaries

The Internet is a shared medium; any packet injected into the Internet has to wait for some

time before it is serviced. It therefore experiences a random delay. Because of the finite

buffering capabilities of the intermediate routers and switching devices, it is safe to assume

that a packet is lost if it has not been received or acknowledged within some time after

88



Server

I-Proxy

P P P P P I P P P P

Client
P P P P P I P PP P

Intra

Update

P

(a)

Server

I-Proxy

P P P P P P P P I P

Client
P P P P P P P PP P I

Intra

Update

(b)

Figure 39: Error propagation is suppressed at an earlier stage when the I-Proxy is en-
abled (a) compared to when it is disabled (b).

its transmission. In TCP jargon, this duration is referred to as the retransmission timeout

(RTO). It is vital that the value of the RTO is chosen large enough so that the packets

experiencing long queueing delays do not trigger spurious timeouts. However, adopting an

arbitrarily large RTO is impractical for delay-sensitive multimedia applications. A delayed

retransmission attempt eventually recovers a missing media packet. Yet, the chances are

that the retransmitted packet will be late and useless for decoding at the client side. There-

fore, an RTO estimation method that quickly detects lost packets is imperative for such

applications. Only then can well-timed actions be taken for error control.
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In low-delay video applications, it is a common practice to transmit the video frames

as soon as they are packetized in order to avoid unnecessary delays. However, because of

the efficient predictive-coding techniques that are used in popular video coding standards,

encoded video frames vary in size and potentially produce a different number of packets.

Furthermore, at high bitrates even the smallest video frame may not fit into one packet. If

all the packets belonging to a single frame are transmitted back-to-back, the video traffic

inevitably becomes bursty. Combined with the delay jitter experienced along the path, the

varying nature of the transmission times causes the video packets arrive at the client at

less-predictable times. In this section, we address this problem and propose a burst-aware

RTO estimation method.

The transmission times of the video packets depend on several factors. Namely, the

number of frames in a GOP, the GOP structure, encoding bitrate, video frame rate and IP

packet size are the main parameters that vary the transmission times of the packets in a

GOP4. As an illustrative example, consider Figure 40, where we denote the transmission

time at the server of packet n by tT [n]. Suppose that the GOP consists of one I-frame

(producing seven IP packets) and nine P-frames (each producing two IP packets), and the

frame rate is 20 frames per second. Let ∆tT [n] represent the intertransmission time of

packet n, which is defined as

∆tT [n] = tT [n] − tT [n− 1]. (54)

The mean intertransmission time can be computed from

∆T =
GOP duration

# of packets in a GOP
, (55)

which is 20 ms in our example. However, as shown in Figure 40, ∆tT can be as small as a

few milliseconds, and as large as 50 ms. It is clear that ∆T is largely inadequate to define

the transmission regime at the server.

4Note that some video applications encode the video without a strict GOP structure. Instead, a small

percentage of the macroblocks are intra-coded in every frame, producing almost equal-sized frames, and

hence, less-bursty video traffic. In such cases, (55) can be computed over packet groups whose transmission

regime exhibits a periodicity.
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Figure 40: The variation of the intertransmission times at the server side.

As mentioned above, the variation in the intertransmission times depends on many

factors. Fortunately, our tests with a standard H.264 video codec [120] show that this

variation follows a similar pattern for successive GOPs, provided that the encoder and

video-specific parameters are kept the same. However, in some configurations, the pattern

breaks because of a sudden scene change. Nevertheless, without loss of generality we can

safely assume that the pattern for the first GOP is also valid for the subsequent GOPs, and

the server conveys any new pattern information to the client when there is a change in the

encoding/packetization process.

5.3.2 Timeout Mechanism

Similar to intertransmission times, we define interarrival times at the client. The interarrival

time of packet n is equal to the amount of the time passed since the last arrival. The

interarrival time for packet n is given by

∆t[n] = tA[n] − tA[n∗], (56)

where tA[n] denotes the arrival time for packet n, and n∗ is the last successfully-received

packet before packet n. The main idea behind our RTO estimation method is to estimate

the subsequent interarrival time and project the corresponding arrival time after each packet

arrival.

We use the notation of ∆̃t[.] and t̃A[.] to denote the estimated interarrival and projected

arrival times, respectively. The estimation is based on the last-observed interarrival time

and ∆tT . That is,

∆̃t[n] = F
(
∆t[n− 1],∆tT [n]

)
, (57)
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for some function F. For example, in Figure 41 packet n is expected to arrive by t̃A[n],

which is given by

t̃A[n] = tA[n− 1] + ∆̃t[n]. (58)

In case of packet n does not arrive within the estimated time frame, the client presumes

that this packet is lost and times out.

n-2
Client 

Time

�������������

[ ]1At n−[ ]2A
t n−

� [ ]t n∆
Timeout

� [ ]At n

[ ]1t n∆ −
���������������

n-1

Figure 41: Timeout mechanism.

We benchmark the performance of our RTO estimator with two metrics. First, we define

pf as the estimation failure probability, i.e., the probability of identifying a non-lost packet

as it is lost, which can be computed from

pf = P
{
t̃A < tA and tA <∞

}
. (59)

The second metric is the average overwaiting time. For a non-lost packet n, the overwaiting

time is defined as

o[n] =





t̃A[n] − tA[n], if tA[n] < t̃A[n] <∞;

0, if t̃A[n] ≤ tA[n] <∞.

(60)

On the other hand, the overwaiting time spent for a lost packet can be computed by using

a hypothetical arrival time extrapolated from the last packet arrival time. That is,

o[n] = t̃A[n] −


tA[n∗] +

∑

n∗<n′≤n

∆tT [n′]


 , if tA[n] = ∞, (61)

where n∗ is the last successfully-received packet. Naturally, there is a trade-off between the

estimation failure probability and the average overwaiting time. Estimation failures can be

largely avoided, if the client can tolerate a prolonged amount of time before timing out.

As this ability diminishes, the client starts giving wrong decisions and may identify late

packets as they are lost.
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5.3.3 Methodology

Let us start our discussion with the analysis of two packet traces. We produced these traces

by simulating a moderate-sized Internet topology [104] in ns-2 network simulator [134].

The first trace corresponds to a video sequence (176× 144) encoded with a standard H.264

codec [120] at 300 Kbps and a frame rate of 25 frames per second. The GOP structure

was one I-frame plus nine P-frames. With an IP packet size of 1500 bytes, each video

frame fitted exactly into one IP packet. This resulted in a regular, i.e., non-bursty, video

traffic with equal intertransmission times of 40 ms. On the other hand, the second trace

corresponds to a bursty video traffic. Specifically, the second video sequence (352 × 288)

was encoded at 600 Kbps and a frame rate of 20 frames per second. The GOP structure

was one I-frame plus nine P-frames, where each I-frame and P-frame was packed into seven

and two IP packets, respectively.

The forward-trip times and interarrival times extracted from a small segment of the

traces are presented in Figures 42 and 43 for both traces. The corresponding distributions

are also given in Figure 44. Note that for the lost packets, arrival times and interarrival

times are equal to infinity and are not shown. Although an identical network topology was

used in producing both traces, the loss rates experienced by the non-bursty and bursty

video traffics were not equal, and measured as 2.2% and 3.9%, respectively.

A first look on the distributions shows that forward-trip times have larger variations

compared to the interarrival times. The amount of variation further increases with the

burstiness of the video traffic. Yet, the autocorrelation plots for the forward-trip times

in Figure 45 suggest that the consecutive samples are highly correlated. Despite that the

bursty video traffic has a variable intertransmission time, the forward-trip time samples

corresponding to this trace have a higher correlation. This is mainly because the bursty

video traffic has a smaller mean intertransmission time (∆T = 20 ms), and hence, more

samples are collected in a unit time period compared to the non-bursty video traffic, which

has a mean intertransmission time of 40 ms. On the other hand, the interarrival times

exhibit a different behavior. Although interarrival time samples are mostly confined within

a small region, their correlation is relatively smaller due to the noisy behavior caused by
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the other background TCP/UDP flows.
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Figure 42: Variation of the forward-trip times (a) and interarrival times (b) for the non-
bursty video traffic.
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Figure 43: Variation of the forward-trip times (a) and interarrival times (b) for the bursty
video traffic.

In continuous-media applications, the client successively receives packets. Upon receiv-

ing a packet, the client can estimate the interarrival time of the subsequent packet and

compute its projected arrival time by using (58). In this study, we propose the following

estimator for the interarrival times:

∆̃t[n] = max
(
∆tT [n], α× ∆t[n− 1] + β × ∆tT [n]

)
, (62)
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Figure 44: Distributions of the forward-trip and interarrival times for the non-bursty video
traffic (a) and bursty video traffic (b).

where α and β are some constants that determine the responsiveness of the estimator5.

For example, with α = 0 and β = 1 we get an extremely aggressive estimator, which

achieves a small average overwaiting time but potentially a very high failure rate. Using

a larger β value may lower the estimation failure probability, however, inevitably increases

the average overwaiting time. As shown in Figures 42 and 43, the interarrival time samples

are bounded except some impulsive points. If we ignore these impulsive points for the time

being, a particularly successful estimator can be achieved with α = 7/8 and β = 3/8 for

the non-bursty video traffic and with α = β = 7/8 for the bursty video traffic. We observe

that (62) can closely track the actual arrival times and achieve a small average overwaiting

time with these parameters. However, it is highly susceptible to sudden delay increases. In

particular, for the non-bursty and bursty video simulations, the observed failure probability

is 20.8% and 24.0%, respectively. We address this problem next.

Because of the bursty behavior of the TCP flows in the background, it is possible to

observe some abrupt increases in the packet interarrival times, e.g., see packets #108 and

#383 in Figure 42, and packets #3872 and #3935 in Figure 43. For a successful RTO

5Note that the estimator in (62) requires a packet arrival to compute the subsequent arrival time.

Hence, in case of a bursty packet loss or an excessively-delayed packet, this estimator may halt. To avoid

such interruptions, the interarrival time estimate for packet n is initialized to ∆tT [n]. When a new packet

arrives, the estimate for the subsequent packet is updated accordingly.
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Figure 45: Correlation of the forward-trip times for the non-bursty video traffic (a) and
bursty video traffic (b).

estimation, these impulsive points must be caught. Since these sudden increases occur

rarely in the interarrival times, rather than modifying (62), e.g., increasing the value of α

and/or β, we introduce a new concept, called Timerlate−packet. As depicted in Figure 46,

this is basically a supplementary timer that absorbs large delay spikes. The client starts

Timerlate−packet when the expected packet does not arrive by the initial projected arrival

time. If the expected packet does not arrive until Timerlate−packet expires, the client registers

the packet as lost and times out. When a new packet (either the expected one or another

packet) is received, the client updates the duration of Timerlate−packet, denoted by δ, as

well as the projected arrival times of the subsequent packets, if necessary. It is important

to note that since the proposed RTO estimator operates on the interarrival times rather

than the arrival times, Timerlate−packet defers the estimated arrival time not only for the

expected packet but also for all subsequent packets. Also note that once Timerlate−packet

is started, the client does not start a second one until a new packet arrives. As opposed to

exponentially backing off [135], this strategy allows us to keep overwaiting time considerably

shorter without sacrificing the accuracy.

With the introduction of Timerlate−packet, the RTO estimation failure probability for

the non-bursty and bursty video simulations reduces to 0.1% and 0.3%, respectively. The

respective incurred costs are a small increase from 18 to 26 ms and from 19 to 26 ms in the
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Figure 46: Illustration of Timerlate−packet.

average overwaiting time. The substantial gain at the expense of a negligible cost clearly

proves the benefit of employing Timerlate−packet in the RTO estimation.

In the implementation of Timerlate−packet, the initial value of δ can be set to an arbitrary

value since it is revised every time the timer is used. Its value is updated only if the

received packet is not the expected packet, or it is the expected packet but it arrived after

its estimated arrival time. Let ni and nj be the last packet received before Timerlate−packet

is started and the first packet received after Timerlate−packet is started, respectively. We set

the value of δ as follows:

δ =





min
(
δmax, tA[nj ] − tA[ni]

)
, if nj > ni + 1 or tA[nj ] > t̃A[nj ];

δ, ow,

(63)

where δmax represents the upper limit for δ. In this study, we observed that 3 × ∆T was a

good choice for δmax.

We examine the performance of the RTO estimator given in (62) by varying the values

of α and β. In Tables 5 and 6, we tabulate the results for several {α, β} pairs as well

as the performance of an enhanced TCP-like RTO estimator6. A subset of these estima-

tors are also compared in Figures 47 and 48. The results show that the RTO estimation

performance varies substantially depending on the values of α and β. Evidently, poorly

selected parameters result in a large number of redundant timeouts, which may potentially

lead to a significant performance degradation. Another important observation is that RTO

estimation becomes more difficult as the burstiness of the video traffic increases. It is clear

that depending on the intertransmission time variation, a fine tuning may be required for α

6We study this RTO estimator in detail in Chapter 6.
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and β in order to get the best RTO performance. However, finding the optimal {α, β} pair

is beyond the scope of this chapter. For the remainder of this chapter, we will use a good

pair of α and β based on the results given in Tables 5 and 6. In Chapter 6, we will further

address this issue and study an adaptive RTO estimation method.

Table 5: Comparison of different RTO estimators for the non-bursty video traffic.

Enhanced α = 0 α = 0 α = 1 α = 2 α = 7/8 α = 7/8, β = 3/8

TCP-like β = 1 β = 2 β = 0 β = 0 β = 3/8 w/ Timerlate−packet

pf 0.9% 40.7% 1.1% 31.6% 5.6% 20.8% 0.1%

Mean o 109 ms 9 ms 41 ms 14 ms 46 ms 18 ms 26 ms

725 730 735
2.94

2.945

2.95

2.955

2.96

2.965

2.97

2.975

2.98
x 10

4

Sequence Number

A
rr

iv
a
l 
T

im
e
s
 (

m
s
)

 

 
Actual

TCP−like

α=0, β=2

α=7/8, β=3/8 w/  Timer
late−packet

Figure 47: Actual and estimated arrival times for the non-bursty video traffic.

Table 6: Comparison of different RTO estimators for the bursty video traffic.

Enhanced α = 0 α = 0 α = 2 α = 4 α = 7/8 α = 7/8, β = 7/8

TCP-like β = 2 β = 4 β = 0 β = 0 β = 7/8 w/ Timerlate−packet

pf 1.1% 18.6% 3.0% 24.2% 16.1% 24.0% 0.3%

Mean o 118 ms 27 ms 64 ms 35 ms 69 ms 19 ms 26 ms

Having introduced our RTO estimator, we next combine it with a retransmission-based

error-control method. With simulations, we investigate the impact of using an I-Proxy on

the performance of error control. Later in Section 5.6, we conduct a similar analysis with

Internet experiments.
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Figure 48: Actual and estimated arrival times for the bursty video traffic.

5.4 Impact of the I-Proxy on the ARQ Performance

In this section, we analyze the ARQ performance for the non-bursty video traffic when an

I-Proxy is setup between the server and client, and when there is no I-Proxy available, and

retransmissions are done on an end-to-end basis. In both scenarios, retransmissions are

decided by the RTO estimator given in (62). For RTO estimation, we use parameters α =

0.875 and β = 0.375, and enable Timerlate−packet. First, we provide the delay distribution

of the packets that failed in the first transmission attempt, (i) when no I-Proxy is used,

and retransmissions decisions are solely given by the client (end-to-end retransmission), (ii)

when an I-Proxy is used, and retransmission decisions are solely given by the I-Proxy (fast

retransmission), (iii) when an I-Proxy is used, and retransmission decisions are solely given

by the client (early retransmission), and (iv) when an I-Proxy is used, and retransmission

decisions are given by both the client and I-Proxy (both fast and early retransmission). In

doing so, our goal is to quantify the amount of individual improvements that are contributed

by fast and early retransmissions. Second, we compare the distribution of all packet delays

observed when an I-Proxy is available, and performs both early and fast retransmission

with the case when an I-Proxy is not available.

As the effective packet loss rate after one retransmission opportunity is negligibly small,

we limit the number of retransmissions per packet to one. Figure 49 shows the delay

distributions in different scenarios for the packets that could not make it in their first
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transmission attempts. Not surprisingly, packets retransmitted on an end-to-end basis

experience considerably larger delays than the ones recovered by the help of the I-Proxy.

We also observe that fast retransmission delivers the retransmitted packets slightly faster

than early retransmission, although fast retransmission can only recover almost half of the

lost packets7. This is mainly because that in case of fast retransmission, retransmission

decisions are given by the I-Proxy, which naturally observes a smaller amount of jitter,

and hence, does a more accurate RTO estimation compared to its client-based counterpart.

However, fast retransmission cannot recover the packets that get lost between the I-Proxy

and client. In contrast, any lost packet can be detected by the client, and the ones that

get lost between the I-Proxy and client can be recovered by early retransmission. For

the remaining packets, however, early retransmission performs exactly as an end-to-end

retransmission, which inevitably increases the total recovery time.
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Figure 49: Delay distributions of the packets that failed in the first transmission attempt.

Now, we enable both early and fast retransmission on the I-Proxy. In Figure 50, we

compare the delay distribution of all packets that correspond to the cases when an I-Proxy

is used and when one is not used. In Figure 50, our focus is particularly on the delay

performance of the retransmitted packets since the packets that go through in the first

transmission attempt experience the same amount of delay in both cases8. The main result

7Note that the comparison between fast and early retransmission is dependent on the location of the

I-Proxy, and the path characteristics between the I-Proxy and other ends. In our simulations, the location of

the I-Proxy was selected in a way such that each sub-network had similar delay and packet loss characteristics.
8In reality, transmission through an I-Proxy can cause extra delays compared to a direct transmission
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here is that early and fast retransmission are complementary of each other, and we can

achieve large reductions in the error-recovery time by using an I-Proxy. For example, if

the playout delay is set to 500 ms for a real-time application, the I-Proxy delivers 99% of

the packets on time, whereas only 97% of the packets can be delivered on time without

the I-Proxy. Likewise, to achieve a packet success rate of 99%, the playout delay should be

set to 700 ms if no I-Proxy is used, which is 200 ms larger than the sufficient amount of

the buffer required by the I-Proxy approach. The impact of delivering 2% more packets or

the ability of reducing the playout delay without sacrificing the quality can be substantial

in video applications. Our simulations also show that the amount of the performance gap

between the cases when an I-Proxy is used and not used increases further as the network

conditions deteriorate.
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Figure 50: Delay distributions of all packets.

Another important observation from our simulations is that the location of the I-Proxy

plays an important role on the ARQ performance of the I-Proxy system. In Appendix C,

we investigate this issue further, and study mathematical and practical I-Proxy selection

methods.

5.5 Implementation Details

In order to conduct Internet experiments, we developed a prototype streaming system,

which consisted of a server, a client and an I-Proxy. Our RTO estimation method was

from the server to the client. See Section 5.5 for details.
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implemented as an application-layer protocol and ran on top of UDP. In this section, we

briefly summarize the system components and discuss basic design issues.

Our system has three main components:

• Video Server: This is a Win32 application programmed in Java. It captures live video

from a source such as a webcam or camcorder. After encoding and packetizing the

video, it transmits the packets to the I-Proxy.

• Proxy: This is a simple console application programmed in Java, which runs the RTO

estimator studied in Section 5.3. It sends feedback to the server application, and has

the functionalities of forwarding, caching, early and fast retransmission.

• Streaming Client: This is a Win32 application programmed in Java. It receives video

packets, decodes and then displays them. The RTO estimation method is also imple-

mented at the client.

During the development, the following two issues were important in accomplishing the

desired functionality out of our proxy server:

• Caching Strategies: To perform a retransmission-based error-control method, the I-

Proxy needs to cache any received packet for a possible retransmission (See Sec-

tion 5.2.1). However, if we consider the practicability of the system, it is clear that

caching each received packet severely limits the scalability of the system. To over-

come this problem, the cached packets should be replaced by the new ones without

disturbing the functionality of the I-Proxy. Fortunately, our target applications are

interactive video applications, in which packets have short lifetimes. Any packet be-

comes essentially obsolete and can be removed from the cache when the display time of

the last frame that depends on this packet (usually the last frame in a GOP) passes9.

For example, if the transmitted video has a GOP size of 10 frames and the frame rate

is 20 frames per second, the critical time to hold the packets in the cache is at most

9The GOP structure or packet deadline information is conveyed to the I-Proxy either before the session

starts or during the session with packet header updates.
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500 ms. Thus, the storage requirement for one-way transmission can be computed by

0.5 ×R (Kbits), where R is the video rate in Kbps. Considering that the typical rate

for a videotelephony application varies between 40 - 512 Kbps, we can calculate the

storage cost for a single session (two-way video transmission) as 5 - 64 KB. Since these

storage requirements are far smaller compared to the storage capacity of a commercial

(or even a personal) proxy server, several sessions can be run concurrently through a

single I-Proxy.

• Switching Overhead: Another issue regarding the scalability of the I-Proxy is the

increased path delay and switching overhead. As the video packets are routed to the

other end-user via the I-Proxy, an extra delay is inevitably introduced. However, with

a proper I-Proxy selection, this overhead can be reduced to an acceptable level. On

the other hand, switching overhead is directly related to the processing power and

connectivity of the I-Proxy. For example, the I-Proxy we used in our experiments

was a Linux-based system with an Intel Pentium-III 1.0 GHz processor, and had a

connection of 100 Mbps. We observed that even for a non-optimized implementation,

the switching delay per video flow was less than 2 ms. Provided that a commercial

proxy with more processing power and higher connection speed is used for caching and

forwarding purposes, this overhead may get smaller. Based on these measurements,

we can safely assume that the I-Proxy approach scales well to a medium number of

simultaneous video sessions without disturbing the individual flows.

5.6 Internet Experiments

In this section, we present experimental results to evaluate the performance improvements

gained in a delay-sensitive application by employing an I-Proxy. For this purpose, we setup

a videotelephony session of 30 minutes between a client connected to Georgia Tech network

and a broadband client connected to an ISP in Ankara, Turkey. The I-Proxy was located

at Bilkent University in Ankara, Turkey. The corresponding configuration is depicted in

Figure 51. In the rest of the section, we refer to the clients as CUS and CTR, respectively.

Before running the sessions, we first conducted initial experiments to measure the path
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Figure 51: Experimental setup.

characteristics such as packet loss rate, delay and jitter. These experiments were run be-

tween each client and the I-Proxy. We measured a low one-way packet loss rate (around

1%) and stable round-trip time (RTT), averaging 200 ms, between CUS and the I-Proxy,

whereas we observed a higher one-way packet loss rate (around 4%) and more variable RTT

between CTR and the I-Proxy, although CTR was both physically and network-wise closer

to the I-Proxy (mean RTT was 50 ms). We suspect that this result is mainly because of

the better connectivity of both the Georgia Tech and Bilkent campuses.

In the experiments, the video encoding rate was set to 120 Kbps. We used a standard

H.264 codec [120] to encode the test sequence Foreman (176 × 144) at a frame rate of

10 frames per second. As each frame fitted into one packet, the clients transmitted 1500-byte

video packets with a fixed intertransmission time of 100 ms. During the transmission, the

packets that could not be delivered in 200 ms were not displayed and counted as unsuccessful

packets. However, the packets arriving after their decoding deadlines were still used to

decode the subsequent predictively-coded frames and reduce the error propagation. In

order to quantify our findings, we present our results in terms of both the percentage of

successful packets and average video quality. For the latter, we use the peak signal-to-noise

ratio (PSNR) measure on the luminance (Y) channel.

5.6.1 Direct Video Transmission between CUS and CTR

In this experiment, both clients transmitted the video packets directly to each other. Al-

though this method avoids the extra delays incurred when relaying over the I-Proxy, the

observed delay statistics did not differ much on the end-to-end basis; we measured the

mean RTT as 240 ms. Since this high RTT value rendered any end-to-end retransmission

attempt impractical, each packet had only one transmission opportunity. By the end of the
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30-minute videotelephony session, we determined the percentage of successful packets as

around 91% for both clients, which actually produced a choppy video. 59% of the unsuc-

cessful packets were lost, and remaining 41% were late and missed their decoding deadlines.

In terms of video quality, both clients achieved merely around 31 dB, i.e., 7 dB lower than

the original quality.

The main result of this experiment is that lost packets are inevitable when there

is only one transmission opportunity in the best-effort Internet, and without an error-

control/protection method the video quality suffers. However, note that some packets will

be excessively delayed without being lost due to provisioning of the underlying physical

network. In such cases, doing a retransmission, either from the server or I-Proxy, is not

a solution as it is highly unlikely that a retransmission will be received earlier than the

previous transmission(s).

5.6.2 Video Transmission from CUS to CTR via I-Proxy

In our initial measurements, we observed more favorable characteristics between CUS and

the I-Proxy compared to the those between CTR and the I-Proxy, e.g., packets mostly got

lost between the I-Proxy and CTR. Considering the short mean RTT (≈ 50 ms) in this sub-

network, the lost packets can be recovered by early retransmissions from the I-Proxy before

their decoding deadlines pass. To do so, we enable RTO estimation at CTR by adopting the

estimator given in (62) with α = 7/8, β = 3/8 and Timerlate−packet. With these parameters,

the successful packet rate increases from 91.1% to 95.1%, which improves the average video

quality rendered at CTR from 31.2 dB to 33.9 dB.

Because of the potential failure of the RTO estimation, there may be some redundant

retransmissions that increase the rate consumed by the application. A retransmission re-

quest is counted as redundant, if any previous transmission attempt becomes a success. In

this experiment, we observed that 5.6% of the requests caused spurious retransmissions.

In other words, our estimator failed in estimating the arrival time for 0.3% of the total

transmitted packets.
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5.6.3 Video Transmission from CTR to CUS via I-Proxy

Next, let us focus on the video transmission from CTR to CUS . As mentioned above, because

of the uneven path characteristics, the majority of the packet losses are experienced between

CTR and the I-Proxy. If the I-Proxy does not monitor the packets coming from CTR and

does not take the necessary actions for the lost ones, CUS will eventually have to detect

these lost packets and ask for a retransmission. However, because of the large delay between

CUS and CTR, these retransmission attempts will be essentially useless. To overcome this

problem, the I-Proxy should identify the lost packets and send a retransmission request to

CTR. As a result of enabling fast retransmission on the I-Proxy, the successful packet rate

increases from 91.3% to 95.5%, which improves the average video quality rendered at CUS

from 31.4 dB to 34.4 dB. Overall, 2.4% of the retransmission requests made by the I-Proxy

were redundant, i.e., RTO estimation failed in 0.1% of the total transmitted packets.

We summarize our results in Table 7. The results clearly demonstrate that we can

maintain a more stable video experience by the help of the improved error control provided

by the I-Proxy.

Table 7: Experimental results for the Foreman sequence.

% of Successful Average % of Redundant Mean Total

Packets Quality Ret. Requests Transmission Rate

Without I-Proxy

CUS → CTR 91.1% 31.2 dB N/A 120 Kbps

CTR → CUS 91.3% 31.4 dB N/A 120 Kbps

With I-Proxy

CUS → CTR 95.1% 33.9 dB 5.6% 125.1 Kbps

CTR → CUS 95.5% 34.4 dB 2.4% 124.9 Kbps

5.7 Conclusions

In this chapter, we presented a practical use of proxies in delay-sensitive video applications.

In particular, by proposing an efficient and accurate RTO estimation method, we showed

the potential benefits of using proxies in providing improved error-control/protection capa-

bilities to the clients communicating with each other over long distances. As we leverage the
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existing IP infrastructure in transmitting and relaying the video packets, our approach does

not require any native network support. This makes our approach advantageous for the

worldwide service and application providers that seek cost-effective and efficient solutions

for delivering interactive video.
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CHAPTER VI

DELAY AND DELAY-BOUNDARY PREDICTION

FOR PACKET VIDEO

Time-constrained error recovery is an integral component of reliable low-delay video ap-

plications. Regardless of the error-control/protection method adopted by the application,

unacknowledged or missing packets must be quickly identified as lost or delayed, so that

necessary actions can be taken by the server/client on time. Historically, this problem has

been referred to as retransmission timeout (RTO) estimation. Earlier studies show that

existing RTO estimators suffer from either long loss detection times or a large number of

spurious timeouts. The goal of this study is to address these problems by devising a two-

step RTO estimation method that is specifically tailored for low-delay video applications.

These two steps are (i) delay prediction, and (ii) delay-boundary prediction. For delay

prediction, we develop an adaptive linear delay predictor that produces the best estimate

in terms of the mean-squared error criterion by exploiting the temporal dependence among

the packet delay samples. For delay-boundary prediction, on the other hand, we develop a

controller that optimally manages the trade-off between the amount of overwaiting and rate

of spurious timeouts. As opposed to existing methods, our approach is completely adaptive

to the source video transmission rate and time-varying network conditions, and does not

use any preset parameters.

6.1 Introduction†

In packet-switched IP networks, packets are transmitted from a source node to a destination

via several intermediate network devices whose resources such as bandwidth and processing

power are shared among the connections flowing through them. While this architecture

facilitates a good utilization of the network capacity, it lacks the ability of providing any

†Parts of this chapter were previously published in [136, 137].
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guarantee on the delays that individual packet flows experience. Depending on the charac-

teristics of the cross traffic at each intermediate router/switching device on their path, the

packets are variably delayed. Often, the video applications are forced to pre-buffer some

content before they start playing out the streamed video to avoid potential interruptions

that may result from excessively-delayed packets. However, adopting a large playout buffer

is not viable for several applications such as videotelephony, videoconferencing and dis-

tance learning, or not desirable for applications such as on-demand video and IP television

(IPTV).

Understanding the nature of packet delay is important for service providers, and proto-

col and application developers in appropriate network provisioning, designing routing and

transport protocols, and developing congestion and flow algorithms. While conventional

queuing theory can be used to lay out an analytical framework based on the Markov mod-

els, the assumptions of independent arrival and service times are rarely valid in today’s

Internet. Therefore, such theoretical derivations are of a little use in practice. The study

by Li [138] shows that a stable queuing system has a multistructure, where packet delays

can be modeled by a stationary process with non-stationary sub-processes. The stationarity

perception on measured packet delays depends on the sampling interval. For example, if we

measure the delay of the packets that are transmitted at intervals smaller than the average

congestion duration, we probably capture the non-stationary behavior. However, when the

packets are transmitted at large intervals, our measurements likely reveal the stationary

behavior.

The ability of accurate delay and delay-boundary prediction in real time is an integral

component for many of the layers in the video communication protocol stack, e.g., rate

control, error control and network adaptation. A delay-sensitive video application has to

take well-timed actions against unacknowledged and missing packets. It is also as critical

that the application employs network-adaptive error-recovery methods and packet schedul-

ing algorithms so that the application can sustain an acceptable level of quality in the

event of deteriorated network conditions. Given the highly-dynamic nature of the Internet,

delay-boundary prediction for the incoming packets, or, in other words, determining when
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a missing packet can be considered lost as opposed to late without exceeding the desired

spurious timeout rate is not an easy task. Let us illustrate this point on an example.

Consider a video-on-demand session running over UDP between a server and a client,

where the server continuously transmits video packets to the client, and the client reports

missing packets to the server with negative acknowledgements (NACKs); a NACK message

is generated for a packet when the client decides that the packet is lost. If the NACKs

are received by the server early enough, missing packets can be retransmitted successfully

before their decoding deadlines pass1. As a rule of thumb, the client should not time out

pre-maturely for the excessively-delayed packets, since under normal circumstances it is

highly unlikely that a retransmitted packet will arrive earlier than the initially-transmitted

packet.

Needless to say, the primary challenge is that the client has to decide on timeouts merely

by observing the packet arrivals in the course of a streaming session. It is never a clear-cut

decision whether a missing packet has been lost or delayed. Naturally, a trade-off between

overwaiting and spurious timeouts is present. To address this problem, in Chapter 5, we

introduced a client-driven method that used packet interarrival times for retransmission

timeout (RTO) estimation. The proposed approach was computationally efficient, and

substantially outperformed an enhanced TCP-like RTO estimator by reducing both the

amount of overwaiting and rate of redundant retransmissions. In Chapter 5, however, we

did not provide a formal way to compute the parameters used in the RTO estimation. Our

experiments with several video streams encoded at different bitrates later showed that the

best-performing set of parameters varied for each stream, and there was not a global optimal

solution that would work for every video traffic. This motivated us to develop an adaptive

RTO estimation method that would configure itself based on the source video transmission

rate and time-varying network conditions.

1Naturally, retransmission-based error-control methods are unsuitable for multimedia applications where

the extra delay introduced by the retransmissions is prohibitively large. However, due to emerging broadband

technologies, end-to-end delays experienced by Internet users today are comparably smaller. Consequently,

retransmission-based error-control methods can still be accommodated by many of today’s low-delay multi-

media applications.
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In this study, we devise a novel RTO estimation method that involves two main steps. In

the first step, an adaptive linear delay predictor produces the best estimate in terms of the

mean-squared error criterion by exploiting the temporal dependence among the packet delay

samples. In the second step, on the other hand, a controller optimally manages the trade-off

between the amount of overwaiting and redundant retransmission rate by regulating the bias

to be added to the estimate produced in the previous step. This controller has two different

modes of operation: (i) media-unaware, and (ii) media-aware. In the media-unaware mode,

the controller ignores the unequal importance of the video packets and treats each of them

equally. In the media-aware mode, however, the controller prioritizes the packets that carry

a more important payload and the packets whose decoding deadlines are sooner, over the

less important and non-urgent packets. This way, a higher rendering quality is attained at

the client side without any additional increase in the rate. Our approach has three main

contributions:

• We develop an adaptive delay predictor for high-bitrate video applications. A large

number of multimedia protocols such as packet scheduling algorithms and adaptive

buffer management techniques can potentially benefit from this predictor [52, 139].

• We derive an optimal media-unaware redundancy-controllable timeout estimator. This

estimator allows applications to recover as many packets as possible under a given re-

dundant rate budget.

• We formulate an optimal media-aware timeout estimator that jointly considers the

interdependency relations among the video packets as well as their decoding dead-

lines in computing the timeout estimates while still conforming to the redundant rate

constraint dictated by the application or the network.

To the best of our knowledge, neither a redundancy-controllable nor a media-aware RTO

estimation method has been previously proposed. To keep the discussion concrete and

focused, this chapter explores the adaptive delay prediction and media-unaware timeout es-

timation only. We defer the discussion of the media-aware timeout estimation to Chapter 7.
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It is important to note that not all of the applications necessarily use retransmissions

to recover from errors. With our proposed RTO estimation method, one can also employ

different types of error-control/protection methods. For example, based on the delay/loss

predictions, the amount of redundancy in channel coding or the amount of error resiliency

in video coding can be optimally adjusted to minimize the impact of packet erasures.

One of the earliest RTO estimation methods is the Jacobson’s algorithm [140], which

uses an exponentially-weighted moving average (EWMA) approach. Currently, TCP em-

ploys this algorithm with some modifications [141]. This class of RTO estimators have been

thoroughly examined by Loguinov and Radha in the context of a video streaming applica-

tion [142]. Their empirical study concluded that EWMA-based RTO estimation was not

quick enough to detect lost packets. The authors also suggested using jitter samples for

fine-tuning the estimations. Although [142] presents important findings, its scope is rather

limited, since the study primarily focuses on a low-bitrate video streaming application with

a large playout buffer. On the TCP end, other proposals for replacing [140] are [143–146].

However, these approaches are not suitable for low-delay video applications either, due to

their conservative estimates and slow adaptation to time-varying network conditions.

In a recent study [147], Sinha and Papadopoulos proposed a timerless retransmission pro-

tocol that eliminated the pitfalls of round-trip time (RTT) estimation and timer-triggered

timeouts. In this protocol, a lost packet can only be identified upon detection of a gap

in the received packets. Hence, when a batch of packets are lost or excessively delayed,

this protocol has to wait indefinitely until a new packet is received, which may impede the

timely recovery of the bursty losses. Previously, Papadopoulos and Parulkar used an algo-

rithm similar to [140] for real-time streaming [21]. A different approach was later proposed

by Rhee [148], where retransmission decisions were based on multiples of frame durations.

However, these approaches are not adaptive and may not perform well when streaming

high-bitrate video under low-delay requirements.

In the rest of the chapter, we continue with an overview of different RTO estimation

methods in Section 6.2. In Section 6.3, we study autoregressive models for packet delay

prediction. Section 6.4 discusses the media-unaware RTO estimation method. Simulation
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results and a detailed analysis of different RTO estimation methods are presented in Sec-

tion 6.5. Finally, Section 6.6 concludes the chapter with a summary of our main findings.

6.2 Overview of RTO Estimators

In this section, we briefly summarize three different classes of previously proposed RTO

estimators. Later, in Section 6.5, we compare our approach with these estimators in terms

of their performances.

6.2.1 TCP-Like RTO Estimators

The RTO estimation algorithm used in current TCP implementations is based on Jacobson’s

algorithm [140], which was later modified in [141]. In TCP, the TCP sender records a new

RTT measurement when it receives an unambiguous acknowledgement packet. Let r[n]

denote the RTT observation corresponding to packet n. Jacobson’s algorithm predicts the

RTT of the subsequent packet, denoted by r̃[n + 1], by computing the following moving

average:

r̃[n+ 1] =
7

8
r̃[n] +

1

8
r[n]. (64)

The TCP sender also keeps track of the variation in the observed RTT values, which is

computed by

σRTT [n+ 1] =
3

4
σRTT [n] +

1

4
× |r[n] − r̃[n+ 1]|. (65)

Subsequently, the value of RTO is set by using

RTO = max
(
RTOmin, r̃[n+ 1] + max

(
G, k × σRTT [n+ 1]

))
, (66)

where k = 4 and G is the clock granularity (The default value for G is 500 ms in the

BSD implementation). In practice, RTOmin is set to one second [141] to reduce spurious

timeouts. In addition, current TCP variants implement Karn’s algorithm [135], which

suggests doubling the RTO value when a timeout occurs. Employing exponential timer

backoff as well as adopting a large RTOmin are essential for TCP’s congestion control

algorithm and network-friendliness. However, such measures are naturally too costly for

delay-sensitive applications. Therefore, in our comparisons, we use an enhanced TCP-like
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RTO estimator, where RTOmin is set to zero, and the exponential timer backoff is disabled.

In addition, in our simulations and experiments, we use a clock granularity of 10 ms to

further improve the RTO estimation performance [141].

6.2.2 Recursive Weighted Median Filtering

Recursive weighted median (RWM) filtering was recently proposed by Ma et al. to improve

the TCP’s RTO estimation method [146]. Due to its nature, a weighted median filter is less

susceptible to rapid fluctuations in the observed data and can provide a better model for the

signals showing impulsive statistics as compared to (64). The basic idea in RWM filtering

is to compute the RTT estimate by taking the weighted median of the last K estimates and

last J observations. That is,

r̃[n] = WM

([
r̃[n− k]|Kk=1, r[n− j]|Jj=1

]
,W

)
, (67)

where W is the weight vector. The study suggests the following values: K = 1, J = 5 and

W = [12 , (
7
8)0, (7

8)1, (7
8)2, (7

8)3, (7
8)4]. Once an RTT estimate is computed, the value of RTO

is determined by scaling the RTT estimate, where the scale factor depends on the mean

absolute deviation among the RTT samples. Improvements over Jacobson’s algorithm are

reported through Internet experiments [146].

6.2.3 Percentile-Based RTO Estimators

Empirical studies usually try to fit a well-known distribution to packet delays experienced

in IP networks [7, 99, 101]. Such statistical models are particularly useful in laying out a

mathematical framework for building application-layer protocols [52]. For example, [101]

suggests that RTT values follow a shifted Gamma distribution, whereas [7, 99] show that

packet delay distributions are heavy-tailed and can be characterized by a Pareto distribu-

tion. The pertaining distribution model parameters can be estimated from the collected

samples by using maximum likelihood estimation. Alternatively, one can collect the delay

samples and generate a distribution on the fly. Having a history of the delay samples,

the delay of the next packet can be predicted by computing the pth-percentile of the delay

histogram, where p is selected depending on the maximum redundant retransmission rate
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tolerable by the application. The flowchart for the percentile-based RTO estimation is given

in Figure 52.

Compute

p
th
-percentile

Update the delay 

histogram for the next 

packet

TIMEOUT
Yes No

Run the timer

Was packet

received before

timer expired?

Figure 52: Flowchart for the percentile-based RTO estimators.

6.3 Autoregressive Models for Packet Delay

Statistical models, briefly discussed in Section 6.2.3, are only useful in characterizing the

general properties of packet delays, and fall short in describing the temporal dependence

among packet delays. Previously, Jiang and Schulzrinne investigated the conditional delay

distributions [99], and found a significant correlation between the adjacent delay samples.

Temporal dependence in packet delay was also reported by Kalman and Girod [149]. In this

section, we exploit the packet delay correlation through autoregressive models and introduce

the concept of model selection. Before we start our discussion, we first provide an insight

for the client-driven RTO estimation.

6.3.1 System Overview

Consider a low-delay video application where the client runs an RTO estimation method to

determine the best time to request a retransmission for a missing packet. Upon receiving

a packet, the client measures its delay and predicts the delay for the subsequent packet.
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The client then computes the amount of additional waiting to take into account the delay

variability2. In the implementation, we identify each packet with a unique number, which

can be associated with the Sequence Number field in the RTP header [102]. Since a retrans-

mission cannot be distinguished from the initial transmission, the delay measurements for

the retransmitted packets are ignored to avoid any ambiguity.

Our Internet experiments suggest that the majority of the lost packets can be recovered

with a single retransmission, and two or more retransmissions are rarely necessary. Fur-

thermore, the low-delay requirement of our target applications severely limits the possibility

of multiple retransmissions. Thus, our discussion focuses only on the single-retransmission

case.

6.3.2 Adaptive Linear Delay Prediction

Let us consider a stochastic process s and let s[n − k], k ≥ 1 denote the past samples of

this process. The operation of linear prediction expresses the value of s[n] as the linear

combination of the samples s[n − k]. The estimate based on the N most recent values is

given by

s̃N [n] = E
{
s[n]|s[n− k], 1 ≤ k ≤ N

}
=

N∑

k=1

αk,Ns[n− k]. (68)

This estimate is called the one-step forward predictor of order N . The process s̃N [n] is the

response of the forward predictor filter

HN (z) =
N∑

k=1

αk,Nz
−k (69)

to the input s[n]. Our objective in prediction is to determine the constants αk,N so as to

minimize the mean square value

PN = E
{

ǫ
2
N [n]

}
(70)

of the forward prediction error ǫN [n] = s[n] − s̃N [n]. From the orthogonality principle, we

know that the prediction error, i.e., ǫN [n], is orthogonal to all data used to generate the

2Note that the methods summarized in Section 6.2 were originally designed for server-side RTO estima-

tion. In our comparisons (Sections 6.3.5 and 6.5), we adapt them for use at the client side.
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prediction, i.e., s[n−m], where 1 ≤ m ≤ N . Mathematically, we have

E






s[n] −

N∑

k=1

αk,Ns[n− k]


 s[n−m]





= 0 1 ≤ m ≤ N, (71)

which yields a set of linear equations known as the Yule-Walker equations. The coefficients

αk,N of the predictor filter HN (z) can be computed from

R[m] −
N∑

k=1

αk,NR[m− k] = 0 1 ≤ m ≤ N, (72)

where R[q] represents the lag-q autocorrelation of s. The resulting mean-squared prediction

error equals

PN = R[0] −
N∑

k=1

αk,NR[k]. (73)

Solving the linear system given in (72) is difficult for large N when the predictor filter

HN (z) is realized in a ladder, i.e., transversal, structure. An alternative realization is to

use a lattice structure. In addition to simplifying the solution of (72), the lattice realization

also has the following advantage: Suppose that we have a predictor of order N , and we

want to find the predictor of order N + 1. In the ladder realization, a new set of N + 1

filter coefficients (αk,N+1) has to be computed from scratch. In contrast, in the lattice

realization, only the new partial autocorrelation coefficient (φN+1) has to be computed; the

first N partial autocorrelation coefficients (φk) remain unchanged.

In the lattice realization, the predictor filter coefficients can be easily computed by the

Durbin-Levinson recursion [150]. Starting with α1,1 = φ1, we recursively express the filter

coefficients in terms of the partial autocorrelation coefficients. Initially, for N = 1, we have

α1,1 = φ1 =
R[1]

R[0]
and P1 = (1 − φ2

1)R[0]. (74)

By using the relation

PN−1φN = R[N ] −
N−1∑

k=1

αk,N−1R[N − k], (75)

we compute φN in terms of the known parameters αk,N−1, R[m] and PN−1, and then plug

φN into

PN = (1 − φ2
N )PN−1 (76)
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to compute PN . The predictor filter coefficients are recursively computed from

αN,N = φN (77)

and

αk,N = αk,N−1 − φNαN−k,N−1 1 ≤ k ≤ N − 1. (78)

As the order of prediction increases, the value of the mean prediction-error power de-

creases or else remains the same. Since prediction-error power is always positive, we have

P1 ≥ P2 ≥ . . . ≥ PN −−−−→
N→∞

P ≥ 0. (79)

The implication of (79) is that as we increase the order of the predictor filter HN (z), we

successively reduce the correlation between the adjacent samples of the input process until

we ultimately reach a point at which increasing the order of prediction any further does

not reduce the prediction-error power. At this point, the error is a white noise process and

consists of purely uncorrelated samples3.

Suppose that PM−1 > PM and PM = PM+1 = . . . = P . By definition, the process s

is called an M th-order autoregressive, denoted by AR(M), process or a wide-sense Markoff

process of order M . For this process, the M th-order predictor, s̃M [n], is equivalent to its

Wiener predictor:

E
{
s[n]|s[n− k], 1 ≤ k ≤M

}
= E

{
s[n]|s[n− k], k ≥ 1

}
. (80)

Wiener predictors produce the best fit to the observed data by exploiting the existing

correlation completely. However, due to their high complexity and low predictive accuracy,

Wiener predictors are usually not used in practice. In the next section, we discuss the issue

of prediction model selection by examining different delay traces.

6.3.3 Model Selection

Generally, it is desirable to have the values predicted by a model to be close to the actual

data values. As pointed out by (79), increasing the order of prediction naturally produces

3Linear models cannot be used to predict a process with uncorrelated samples. However, one can use

non-linear models such as Generalized Autoregressive Conditional Heteroskedasticity (GARCH) models to

exploit any remaining dependency until the error samples are independent of each other.
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better estimates and a lower prediction-error power. However, an overfitted model may

not distinguish the systematic effects of the data from its random effects. For practical

purposes, we seek a model that yields a high predictive accuracy with the smallest number

of parameters.

A popular model selection method is the Akaike’s Information Corrected Criterion

(AICC) [150, 151]. The AICC score quantifies the relative goodness-of-fit of a statisti-

cal model for the given data. A penalty factor is added to the negative log-likelihood of the

fitted model for each parameter in order to prevent overfitting. For an AR(M) process, the

AICC score is given by

AICC = −2 logL(s̃) +
2n× (M + 1)

n−M − 2
, (81)

where n is the sample size and L(s̃) is the likelihood of the n observations. The absolute

AICC scores include an arbitrary constant, thus, are of no direct use. However, a lower

AICC score indicates a better prediction model.

Let us illustrate the importance of model selection on three packet delay traces. To

generate these traces, we simulated a moderate-sized Internet topology [104] in ns-2 network

simulator [134] and used video streams that were encoded by a standard H.264 codec [120]

at 300 Kbps, 600 Kbps and 1.2 Mbps. We refer to these delay traces with the notation of

∆T = 40 ms, ∆T = 20 ms and ∆T = 10 ms, respectively, where ∆T denotes the average

transmission interval at the server.

First, we examine the relation between the mean prediction-error power and the order

of prediction in Figure 53. Based on the definition given in (80), the order of Wiener

prediction for the ∆T = 10 ms, ∆T = 20 ms and ∆T = 40 ms traces is found to be 12, 32

and 60, respectively. Clearly, we require a higher order of prediction for larger ∆T . This is

not surprising since the correlation between the adjacent delay samples reduces with ∆T .

This result can also be explained by the partial autocorrelation functions (PACF) plotted

in Figure 54, where we note that it takes a larger number of lags for the PACF to die off as

the value of ∆T increases.

Figure 53 shows that the mean prediction-error power gradually decreases with the order
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of prediction. However, the AICC scores first show a decreasing and then an increasing trend

(See Figure 55). In other words, the predictive accuracy improves with increasing N until

a point and then starts degrading. Specifically, the AICC scores for the ∆T = 10 ms,

∆T = 20 ms and ∆T = 40 ms traces reach their global minima at N = 3, N = 9 and

N = 12, respectively. These values are comparably smaller than the ones corresponding

to the Wiener prediction, signifying that Wiener predictors are indeed overfitted and have

sub-optimal predictive accuracy.
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Figure 53: Variation of the mean prediction-error power with the order of prediction.
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Figure 54: PACFs for all three delay traces.

6.3.4 Practical Considerations

Generally speaking, the AICC method suggests good models that provide sufficient insight

into the process being analyzed, while leaving out the random effects. In non-time-critical
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Figure 55: Variation of the AICC score with the order of prediction for ∆T = 40 ms.

tasks, the computational complexity is of a less important issue. Thus, the models suggested

by the AICC approach can be facilely employed without hampering the performance of

the system. However, if the prediction is carried out in real time, low-complexity models

have to be used to sustain the system feasibility. The main objective is, thus, to select a

computationally-efficient yet intuitively-plausible prediction model that adequately captures

the dynamics in the packet delay process.

A naive approach is the AR(1) model, where the next delay estimate is solely determined

by the last observation, i.e., s̃1[n] = s[n − 1]. The phase diagrams plotted in Figure 56

clearly indicate the existence of a significant lag-1 correlation among the delay samples and

support the AR(1) prediction model. However, this predictor is not capable of distinguishing

whether packet delays are increasing, decreasing, or remaining the same, and therefore, does

not serve our goal well.

A more elaborate model is the AR(2) model. AR(2) model bases its estimation on the

last two observations. By definition, we have

s̃2[n] = α1,2s[n− 1] + α2,2s[n− 2], (82)

which can be rewritten as

s̃2[n] = (α1,2 + α2,2)s[n− 1] + α2,2

(
∆T − ∆t[n− 1]

)
, (83)

where ∆t[n] denotes the interarrival time for packet n, i.e., the time difference between the

arrivals of packets n and n − 1. The interpretation of (83) is that the AR(2) model takes
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Figure 56: Phase diagrams for ∆T = 10 ms (a), ∆T = 20 ms (b) and ∆T = 40 ms (c).
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into consideration not only the last delay sample but also its deviation from the previous

sample.

To understand how well an AR(2) predictor compares to its Wiener counterpart, we plot

the prediction-error autocorrelation functions (ACF) for both predictors. Since Wiener

predictors completely model the data, the resulting error samples are guaranteed to be

uncorrelated, which is, however, not necessarily true for AR predictors of lower orders.

Nevertheless, Figure 57 shows that the correlation left out by the AR(2) predictors is rather

insignificant, implying that AR(2) predictors have sufficient predictive accuracy for practical

purposes.

6.3.5 Performance Analysis

In this section, we evaluate the performance of different delay predictors. We analyze (i) the

exponentially-weighted moving average (EWMA) approach, defined in (64), (ii) recursive

weighed median (RWM) filtering, defined in (67), (iii) Wiener prediction, (iv) AICC-based

prediction, and (v) AR(2) prediction. In Table 8, we observe that the prediction-error

standard deviations produced by the AR predictors are substantially smaller than those

produced by the EWMA approach and RWM filtering. In particular, the AR(2) predic-

tors can achieve up to 50% and 39% reduction in the prediction-error standard deviation

compared to the EWMA approach and RWM filtering, respectively.

Table 8: Comparison of the prediction-error standard deviations produced by different
delay predictors.

EWMA RWM Wiener AICC-based AR(2)

Approach Filtering Prediction Prediction Prediction

∆T = 10 ms 11.6 ms 9.0 ms 6.0 ms 6.0 ms 6.0 ms

∆T = 20 ms 19.4 ms 15.7 ms 9.3 ms 9.5 ms 9.6 ms

∆T = 40 ms 26.1 ms 21.8 ms 13.9 ms 14.4 ms 14.8 ms

In Figure 58, we compare three different delay predictors in time domain for the ∆T =

40 ms trace. We observe that the AR(2) predictor outperforms its rivals in terms of tracking

the actual delay trace more closely. We also observe that the EWMA approach largely fails

in detecting the delay spikes, mainly because EWMA naturally smooths out the outliers.
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Figure 57: ACFs of the prediction errors produced by Wiener and AR(2) predictors for
∆T = 10 ms (a), ∆T = 20 ms (b) and ∆T = 40 ms (c).
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In Figure 58, we did not include the AR(60) and AR(12) predictors for comparison, since

according to Table 8, the AR(2) predictors perform closely to their Wiener counterparts as

well as the predictors suggested by the AICC method.
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Figure 58: Time-domain comparison of different predictors for ∆T = 40 ms.

6.4 Media-Unaware Timeout Estimation

From the point of view of (70), an underestimate that is marginally smaller than the actual

value is as good as an overestimate that is marginally larger than the actual value. However,

in the context of RTO estimation, underestimations trigger pre-mature timeouts whereas

overestimations eliminate them. In this section, we formulate a computationally-efficient

way to compute the minimum amount of additional waiting that is required to keep the

probability of timing out pre-maturely below a desired value. In this media-unaware ap-

proach, the timeout decisions are given purely based on the observed delay samples. Later,

in Chapter 7, we will study a media-aware approach where the timeout computation is

carried out based on packet-specific information.

In Figure 59, we plot the prediction-error distributions for the ∆T = 10 ms and ∆T =

40 ms traces. We notice that each of these distributions (particularly, the tail parts) can be

approximated by a Gaussian distribution whose mean and standard deviation are equal to

those of the corresponding prediction-error distribution. Statistically, Gaussian-distributed

samples of a white noise process are independent of each other. In the light of Figure 57,

we infer that AR(2) predictors produce error samples that are independent. This result

has two important implications: First, a sequence of independent random variables is not
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predictable by linear or non-linear models. Thus, if packet delay sampling is sufficiently

dense, the delay process can be almost completely characterized by an AR(2) model. Second,

Gaussian-distributed processes are easy to work with, and a rich set of mathematical tools

is available.

Let τ denote the additional amount of waiting to be added to the initial delay predicted

by (83), and let Φ(τ) denote the delay underestimation probability. By definition,

Φ(τ) = P
{
s̃2[n] + τ < s[n]

}
, (84)

which is a non-increasing function of τ . We seek the minimum value for τ that satisfies

Φ(τ) ≤ pf , (85)

where pf is the desired probability of timing out pre-maturely. By rewriting Φ(τ) as

P {τ < ǫ2}, we compute τ from

τ = F−1
ǫ2

(1 − pf ), (86)

where Fǫ2
is the cumulative density function of ǫ2. A nice feature of the Gaussian distri-

bution is that its inverse cumulative function can be directly calculated from the first and

second-order moments4. For example, to limit the rate of pre-mature timeouts to 5%, τ

should be set to 1.65 times the standard deviation, which is 1.65 × 14.8 = 25 ms for the

∆T = 40 ms trace. While 25 ms may seem insignificant, τ quickly increases for lower pf

values, e.g., for pf = 0.1%, the required amount increases to 46 ms.

The adverse impact of a large τ is the increase in the time required to detect lost packets.

To quantify the detection time of a lost packet, we use the delay of the last successfully-

received packet as the hypothetical delay for the lost packet. The loss detection time is

then given by the difference between the predicted and hypothetical delays. That is,

w[n] = s̃2[n] + τ − s[n∗], ∀n : s[n] = ∞, (87)

where n∗ is the last successfully-received packet. The average loss detection time and the

4Note that the mean of the prediction error produced by the AR(2) predictor is observed to be close to

zero in all traces. Thus, we merely require the sample standard variation to compute the optimal timeout

duration from (86).
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Figure 59: Prediction-error distributions for ∆T = 10 ms (a), ∆T = 20 ms (b) and
∆T = 40 ms (c). Plots do not include the lost packets.
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pre-mature timeout probability are the benchmarks that characterize the performance of

an RTO estimator.

6.5 Simulation Results

In this section, we present several ns-2 simulation results and evaluate the performances

of four different RTO estimators: (i) the enhanced TCP-like RTO estimator, denoted

by RTOE−TCP, (ii) recursive weighted median filtering, denoted by RTORWM(1,5), (iii)

a percentile-based RTO estimator that predicts the forward-trip time (FTT) of the next

expected packet by computing the pth-percentile of the FTT histogram (excluding the lost

packets), denoted by RTOPRC, and (iv) the media-unaware RTO estimator, denoted by

RTOAR(2). Before comparing all four RTO estimators, we first examine them individually.

We start our analysis with the enhanced TCP-like RTO estimator. RTOE−TCP runs (64)-

(66) on the FTT samples to compute the timeout value5. Recall that we set RTOmin to

zero and disable the exponential timer backoff to avoid excessive overwaiting. Here, by

changing the value of k in (66) we characterize the behavior of RTOE−TCP(k). The left plot

in Figure 60 shows that RTOE−TCP(k) suffers from frequent spurious timeouts when k ≤ 3,

mainly because of the slow convergence of (66). As k increases, k = 4 is the suggested value

for TCP [141], (66) becomes less susceptible to delay variations, and hence, more successful

in RTO estimation. However, the right plot in Figure 60 shows that while the average

loss detection time increases linearly with k, the 95th-percentile of the loss detection times

increases faster. This implies that some of the lost packets are identified in significantly

longer times when k > 3.

The second RTO estimator is the recursive weighted median (RWM) filtering. Due to

the large number of parameters associated with this estimator (K, J and W in (67)), we

omit a detailed analysis and simply adopt the values suggested by [146]. Table 9 shows that

RTORWM(1,5) is successful in keeping the estimation failure rate small, particularly for the

5Generally speaking, RTT samples show a larger variation due to the variations experienced in both

forward and backward-trip times. Hence, using RTT samples in (65) results in overinflated timeout estimates.

In order to remove this adverse effect, RTOE−TCP uses FTT samples instead of RTT samples for RTO

estimation.
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Figure 60: Performance analysis of RTOE−TCP(k).

∆T = 10 ms trace. In their study [146], the authors reported that RWM filtering performed

better than Jacobson’s algorithm with TCP flows. However, our simulations show that

RTORWM(1,5) detects lost packets in a substantially longer amount of time compared to

RTOE−TCP. While this seems to be a contradictory result, we must emphasize that RWM

filtering approach was designed for TCP, and hence, does not necessarily have to perform

well with non-TCP flows.

Table 9: Performance analysis of RTORWM(1,5).

pf Mean w 95th-percentile of w

∆T = 10 ms 0.2% 158 ms 199 ms

∆T = 20 ms 0.3% 156 ms 199 ms

∆T = 40 ms 0.6% 140 ms 185 ms

Third, we present the results for the percentile-based RTO estimator. In Figure 61,

we observe that the estimation failure probability of RTOPRC(p) decreases linearly with

parameter p. However, the incurred cost, i.e., the increase in the loss detection time,

escalates rather quickly with p. Moreover, unlike other RTO estimators, RTOPRC performs

better with lower-bitrate streams. We conjecture that this is mainly due to the fact that

at low bitrates the temporal dependence in packet delay is smaller, and the assumption of

uncorrelated delay samples holds more often, making RTOPRC more robust and successful

in RTO estimation.

Finally, we test the media-unaware RTO estimator with the same three delay traces.
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Figure 61: Performance analysis of RTOPRC(p).

Figure 62 reveals two important findings: First, we notice that the client detects lost packets

faster when streaming at higher bitrates. This result is consistent with Figures 53 and 57

where we showed that the AR(2) prediction is more accurate for smaller ∆T values. Second,

we observe that the mean and the 95th-percentile of the loss detection times are close to

each other in each trace, suggesting that the loss detection time does not vary much over

time.
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Figure 62: Performance analysis of RTOAR(2).

Now we compare RTOE−TCP, RTOPRC and RTOAR(2) on the pf − w plane. Since the

loss-detection performance of RTORWM(1,5) is the worst by a large margin, we omit it from

this comparison. Here, we are interested in determining which RTO estimator detects the

lost packets in the shortest amount of time without exceeding a given pre-mature timeout

probability. Figure 63 shows that RTOAR(2) substantially outperforms RTOE−TCP in all
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cases. For the ∆T = 10 ms and ∆T = 20 ms traces, RTOAR(2) also achieves a better

performance than RTOPRC. However, in the ∆T = 40 ms trace, RTOPRC detects the lost

packets 8 - 20 ms faster than RTOAR(2) at regions where pf > 0.6%. Nevertheless, at the

expense of a 20 ms increase in the average loss detection time, RTOAR(2) is able to diminish

the pre-mature timeout rate to 0.1%.

One important issue in RTO estimation is the rapid convergence of the timeout es-

timates. Based on our simulations, we found that RTOE−TCP required at least 15 - 20

samples to produce good estimates. Thus, when the network conditions changed rapidly,

RTOE−TCP largely failed. This problem was solved to some extent by RTORWM(1,5), which

only required five samples to produce an estimate. On the other hand, RTOPRC initially

required several samples to be able to work properly. In contrast, RTOAR(2) required only

the last two samples for RTO estimation. This fast-convergence feature provides RTOAR(2)

robustness when the packets continuously experience a large amount of jitter, or when only

a small number of delay samples are available for RTO estimation.

6.6 Conclusions

In this study, we developed an adaptive RTO estimation method for low-delay video appli-

cations. By exploiting the temporal dependence in packet delay, we achieved the optimal

trade-off between the amount of overwaiting and redundant retransmission rate. With simu-

lation results, we showed that our approach detected lost packets faster and more accurately

compared to other RTO estimators. Our findings can be summarized as follows:

• RTO estimation is an essential component for any error-control/protection method.

A good RTO estimator should be able to quickly identify lost packets under rigid

delay requirements.

• The RTO estimators that are developed for TCP severely suffer from long loss detec-

tion times. We were able to reduce the detection times by tweaking the estimation

parameters, e.g., k in (66) and W in (67). However, the resulting rate of spuri-

ous timeouts was unacceptably high. Percentile-based RTO estimators deliver higher
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Figure 63: Comparison of different RTO estimators for ∆T = 10 ms (a), ∆T = 20 ms (b)
and ∆T = 40 ms (c).

132



quality of video compared to the TCP-oriented RTO estimators at the expense of

increased redundant retransmissions.

• Provided that the packets are transmitted at sufficiently short intervals, consecutive

delay samples show a strong correlation. Wiener predictors can be used to fully

exploit this correlation and produce uncorrelated prediction-error samples. We showed

that these uncorrelated error samples could be modeled by a Gaussian distribution,

implying that the error samples were indeed independent. Thus, Wiener prediction

models can completely characterize the packet delay process. We also showed that

AR(2) predictors could be safely used in practice instead of their Wiener counterparts.

• Adaptivity to time-varying network conditions is the key in successful RTO estimation.

Slow adaptation potentially leads to a significant performance degradation in terms

of redundant and late retransmissions.
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CHAPTER VII

MEDIA-AWARE RETRANSMISSION TIMEOUT ESTIMATION

FOR LOW-DELAY VIDEO APPLICATIONS

Developing error-control and error-resiliency methods for transmitting delay-sensitive media

content over the best-effort networks poses several challenges. Due to the lack of QoS

guarantees in the conventional Internet as well as in emerging wireless networks, these

methods must continuously monitor the characteristics of the underlying network and try

to infer the incipient network conditions so that they can take the necessary actions on

time. This is utmost important for enhancing the end-user quality, particularly in low-

delay multimedia applications. In this study, we tackle this problem from an error-control

method perspective and develop an innovative framework that optimizes the retransmission

decisions based on the urgency and importance of the media packets.

7.1 Introduction

In Chapter 6, we developed an adaptive retransmission timeout (RTO) estimation method

for low-delay Internet video applications. This method consisted of two main steps: (i) delay

prediction, and (ii) delay-boundary prediction. In the first step, we exploited the temporal

dependence among the packet delay samples and used an adaptive linear delay predictor

to produce the best estimate in terms of the mean-squared error criterion. This predictor

computed the required predictor filter coefficients on the fly, and did not use any fixed

coefficients. This way, we were able to carry out the delay prediction in an optimal fashion

regardless of the source video transmission rate and time-varying network conditions. In the

second step, on the other hand, we used a controller that optimally managed the trade-off

between the amount of overwaiting and spurious retransmission rate by adjusting the bias

to be added to the estimate produced in the first step. The goal was to compute the shortest

timeout duration, and hence, to maximize the chance of on-time error recovery such that

the redundant retransmission rate did not exceed a desired threshold. Our overall approach
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merely used the delay samples observed at the client side for timeout estimation.

In packetized video applications, however, timely delivery of a packet does not guarantee

successful decoding. This is because many video coding standards, e.g., MPEG-x and H.26x,

use motion-compensated prediction to gain in coding efficiency at the expense of inducing a

dependency structure among the encoded video frames. This dependency structure renders

video frames unequally important. For example, a predicted frame can only be decoded

after all the frames to which this particular predicted frame is referenced (called ancestor

frames), are received and decoded. This implies that a frame missing during its decoding

not only causes errors or a freeze during its display time, but also impedes the successful

decoding of all frames that are dependent on it (called descendant frames). The resulting

error propagation continues through all dependent frames and usually decays slowly. It is

therefore essential to optimize the error control for each video packet/frame based on its

importance.

In this study, we develop a media-aware RTO estimation method that computes the

timeout estimates by jointly considering the interdependency relations and the decoding

deadlines of video frames. Naturally, we should select a shorter timeout duration for pack-

ets belonging to more important and urgent frames than it is for packets belonging to less

important and non-urgent frames. If retransmission capability is severely limited due to

scarce bandwidth, we may even opt not to request a retransmission for less important pack-

ets and save the retransmission opportunities for more important packets. This prescient

discrimination helps us achieve a higher rendering quality of video at the client side without

any additional increase in the total transmission rate.

The architecture of the client-driven media-aware RTO estimation is sketched in Fig-

ure 64. Upon receiving a packet, the client measures its delay, and updates the necessary

media-specific information and prediction-model parameters. The client then predicts the

delay for the subsequent packet. This prediction does not use any media-specific information

since the packet delay is totally independent of the payload. In contrast, the timeout dura-

tion for a packet is computed based on the importance of its payload, the time remaining

to its decoding deadline as well as the redundant rate budget.
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Figure 64: Architecture of the client-driven media-aware RTO estimation.

Recently, a large number of studies explored the problem of rate-distortion optimized

media transmission in various contexts (See the references in [57]). Inspired by the work

of Chou and Miao [52], these studies offered solutions to compute the optimal transmis-

sion and/or error-control policies by solving a Markov decision process (MDP) framework.

However, in the interest of obtaining a manageable solution, the original MDP framework

ignored the correlation between consecutive packet delay samples. Furthermore, the MDP

framework also adopted the assumption of no dependency between the packet loss events

and packet delays1. One can justify these assumptions for low-bitrate video transmission

where the packets are transmitted at large intervals, and the delay/loss correlation between

the packets is rather insignificant. However, these assumptions may not hold and sub-

stantially hinder the performance of the optimal policies when transmitting high-bitrate

video2.

The rest of the chapter is organized as follows: In Section 7.2, we formulate our op-

timization problem and derive a set of equations for media-aware RTO estimation. We

discuss the solution approach and implementation issues in detail in Section 7.3. Results

produced from simulations and Internet experiments are presented in Sections 7.4 and 7.5,

1We attempted to address this issue in Chapter 4 to some degree. In this chapter, we further investigate

this issue and propose models that fully capture the delay-loss correlation.
2Note that some of the low-bitrate applications such as VoIP and online gaming also transmit packets

frequently. In such applications, the delay/loss correlation between the consecutive packets can be significant

and should not be ignored.
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respectively. Finally, Section 7.6 concludes the chapter.

7.2 Problem Formulation

We solve the problem of media-aware RTO estimation within a finite-horizon optimization

framework; at each decision epoch a set of frames are considered, and the optimal timeout

durations are computed for each packet/frame. Let G denote a set of frames and assume

that the frames within this set have well-defined interdependency relations that are known

by the client. The critical step in media-aware RTO estimation is to develop an expres-

sion for evaluating the expected video quality of set G in terms of the packet decodability

probabilities. As it will be clear shortly, the decodability of a packet depends on its on-

time delivery probability, therefore, on the amount of its timeout duration, as well as the

decodability of the packet(s) to which this packet is referenced.

In Chapter 4, we adopted a sophisticated video quality metric. This metric required the

knowledge of per-packet distortion information, which could only be extracted during the

encoding process. For our derivations in this chapter, we prefer a more practical and easy-

to-work-with metric. To this effect, we quantify the video quality by the average rendered

frame rate. By definition, the achieved frame rate for set G is computed by

QG = f0 ×
η+
G

ηG
, (88)

where f0, η
+
G and ηG are the original frame rate, the number of decodable frames and the

total number of frames in set G, respectively. Generally, a video frame is packetized into one

or more equal-sized packets. Thus, without loss of generality, we assume that the decodable

fraction of frame Fu is given by the ratio of the number of decodable packets in frame Fu,

denoted by υ+
u , to the total number of packets in frame Fu, denoted by υu. Hence, we have

η+
G =

ηG∑

u=1

υ+
u

υu
. (89)

Since f0 and ηG are constants in (88), our goal is essentially to compute the optimal timeout

duration for each packet in set G such that the expression in (89) is maximized while the

expected redundant retransmission probability does not exceed the desired limit.

Our optimization problem can be formalized as follows:
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Given: A set of frames, G.

Objective: Find the optimal timeout for each packet in set G.

τ opt = arg max
τ

η+
G (90)

Subject to: Expected redundant retransmission probability stays within the required

limit.
ηG∑

u=1

υu∑

n=1

pf [n]

ηG∑

u=1

υu

≤ pf (91)

Given a set of frames, the optimization problem defined in (90) and (91) requires the delay

prediction for R future packets, where R =
∑ηG

u=1 υu. That is, if n∗ denotes the last-

successfully received packet, we need to predict the delays for packets n∗ + 1, n∗ + 2, . . .,

n∗+R. For this purpose, we use the multi-step version of the AR(2) predictor given in (82).

The r-step AR(2) predictor is defined as follows:

s̃r
2[n] = E

{
s[n]|s[n− k], r ≤ k ≤ r + 1

}
1 ≤ r ≤ R. (92)

The r-step predictor filter coefficients, αr
1,2 and αr

2,2, are computed by solving the corre-

sponding Yule-Walker equations as described in Section 6.4.

In the following, we develop the mathematical framework for media-aware RTO estima-

tion, and illustrate the relation of the observed delay samples, timeout estimates, playout

buffer size and retransmission round-trip times to the video quality. The following equa-

tions are provided in a generalized form, however, it should be noted that for packet n, the

corresponding r-step predictor filter and error statistics are used, where r = n−n∗. We list

our notation in Table 10.

Let pn denote the probability of packet n being received by its decoding deadline, tD[n]3.

In our problem scenario, each packet has two transmission opportunities (one initial trans-

mission and one retransmission). We first examine these cases separately, and then combine

them together to compute pn.

3Here, the decoding deadline represents the difference between the transmission time at the server and

the decoding time at the client. Note that tD is common for all packets belonging to a particular video

frame.
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Table 10: List of the notation for the optimization problem.

An Set of the ancestor packets for packet n

ǫ
r
2[n] Prediction error for packet n

Fǫr
2

Cumulative density function of ǫ
r
2

Fu Frame u

f0 Frame rate of the original video

I[n] Retransmission indicator function for packet n

ηG Total number of frames in set G

η+
G Number of decodable frames in set G

pf [n] Pre-mature timeout probability for packet n

pf Desired probability of timing out pre-maturely

pn Probability of on-time delivery for packet n

p1
n Probability of on-time initial transmission for packet n

p2
n Probability of on-time retransmission for packet n

Pn Decodability probability for packet n

QG Video quality of set G

r[n] Retransmission round-trip time for packet n

G Set of frames considered in the optimization

s[n] Observed delay for packet n

s̃r
2[n] Predicted delay for packet n

τ [n] Additional amount of waiting for packet n

tD[n] Decoding deadline for packet n

υu Total number of packets in frame Fu

υ+
u Number of decodable packets in frame Fu

The first step is to calculate the probability of on-time initial transmission for packet n.

Due to the correlation between the delay samples, this probability is given as follows:

p1
n = P

{
s[n] ≤ tD[n]|s[n∗], s[n∗ − 1]

}
. (93)

Expressing this conditional probability in closed form, however, is difficult. Instead, we can

avoid the conditions by substituting s[n] with s̃r
2[n] + ǫ

r
2[n]. The conditional in (93) can be

now expressed as an unconditional probability of the random variable ǫ
r
2:

p1
n =





Fǫr
2

(
tD[n] − s̃r

2[n]
)
, if s[n] <∞;

0, if s[n] = ∞.

(94)
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Note that p1
n is still conditioned on whether packet n is lost or not since the prediction error

is only defined for non-lost packets. Thus, we also need to compute the loss probability of

packet n.

In order to understand the relation between the packet loss and delay, we plot the loss

probability of packet n∗ + r as a function of the delay of packet n∗ for the ∆T = 40 ms

trace. Figure 65 shows that the loss probability for packet n∗ + 1 is negligible if packet

n∗ experienced a delay smaller than 220 ms. However, if packet n∗ experienced a delay

between 220 and 260 ms, the chance of being lost for packet n∗ + 1 increases up to 50%.

Clearly, there is a strong dependence between the loss probability of packet n∗ + 1 and the

delay of packet n∗. More importantly, a noticeable dependence also exists between the loss

probability of packet n∗ +r and the delay of packet n∗ for r ≤ 10. Ignoring this dependence

and merely using the average packet loss rate (2.2% for this particular trace) would result in

either an overrated or underrated packet loss probability. Therefore, it is important that we

express the loss probability of packet n as a conditional on the last observed delay sample.

P
{
s[n] = ∞

}
= P

{
s[n] = ∞|s[n∗]

}
(95)

In practice, the conditional loss probability distribution can be generated on the fly. A

closed form expression is not essential for media-aware RTO estimation.
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Figure 65: Relation between the packet delay and packet loss probability for ∆T = 40 ms.

Having computed the first step of the on-time delivery probability, we now compute the

probability of the retransmission for packet n being received before the decoding deadline.
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Recall that when a packet is received, the client predicts the delay for the subsequent

packet and estimates the timeout duration. If the expected packet is still not received

within this time, a retransmission request is sent to the server. Assuming that the request

is immediately processed by the server, the probability of an on-time retransmission equals

p2
n = P

{
s̃r
2[n] + τ [n] + r[n] ≤ tD[n]

}
, (96)

where r[n] is the round-trip time for the retransmission. It is important to note that in (96)

we do not impose any condition on the previous delay samples. The reason is that the

correlation between r[n] and s[n∗] is usually insignificant. Thus, p2
n can be computed from

the empirical distribution of r in a straightforward manner.

Once we have computed p1
n and p2

n, it is easy to express pn as

pn = p1
n + I[n] × (1 − p1

n)p2
n, (97)

where I[n] is an indicator function: I[n] = 1 if a retransmission is requested for packet n,

and 0 otherwise. Considering that the chance of a retransmission arriving earlier than the

initial transmission is negligible, (97) reduces to

pn =
(
1 − P

{
s[n] = ∞

})
× Fǫr

2

(
tD[n] − s̃r

2[n]
)

(98)

+ I[n] × P
{
s[n] = ∞

}
× P

{
s̃r
2[n] + τ [n] + r[n] ≤ tD[n]

}
.

As mentioned previously, packet n can only be decoded if all of its ancestor packets were

decoded successfully. Thus, the decodability probability of packet n equals the following

product:

Pn = pn ×
∏

n′∈An

pn′ , (99)

where An denotes the set of the ancestor packets for packet n. Here, we observe how the

dependency structure of the streamed video explicitly factors in the video quality. More

implicitly, we also notice that as more of its descendant packets are received by the client,

an ancestor packet becomes more important since its successful delivery would enable the

decoding of several packets. Note that in (99), we are able to express Pn as the product

of individual packet decodability probabilities since any existing delay/loss correlation is

already taken into account while computing pn.

141



Given the packet decodability probabilities, we compute the expected number of decod-

able packets in frame Fu from

υ+
u =

υu∑

n=1

Pn. (100)

Finally, the expected video quality of set G can be calculated by substituting (100) in (89).

The last step in our optimization problem is to calculate the redundant retransmission

probability for each packet. Similar to our derivation in Section 6.4, we compute the pre-

mature timeout probability for packet n as follows:

pf [n] = I[n] × P
{
s̃r
2[n] + τ [n] < s[n]

}
(101)

= I[n] ×
(
1 − Fǫr

2
(τ [n])

)
.

A solution to (90) is feasible only if the expectation of the redundant retransmission prob-

ability over all packets in set G satisfies the constraint given in (91).

7.3 Solution Approach and Implementation Issues

In this section, we first formulated an optimization problem and then derived a set of

equations pertaining to this optimization problem. Depending on the complexity of the

video dependency structure and the horizon of the optimization, the solution can potentially

require a large number of multiplications and additions. In practice, however, solving the

system given in (90) and (91) is less complicated than it may seem. For example, when

network conditions are not severe and packet delays are below a certain threshold, the

client can safely skip computing a timeout estimate for the subsequent packets based on

the knowledge that the loss probability for those packets is negligible. The delay traces

we collected reveal that the majority of the packets usually experience a non-critical delay,

implying that the computational load of the RTO estimation on the client is often minimal.

It is, however, critical to solve (90) and (91) for the client when an incipient congestion

is inferred. An important issue in this optimization is the selection of the optimization

horizon and the granularity of the timeout durations. Suppose that we have R packets

and we need to select a timeout duration for each of them from a set of H quantized

values. In this case, our solution has a complexity of O(HR). Due to the exponential
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relation, the optimization horizon R cannot be chosen arbitrarily large. Furthermore, the

predictive accuracy of the multi-step delay predictor degrades with R. Figure 66 shows that

the prediction-error standard deviation doubles at step four and triples at step 10 for all

delay traces. Since a poor prediction has no practical use, we suggest that the optimization

horizon should not exceed 10. On the other hand, the value of H depends on the maximum

complexity tolerable by the client. In our simulations and experiments, we selected the

timeout durations among seven different values from the set H = {0 ms, 20 ms, 40 ms,

60 ms, 80 ms, 100 ms, ∞}.
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Figure 66: Variation of the prediction-error standard deviation with r.

For R-step prediction, we require R sets of the predictor filter coefficients, αr
1,2 and αr

2,2.

To compute these coefficients, we use a window-based approach. The window size W is

chosen short enough to ensure the pseudostationarity of the input data over the length W .

Our tests indicate that W = 20 is a good choice. Given this window size, the predictor filter

coefficients are computed by solving (72). Note that solving (72) requires the knowledge

of the sample autocorrelations for the first two lags in our case. When a new sample is

observed, the oldest sample is removed from the window and the other samples remain

unchanged. Thus, the sample autocorrelations can be updated in an efficient manner.

Furthermore, the filter coefficients vary over time, but due to the pseudostationarity of the

data, we observe that αr
1,2 + αr

2,2 = 1. Thus, it is sufficient to compute only one of the

coefficients for each r.
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Here, we have to point out that the proposed media-aware RTO estimator is a consid-

erably more elaborative method compared to Jacobson’s algorithm or the RWM approach

(See Section 6.2). Hence, it naturally requires more computational power. Yet, due to

the simplifications discussed in this section, the computation overhead can be considered

modest for today’s available communication systems.

7.4 Simulation Results

In this section, we analyze the performance of the media-aware RTO estimator. We de-

note this estimator with RTOMedia−aware(R), where R is the optimization horizon. Nat-

urally, RTOMedia−aware(1) is the same as the media-unaware RTO estimator, denoted by

RTOAR(2), studied in Chapter 6. To better illustrate the impact of R on the performance

of RTOMedia−aware(R), we compare the on-time arrival rates of the individual frames in a

GOP. For this purpose, we encoded a test sequence with a standard H.264 codec [120] at

300 Kbps and 20 frames per second. The adopted GOP structure was one I-frame plus

nine P-frames. We streamed this video between two end-points in a moderately-congested

Internet topology, where the forward-path packet loss rate averaged 5%.

In Figure 67, we plot the average on-time arrival rates of the individual frames when the

playout buffer is 500 ms. Under the adopted simulation settings, we observe that RTOAR(2)

could deliver approximately 30% of the retransmissions on time, and, as expected, this

success rate did not vary much among the frames. In contrast, RTOMedia−aware was able

to deliver as much as 40% of the I-frame retransmissions on time at the expense of least

important P-9 frames. In other words, RTOMedia−aware recovered more of the important

video content by not increasing the streaming rate, but by relinquishing the recovery of

the less important content. It is important to note that as we increased the optimization

horizon, the optimization gain improved.

Next, we plot the average on-time arrival rates when the playout buffer is relaxed to

600 ms. In this case, RTOAR(2) delivered 90% of the retransmissions on time. Naturally,

the on-time retransmission probability improved with an increase in the playout buffer size.

Although RTOMedia−aware still produced better quality video, the performance gap between
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Figure 67: Variation of the frame on-time performance with the optimization horizon
when the playout buffer is 500 ms.

the media-aware and media-unaware approaches reduced with respect to the previous case.

Thus, we conclude that the media-aware RTO estimation becomes more crucial under low

end-to-end delay requirements, and as the delay requirement relaxes, its performance con-

verges to that of the media-unaware RTO estimation.
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Figure 68: Variation of the frame on-time performance with the optimization horizon
when the playout buffer is 600 ms.

7.5 Internet Experiments

In this section, we present a comprehensive set of experimental results and assess the perfor-

mance of different RTO estimation methods. First, we explain the setup and then discuss

the results.
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7.5.1 Experimental Setup

We developed and established an experimental platform on the Internet. On this platform,

we emulated a real-time video streaming application over UDP between a broadband client

in Ankara, Turkey and a broadband server in Atlanta, GA USA4. The client simultaneously

streamed video packets from the server and carried out the RTO computation. When a

packet was identified as lost, a retransmission request was sent to the server. If this request

was successfully received, the server immediately retransmitted the requested packet.

In the implementation, we identified each packet with a unique sequence number as-

signed by the server. Prior to any video transmission, the client synchronized its internal

clock with the server [152] and received video-specific information such as encoding bitrate

and GOP structure, from the server. This information as well as the delay measurements

were used by the client for real-time RTO estimation.

We conducted our experiments in six sessions of 60 minutes, where we tested all five

different RTO estimators discussed throughout Chapter 6 and this chapter. After each

session, the mean delay and packet loss rate were measured to ensure that similar network

characteristics were observed in all sessions. The mean round-trip delay and mean forward-

path packet loss rate were measured as approximately 250 ms and 6.0%, respectively. While

all lost packets were eventually detected by any of the RTO estimators, the total recovery

times varied depending on the agility of the RTO estimators. To illustrate this variation,

we examine the delay distributions of the retransmitted packets. Figure 69 shows that we

empirically required a playout buffer of 440 ms to merely enable the retransmission capa-

bility. Naturally, with a larger playout buffer, more and more retransmissions would reach

the client on time. Figure 69 also reveals that playout buffers larger than 600 ms were

essentially useless since even the worst-performing RTO estimator completed its retrans-

missions within 600 ms. Yet, for the sake of demonstrating the impact of accurate RTO

estimation, we adopted a playout buffer of half a second in producing the results presented

in this section.

4The reason for experimenting over an intercontinental network was to observe a wide range of packet

loss and delay characteristics.
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Figure 69: Total-delay distributions for different RTO estimators.

For video quality comparison, we encoded the test sequences Foreman (352 × 288)

and Suzie (176 × 144) with a standard H.264 codec [120] and a GOP structure of one

I-frame plus nine P-frames at 600 Kbps, 20 frames per second and 150 Kbps, 30 frames

per second, respectively. We report our results in terms of three metrics: (i) percentage

of the on-time packets, (ii) average video quality, and (iii) glitch rate. For the average

video quality, we use the peak signal-to-noise ratio (PSNR) measure on the luminance (Y)

channel. Glitch rate is defined as the percentage of the frames whose PSNR value is below a

certain threshold. The value of this threshold is sequence-specific and should be determined

by visually inspecting the individual frames. For the Foreman and Suzie sequences, we

selected a threshold of 30 and 34 dB, respectively. During the decoding process, we concealed

the missing macroblocks with the ones in the last successfully-decoded frame in order to

reduce the amount of severe transitions from the frames in error. In addition, the packets

that missed their decoding deadlines, i.e., late packets, were still used in the decoding

process to improve the decodability of the predictively-encoded frames. Yet, Figure 70

shows that the late packets severely affected the video quality rendered at the client.

7.5.2 Results

In the following discussion, we first present the results obtained from the Foreman se-

quence. Then, we will provide the results for the Suzie sequence.

An immediate result of our experiments is that without any error control, the video
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Figure 70: Variation of the video quality with the playout buffer size for the Foreman

sequence.

quality severely suffers from the lost packets; in the case of the Foreman sequence, the

average streaming quality barely reached 34.3 dB, which is 5.6 dB lower than the lossless

case. When RTOE−TCP was employed, the video quality improved by 0.7 dB at the expense

of an average rate increase of 39 Kbps. However, 7% of this rate increase was redundant

due to pre-mature timeouts, and 86% of it was useless since those packets missed their

decoding deadlines. The second method, RTORWM(1,5), improved the video quality by only

0.2 dB while increasing the average transmission rate by 38 Kbps. We observed that 5% of

the retransmissions requested by RTORWM(1,5) were redundant and 93% of them were late.

These results clearly indicate that the RTO estimators that are primarily designed for TCP

are not suitable for low-delay applications. The overinflated estimates inevitably disrupt

the timely detection of lost packets, which adversely affects the on-time retransmission

performance.

In the third session, we tested RTOAR(2) and obtained an average video quality of

38.3 dB (4.0 dB improvement over the no-retransmission case) at an average streaming rate

of 638 Kbps. The quality gain stemmed from the fact that only 5% and 30% of the total

retransmissions were redundant and late, respectively. In the fourth and fifth sessions, we

experimented with RTOPRC with two different p values. These p values were chosen by

trial and error such that (i) RTOPRC recovered as many packets on time as RTOAR(2),

and (ii) RTOPRC consumed an average total streaming rate equal to the one consumed
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by RTOAR(2). In the first case, RTOPRC produced almost three times more redundant

retransmissions compared to RTOAR(2). In the second case, on the other hand, RTOPRC

barely delivered a 36.5 dB video.

Finally, in the last session, we experimented with RTOMedia−aware(10). While the percent-

age of the late retransmissions slightly increased with respect to RTOAR(2), RTOMedia−aware(10)

further improved the video quality by 0.3 dB and delivered the highest quality of video at

38.6 dB. The comparison of RTOMedia−aware(10) against the other four RTO estimators for

the Foreman sequence is given in Table 11.

Table 11: Experimental results for the Foreman sequence.

Rate Rate of Redundant Rate of Late PSNR Glitch

(Kbps) Retransmission Retransmission (dB) Rate

Lossless 600 N/A N/A 39.9 0%

No Retransmission 600 N/A N/A 34.3 35%

RTOE−TCP 639 7% 86% 35.0 28%

RTORWM(1,5) 638 5% 93% 34.5 30%

RTOPRC 644 18% 29% 38.3 8%

RTOPRC 638 5% 55% 36.5 11%

RTOAR(2) 638 5% 30% 38.3 8%

RTOMedia−aware(10) 638 5% 35% 38.6 4%

We present the results for the Suzie sequence in Table 12. Compared to the results of the

higher-bitrate Foreman sequence, we observe that RTOPRC showed a little performance

improvement, whereas the other RTO estimators experienced a small amount of perfor-

mance degradation. This observation is consistent with the simulation results presented in

Section 6.4.

We summarize our experimental results for both test sequences on a rate-quality plane.

In Figures 71 and 72, we clearly see that RTOMedia−aware(10) outperforms all other four

RTO estimators by achieving a higher video quality while streaming at an equal or smaller

bitrate. In other words, RTOMedia−aware(10) has the best rate-quality performance.
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Table 12: Experimental results for the Suzie sequence.

Rate Rate of Redundant Rate of Late PSNR Glitch

(Kbps) Retransmission Retransmission (dB) Rate

Lossless 150 N/A N/A 38.9 0%

No Retransmission 150 N/A N/A 36.5 27%

RTOE−TCP 160 7% 96% 36.6 25%

RTORWM(1,5) 160 8% 92% 36.7 23%

RTOPRC 161 15% 40% 37.8 9%

RTOPRC 160 7% 50% 37.5 13%

RTOAR(2) 160 7% 40% 37.8 9%

RTOMedia−aware(10) 160 7% 44% 38.1 3%
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Figure 71: Rate-quality performance of different RTO estimators for the Foreman se-
quence.

7.6 Conclusions

Previously in Chapter 6, we proposed an autoregression-based adaptive RTO estimation

method for low-delay Internet video applications. This method substantially outperformed

existing estimators such as the enhanced TCP-like RTO estimator and recursive weighted

median filtering. In this study, we furthered our approach and developed a media-aware

RTO estimator. This RTO estimator computes the optimal timeout duration for each packet

such that the video quality rendered at the client is maximized for a given retransmission

rate budget. Our simulations show that media-aware RTO estimation provides a significant

quality improvement over its media-unaware counterpart, particularly when the application
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Figure 72: Rate-quality performance of different RTO estimators for the Suzie sequence.

requires a low end-to-end delay.
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CHAPTER VIII

CONCLUSIONS AND FUTURE WORK

8.1 Contributions

This thesis develops a collection of end-to-end and system-level protocol-based solutions for

a diverse set of multimedia applications, and conducts a comparative performance analysis

against the state-of-the-art methods. Contributions of this thesis include the following:

• We develop an optimal multi-path transmission framework for streaming error-resilient

videos over overlay networks in low-delay video applications,

• We experiment with and analyze the performance of the single/multi-hop and single/multi-

path transmission methods for streaming high-resolution videos in mesh networks,

• We formulate a mathematical framework that models on-demand video delivery from

multiple content servers, and develop a packet scheduling algorithm that achieves the

rate-distortion optimal performance within a multi-server streaming system,

• We investigate the use of proxies to overcome the problems associated with packet

loss, large delay and delay jitter in interactive video applications,

• We characterize the packet dynamics in networked-video applications, propose models

for packet delay, develop accurate delay and delay-boundary prediction methods, and

interpret the correlation between the packet delay and packet loss events,

• We engineer media-aware and network-adaptive error-control methods, and lay out a

framework that computes the optimal actions for error control.

8.2 Future Research Directions

Multimedia networking is an active area of research, and it is continuously evolving. There

are several open issues that remain to be thoroughly researched. Below, we present an

overview for the ones that fall into the context of this thesis.
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Optimized Residential Wireless Mesh Networks:

During our experiments in Chapter 3, we fixed the location of the mesh nodes since most

in-home nodes such as TVs, PVRs and DVD players are usually immobile. However, in-

termediate relay nodes can sometimes be mobile nodes, in which case the problem of low-

latency video transmission becomes more complicated. The second simplification we made

in that chapter was that we considered a single flow throughout the mesh network and did

not allow any other background traffic. Of course, in real life, there will very likely be

several simultaneous data flows as well as multiple video flows, each potentially originating

and terminating at different nodes. In multi-sender multi-receiver environments, a joint op-

timization for path selection and resource allocation will be compulsory, which, we believe,

will be a good extension to this work.

In-Network Cooperative Media-Aware Error Control:

In Chapter 5, we studied the potential benefits of using proxies in providing improved

error-control/protection capabilities to the clients communicating with each other over long

distances. In Appendix C, our simulations showed the effectiveness of the I-Proxy approach

and that its advantages could be best exploited with a proper I-Proxy selection. An in-

teresting future work is to extend the idea of I-Proxy to Skype-like peer-to-peer networks

where multiple client pairs exist, and the I-Proxy functionalities are carried out by actual

clients rather than dedicated proxy servers. Two important problems that deserve further

attention are the selection of the relay nodes and the error-control functionalities that will

be performed at the relay nodes.

Proxy-Based On-Demand Video Distribution in Cable Networks:

A challenging problem for cable TV operators is to deliver the on-demand content from

potentially several different content providers throughout the world to its customers in

a high-quality fashion. Customers demand, actually will pay only for, an uninterrupted

service and error-free audiovisual quality. While the on-demand content can be easily

pushed from local caches, head-ends or even central content repositories by the help of

intelligent content caching and replication, several problems likely occur when the content
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is pushed from outside sources. The outsourced video streams are subject to congestion

in the public Internet and at the points-of-presence (PoP), where several Internet service

providers interconnect to each other.

A practical solution to this problem is to co-locate proxy servers at the ingress points.

These proxies partition each end-to-end connection into two sub-connections. This allows us

(i) faster packet loss detection and recovery, (ii) jitter compensation via buffering, and (iii)

content adaptation via transcoding and transrating. Furthermore, if the network conditions

between the outside source and designated proxy deteriorate over time, the incoming video

traffic can be rerouted over alternative proxies to deliver a continuous video experience to

the customers. Another advantage of this approach is that the cable operators can use their

proprietary transport and application-layer protocols for video within their network, while

retaining a standard-compliant connection with the external content providers.

Delay Prediction in Wireless and Mixed Networks:

Delay and delay-boundary prediction are two essential components for error-control and

protection methods. In Chapter 6, we studied autoregressive models to characterize the

nature of the packet delay observed in Internet video applications. Our simulations and

experiments mainly focused on the wired networks. Yet, applications that are running

between two wireless clients or between a wireless client and a wired client also require

accurate models for delay and delay-boundary prediction. To this effect, research needs to

be performed to capture the unique features of the wireless channels and develop tailored

prediction models.
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APPENDIX A

FAST HEURISTICS FOR OPTIMAL MULTI-PATH SELECTION

In Chapter 2, we modeled multi-path streaming for multiple description video, and pre-

sented a formal way to evaluate the streaming distortion for each set of paths in a given

network. The optimal solution was a straightforward evaluation of the distortion for each

possible path pair and choosing the one with the minimum distortion. However, given

that (3) is highly nonlinear, solving this optimization problem may become computationally-

intractable in large topologies. In particular, optimal solution may not be feasible if the

client does not have enough processing power, memory resources and time to find the so-

lution, or if the client resides in a network where the conditions change rapidly. In this

appendix, we address this problem and investigate a fast heuristics-based solution.

First, we analyze the brute-force complete enumeration approach. Then, we develop a

heuristic that selects a good pair of diverse paths. This heuristic is based on first iden-

tifying a small subset of good paths, and then choosing the pair among this subset that

minimizes (3). In developing our heuristic, we exploit the routing hierarchy in the Internet.

See [104] for further details on this subject.

A.1 Brute-Force Approach

Consider an Internet topology with M transit domains (TD) each of which contains N

nodes. An illustrative topology with four TDs is shown in Figure 73. Assume that the

multi-path routing capability is enabled only within TDs. In this topology, the brute-force

(BF) approach for finding the optimal pair enumerates all possible paths between the server

and client. Then, (3) is computed for each pair, and the pair that gives the minimum average

distortion is selected.

The complexity analysis of this approach can be summarized as follows: All paths in

the given topology can be generated in O(2MN ) time, and (3) is evaluated for all possible
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Figure 73: An Internet topology with four transit domains. Reproduced from Sec-
tion 2.5.3.

pairs in O(MN × 22MN ) time. The identification of the optimal pair requires O(log 22MN )

time. Hence, the BF approach has a complexity of

O(2MN ) +O(MN × 22MN ) +O(MN) = O(MN × 22MN ). (102)

In (102), we observe that the BF approach complexity increases exponentially with both

M and N . Clearly, this approach does not scale well. Below, we develop a more efficient

heuristic, which we refer to as the rapid path generation (RPG) approach.

A.2 Rapid Path Generation

An important characteristic of the Internet is that a path connecting two nodes in different

stub domains (SD), e.g., the ones containing the server and client, never passes through any

other SD [104]. This feature implies that multi-path routing mainly takes place within or

between the TDs. Moreover, between two TDs, usually there is only one link through which

all traffic from the source domain is carried to the destination domain. This natural decom-

position of the Internet leads us to consider the TDs individually in the path-generation

process.

We start our algorithm by finding good paths in each TD. During this process, we also

exploit the fact that among the links in a TD, only a few of them may be heavily congested

at a time while the rest is lightly congested or not congested at all. Eliminating these
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congested links reduces the topology size. Moreover, after this reduction, the remaining

links will have similar (almost zero) packet loss rates. On the other hand, the end-to-end

bandwidth is often limited by the SD or inter-domain links. We assume that TD links can

support the bandwidth desired by the clients. Hence, the bandwidths of the remaining TD

links have a negligible effect in selecting the good paths.

Now, we are left only with the delay and jitter parameters in the path-generation process.

To find a subset of good paths in each TD, we solve a k-shortest path algorithm where the

cost on each link is the sum of its delay and average jitter. The most straightforward k-

shortest path algorithm for M TDs requires O(kMN2) time. After selecting k good paths

in each TD, we combine them to create O(kM ) end-to-end paths. Then, out of these paths

we form O(k2M ) pairs. At this point, we evaluate (3) for each pair. This process takes

O(MN × k2M ) time. Finally, selecting the pair with the minimum average distortion can

be accomplished in O(log k2M ) time. Hence, the RPG approach has an overall complexity

of

O(kMN2) +O(MN × k2M ) +O(M) = O(MN × k2M ). (103)

Generally, we have M < N , which is the case in small-to-moderate sized networks.

Hence, although the RPG approach runs in exponential time in M , it still provides an

important improvement over the BF complete enumeration, which requires exponential

time in the total number of nodes, i.e., M × N . In addition, with this approach rather

than trying to seek the solution in the whole network, we handle reduced-sized problems in

each TD separately. Hence, the demand for the memory space in the RPG implementation

is substantially lower than that in the BF implementation. On the other hand, k is an

important parameter in (103). We will examine its impact on the performance of the RPG

approach in the next section.

A.3 Performance Analysis

In order to evaluate the performance of the RPG approach, we used random Internet topolo-

gies generated by GT-ITM [104]. We varied k, the number of TDs and SDs to analyze the

effects of the variations in the network connectivity. The link parameters were assigned as
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described in Section 2.5.3. For each random topology, we first found the path pairs corre-

sponding to the BF and RPG solutions. Then, by using each pair we streamed a standard

test sequence from the server to the client with a delay tolerance of 200 ms1. We repeated

this process 100 times to obtain reliable PSNR results. The results are tabulated in Ta-

bles 13 - 15 along with the values of k, M and N . The PSNR differences between the BF

and RPG approaches are also given in the last column of each table. Note that each row

represents a different random topology. Hence, the results in a row of a table should only

be compared with the results in the same row of other tables.

Table 13: Comparison of the BF and RPG approaches when k = 1.

k M N BF RPG Difference

1 2 5 33.39 dB 31.82 dB 1.57 dB

1 2 8 33.45 dB 31.56 dB 1.89 dB

1 3 5 33.36 dB 31.63 dB 1.73 dB

1 3 8 33.38 dB 31.44 dB 1.94 dB

1 4 8 33.30 dB 31.39 dB 1.91 dB

Table 14: Comparison of the BF and RPG approaches when k = 2.

k M N BF RPG Difference

2 2 5 33.39 dB 32.93 dB 0.46 dB

2 2 8 33.45 dB 32.85 dB 0.60 dB

2 3 5 33.36 dB 32.84 dB 0.52 dB

2 3 8 33.38 dB 32.66 dB 0.72 dB

2 4 8 33.30 dB 32.43 dB 0.87 dB

The results show that as we identify more good paths in each TD, the performance of the

RPG approach gets closer to the optimal in all topologies. Although there is approximately

1.80 dB difference in the average qualities when k = 1, this difference reduces to around

0.16 dB when k = 3. This is also shown in Figures 74 - 76, where individual frame qualities

are plotted. In Figure 76, the RPG plot tracks the BF plot more closely on the average

than it does in Figure 74. Even when k = 3 (and M = 4, N = 8), the number of operations

1We used the Table Tennis (352 × 240) sequence. This sequence consisted of 150 frames. The frame

rate was 30 frames per second.
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Table 15: Comparison of the BF and RPG approaches when k = 3.

k M N BF RPG Difference

3 2 5 33.39 dB 33.32 dB 0.07 dB

3 2 8 33.45 dB 33.30 dB 0.15 dB

3 3 5 33.36 dB 33.24 dB 0.12 dB

3 3 8 33.38 dB 33.15 dB 0.23 dB

3 4 8 33.30 dB 33.06 dB 0.24 dB

required by the RPG approach is 500K times smaller than the one required by the BF

approach, which proves a quite large saving in terms of processing power and computation

time.

An interesting issue here is the choice of k. In addition to the reported results, we also

tested the same topologies with k = 4. However, the improvement over the case when k = 3

was not that significant. Hence, we conclude that keeping k = 3 is a good choice. It is

worthy to note that k = 1 does not necessarily imply that the 1st and 2nd shortest paths

are selected between the server and client. Although only the shortest path is computed in

each TD for k = 1, we still evaluate (3) for all possible end-to-end pairs and choose the pair

accordingly.
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Figure 74: The PSNR comparisons of the BF and RPG approaches when k = 1, M = 4
and N = 8.
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Figure 75: The PSNR comparisons of the BF and RPG approaches when k = 2, M = 4
and N = 8.
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Figure 76: The PSNR comparisons of the BF and RPG approaches when k = 3, M = 4
and N = 8.

A.4 Conclusions

In this appendix, we presented a fast heuristics-based solution for the optimal multi-path

selection problem. This approach performs within 0.2 dB of the optimal solution in small-to-

moderate sized networks without incurring any runtime or memory-space problems. Par-

ticularly, this fast heuristic is best suited to interactive multimedia applications such as

videoconferencing and VoIP, where multi-path computation is a time-critical process. In

addition, our approach is also suitable for the clients whose processing-power capabilities

are limited.
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APPENDIX B

MULTIPLE DESCRIPTION VS. SCALABLE VIDEO

STREAMING WITH OPTIMAL DIVERSE ROUTING

With the proliferation of multiple description (MD)-based streaming solutions, it naturally

became necessary to conduct a performance comparison study for MD and scalable video

(SV) streaming. Several researchers investigated this issue to date in different setups and

scenarios [44, 72, 75, 153, 154]. A common result out of all these studies was that MD

streaming outperformed SV streaming when no error protection was applied on the sub-

bitstreams. The main reason was that any erasure in the base layer would cause irrecoverable

errors and avoid the decoding of other enhancement layers. In contrast, erasures in a

description would only affect that description, leaving other descriptions completely intact.

These studies also reported that protecting the base layer against erasures and packet

losses was essential to improve the performance of SV streaming. Two main suggested

methods were retransmission-based error control and forward error correction. However,

these methods were prohibitive in some scenarios due to the extra delays introduced.

While these studies shed light on the specifics of MD vs. SV streaming, they often

fell short to provide an analytical comparison approach. In this appendix, we address this

problem by extending the multi-path selection framework that we developed in Chapter 2 to

SV streaming. We claim that using multiple transmission paths for SV streaming can be an

effective way in protecting the base layer, provided that the paths are selected intelligently.

A major advantage of this approach is that it achieves high-quality SV streaming without

using any error control or protection.

The contribution of this study is two-fold: First, we provide an optimal multi-path

selection method for SV streaming. Second, we propose a quality comparison methodology

for determining whether MD or SV streaming performs better under the given network

conditions. With this methodology, a multi-codec application that supports both MD and
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SV codecs can estimate the performance of both streaming approaches prior to and during

the video transmission, and make a codec switch, if necessary. In this perspective, the

results presented in this study not only provide prominent insights into the capabilities

of MD and SV streaming but also complement the MD vs. SV streaming performance

comparison studies conducted so far.

B.1 Multi-Path Selection for Scalable Video Streaming

In an MD streaming system, individual descriptions can be decoded independently. How-

ever, in an SV streaming system, the base layer has to be received intact to be able to

decode any enhancement layer. Suppose that our SV streaming system produces one base

layer and one enhancement layer. For SV streaming, we define three distortion terms: (i)

D1,1 is the achieved distortion when both the base and enhancement layers are received

successfully on time, (ii) D1,0 is the achieved distortion when only the base layer is received

successfully on time, and (iii) D0,x is the achieved distortion when the base layer is lost or

late. Thus, we can express the expected distortion for SV streaming at the client as

E{D} =

P1,1︷ ︸︸ ︷
P
{
Both received on time

}
×D1,1 (104)

+

P1,0︷ ︸︸ ︷
P
{
Base layer received on time & enhancement layer lost or delayed

}
×D1,0

+ P
{
Base layer lost or delayed

}
︸ ︷︷ ︸

P0,x

×D0,x.

Note that the arrival of the enhancement layer is a “don’t care” in P0,x since the enhance-

ment layer cannot be decoded unless the base layer is successfully received on time.

Due to the fundamental differences in MD and SV coding, MD and SV streams generally

produce different average qualities (distortions), even they are encoded at the same total

rate. In order to estimate the corresponding distortions accurately by using (2), we need to

compute the actual source rates for both of them. Let’s explore this on an example.

Consider a source video encoded by an MD/SV encoder at a total rate of RM . To

achieve the same quality, suppose that it is sufficient to encode the same source video at

a rate of RS for a conventional single stream encoder. Since the redundancy introduced
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into the stream by the single stream encoder is smaller, we have RS ≤ RM . We define the

redundancy level injected into an MD and SV stream as the proportion of the additional

rate needed by its encoder. That is, the redundancy level, denoted by ρ, is given by

ρ =
RM −RS

RM
. (105)

We compute the redundancy level of the individual sub-bitstreams, e.g., the descriptions

and layers, with the same formula by replacing the total rate with the sub-bitstream rates

in (105). Now, we can revise the distortion model given in (2) as

D(rk, ρ) ≈
κ

rk × (1 − ρ)
, (106)

where rk is the rate in terms of the number of bits per source sample on the kth channel

(defined in (6)), and κ is a model parameter. With this revised distortion model, we apply

the same set of equations derived in Section 2.4.1 to compute the distortion terms of D1,1,

D1,0 and D0,x. Note that D0,x is computed in a similar fashion as D0,0. The success

probabilities P1,1, P1,0 and P0,x are also computed as discussed in Section 2.4.2.

B.2 Simulation Results

In this section, we investigate the performance of MD and SV streaming in a simulation

environment. For this purpose, we developed a real-time streaming application that sup-

ported both MD and SV codecs. We adopted the simulation settings from Section 2.5.

We present several results for the standard test sequences Table Tennis and Flower

Garden, both of which have a resolution of 352 × 240 pixels.

In the simulations, the MD and SV streams were produced by the help of MPEG-2

based MD and SV encoders, respectively. For MD streaming, we preferred the time-domain

partitioning method with two descriptions. For SV streaming, we used the SNR-scalability

mode with two layers (one base plus one enhancement layer). The redundancy levels of each

stream and sub-bitstreams were obtained from a lookup table, which was prepared offline

for the encoders used in the simulations. During the decoding process, we concealed the

missing frames by repeating the information from the last available frame.
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To emulate a realistic simulation environment, we generated a random Internet topology

with GT-ITM [104]. This topology consisted of 240 nodes with four mesh-connected transit

domains, 10 nodes per transit domain, one stub per transit-domain node and five nodes in a

stub domain. We assumed multi-path routing capability at each transit-domain node. The

link parameters were assigned random values as described in Section 2.5.3. We compared

three different streaming methods: (i) shortest-path, (ii) maximally link-disjoint path, and

(iii) optimal multi-path streaming.

Although we held the topology unchanged, we varied the link parameters and chose

different congested links in each of the 10 independent simulations. We summarize the

results for the Table Tennis and Flower Garden sequences in Figures 77 and 78,

respectively. Not surprisingly, maximally link-disjoint path streaming outperforms shortest-

path streaming. However, optimal multi-path streaming further achieves a better video

quality in all simulations.

B.3 Discussion

A quick examination of the results reveals the fact that the average video quality is degraded

severely when the shortest-path streaming method is employed as the underlying routing

method. Moreover, the streaming quality widely fluctuates, which further degrades the

perceptual quality. Particularly, this has more devastating effects on SV streaming, which

is an expected result since the quality of the SV stream often suffers from the losses incurred

in the base layer. On the other hand, MD stream is able to recover from the losses with

a slight quality degradation unless both descriptions are concurrently lost. These results

agree with those reported in [44, 75].

The results also show that maximally link-disjoint path streaming is able to reduce

the adverse effect of a congested link by exploiting the path diversity and improves the

average quality over shortest-path streaming. However, the improvement in SV streaming

is not as much as the one in MD streaming. The reason is that the path assigned to the

base layer by the maximally link-disjoint path streaming method need not necessarily be

a good path. If this path experiences packet losses and/or long delays, SV streaming still
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Figure 77: Average PSNRs for different streaming methods for the Table Tennis se-
quence: shortest-path streaming (a), maximally link-disjoint path streaming (b) and opti-
mal multi-path streaming (c).
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Figure 78: Average PSNRs for different streaming methods for the Flower Garden

sequence: shortest-path streaming (a), maximally link-disjoint path streaming (b) and op-
timal multi-path streaming (c).
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performs poorly, even though the enhancement layer is transmitted over a link-disjoint path.

However, the performance of SV streaming increases drastically with optimal multi-path

streaming. This is because optimal multi-path streaming considers the characteristics of

the base and enhancement layers, and selects the paths accordingly.

B.4 Conclusions

In this appendix, we provided an optimal multi-path selection method for SV streaming and

proposed a quality comparison methodology for determining whether MD or SV streaming

performed better under the given network conditions. Our simulations ran over an over-

lay infrastructure showed that sizeable PSNR improvements could be achieved when the

video was streamed over intelligently-selected multiple paths instead of the shortest path

or maximally link-disjoint paths.
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APPENDIX C

PROXY SELECTION METHODS FOR INTERACTIVE VIDEO

Our simulations and Internet experiments with a single-proxy system between the U.S and

Europe, presented in Chapter 5, clearly proved the advantages of the I-Proxy approach.

These simulations and experiments also showed that the location of the I-Proxy played an

important role on the overall performance of the system. Given that a large number of

I-Proxies can be available at different locations throughout the Internet, we clearly require

a method for selecting a good I-Proxy. In this appendix, our goal is to model the dynamics

involved in the networks with proxies, and investigate mathematical and practical I-Proxy

selection methods.

C.1 Effects of the Location of the I-Proxy

The analysis of Figure 49 reveals two important results:

• Fast retransmission may recover packets faster than early retransmission, however,

cannot recover all lost packets.

• Early retransmission can recover any lost packet but may not be able to recover all

of them on time.

Generally speaking, congestion and packet losses occur on the bottleneck link of the path

between two ends. As mentioned previously, the node that is closest to where the packets

are dropped can notify the server and request a retransmission before all the other nodes.

Let us exemplify this point on the single Internet path sketched in Figure 79. Here, assume

that the bottleneck is the link between the first and second nodes. In this case, locating

the I-Proxy on the second node minimizes the loss detection time, and consequently, the

error-recovery time.

Yet, an opposite scenario is when the congested link is closer to the client than it is to

the server. An example is sketched in Figure 80, where the link between the fourth and fifth
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Figure 79: Fast retransmission by the I-Proxy.

nodes is congested and causing the majority of the packet losses. In this case, it is a better

practice to place the I-Proxy on the fourth node rather than the fifth one. The reason being

that packets will eventually arrive at the fourth node from where a quick recovery can be

done for those packets that get lost between the I-Proxy and client. As a matter of fact,

locating the I-Proxy on the third node would unnecessarily increase the error-recovery time,

whereas locating on the fifth node would render almost all of the advantages of the I-Proxy

approach useless. It is interesting to note that the scenario sketched in Figure 79 is the

exact replica of the one sketched in Figure 80 with the server and client are switched. In

two-way video applications, this implies that the I-Proxy selected for the video transmission

in one direction is a good choice for the video transmission in the reverse direction as well.

Server

1 2 3 4 5

Client

Retransmission

Retransmission

Request

Figure 80: Early retransmission by the I-Proxy.

These two examples clearly show why an intelligent I-Proxy placement/selection is es-

sential to the success of our approach. Unfortunately, there is no immediate solution to

this problem. The network conditions should be carefully evaluated, and a proper decision

should be given accordingly. In the next section, we look into this problem and provide a

solution based on a mathematical model.

C.2 Model-Based I-Proxy Selection

In this section, we derive mathematical expressions to model the dynamics of fast and early

retransmission mechanisms. In our formulations, we make certain assumptions regarding
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the knowledge of path conditions between the end-users and the candidate I-Proxies such

as packet delay and loss characteristics. While such information is difficult to collect in

practice, we believe that the following discussion provides an insight for the I-Proxy selection

problem. Based on our findings, we will propose a practical approach in Section C.3. We

start our discussion by introducing the notation.

C.2.1 Definitions

We characterize a communication network by a set of I-Proxy nodes, N1,N2, . . . ,Nn, a

server S and a client C. The delay of a packet transmitted the kth time from node U

destined to node V via node X is denoted by tkU→X→V , which includes the processing,

transmission, propagation as well as the queuing delays. A sample network with three I-

Proxies is sketched in Figure 81. When a user logs into the system, a list of the available

I-Proxies and relevant statistics are transmitted to the user.

Server Client

I-Proxy 1

I-Proxy 2

I-Proxy 3

Figure 81: Sample network topology with three I-Proxies.

A critical variable that affects the on-time delivery performance of an application is the

delay jitter. Unfortunately, it is not possible to accommodate an excessively-delayed packet

in conversational applications due to the strict delay requirements. Hence, the server has to

deliver every packet to the client within a short amount of time after the packet is generated.

In the sequel, we refer to the maximum tolerable delay by the application as Tmax.

Without loss of generality, we assume that any packet delivered within Tmax improves

170



the video quality rendered at the client1. Naturally, the path that has the best on-time

delivery performance delivers the highest quality of video on the average. Hence, the I-

Proxy should be selected such that the path going through it has the highest on-time

delivery rate. Explicitly, this selection process requires the evaluation of each possible

path between the server and client. For this purpose, we develop a quality metric, i.e., an

objective function, that computes the on-time delivery rate based on the network conditions

between the server/client and each I-Proxy. The quality of the path going through I-Proxy

Nk is denoted by QNk
. To make the analysis tractable, we limit the maximum number

of retransmissions to one for each packet, which is at the end a reasonable assumption for

interactive video applications.

C.2.2 Objective Function

First, we compute the on-time delivery rate of the direct path between the server and client,

i.e., no I-Proxy is used. We express the quality of the direct path as

QØ = P
{
t1S→C ≤ Tmax

}
+ P

{
t1S→C = ∞

}
× P

{
tE2E−ARQ ≤ Tmax

}
, (107)

where P{tE2E−ARQ ≤ Tmax} represents the probability of an on-time end-to-end retrans-

mission. This probability can be written as follows:

P
{
tE2E−ARQ ≤ Tmax

}
= P

{
dC + t1C→S + t2S→C ≤ Tmax|t

1
S→C = ∞

}
. (108)

In (108), dC is the difference between the time of the initial transmission at the server

and the time a retransmission request is sent by the client. The value of dC depends on

the delay and congestion level between the server and client as well as the agility of the

RTO estimator employed by the application. Note that in (108), we use a conditional

probability to compute the probability of a successful end-to-end retransmission. This is

particularly important since packet delays and loss events are correlated in the short term

(See Chapters 6 and 7 for details). Avoiding this conditional would lead to overestimating

this probability.

1Due to the interdependency relations among video packets, the decoder may not be able to decode a

video packet even if it is received before its decoding deadline.
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Now, we can generalize (107) to the case when an I-Proxy is used between the server and

client. Denoting the durations of fast and early retransmissions by tF−ARQ and tE−ARQ,

respectively, we can express the quality of the path going through node Nk as

QNk
= P

{
t1S→Nk→C ≤ Tmax

}
(109)

+P
{
t1S→Nk

= ∞
}
× P

{
tF−ARQ ≤ Tmax

}

+P
{
t1S→Nk

<∞
}
× P

{
t1Nk→C = ∞

}
× P

{
tE−ARQ ≤ Tmax

}
.

The probabilities of successful fast and early retransmissions are given by

P
{
tF−ARQ ≤ Tmax

}
= P

{
dNk

+ t1Nk→S + t2S→Nk→C ≤ Tmax|t
1
S→Nk

= ∞
}

(110)

and

P
{
tE−ARQ ≤ Tmax

}
= P

{
dC + t1C→Nk

+ t2Nk→C ≤ Tmax|t
1
Nk→C = ∞

}
, (111)

respectively. It is not surprising that as the I-Proxy gets closer the server, the chance of

successful fast retransmission increases while the early retransmission capability gets less

viable. The opposite is true if the I-Proxy gets closer to the client, as suggested by Figures 79

and 80. Note that (111) assumes that the packet requested by the client is available at the

I-Proxy. This assumption is not strictly true. However, it is likely that the I-Proxy will

have already received and cached the packet by the time it receives a retransmission request

from the client.

Recall that at the beginning of this section, we assumed that packet delay and loss

characteristics were known for all paths between the server and client. Armed with this

information and by incorporating the statistical models for the specific RTO estimator that

is used by the application, one can evaluate each possible path between the server and

client. The goal is to select the path that has the highest average quality metric.

k∗ = arg max
k

E
{
QNk

}
k = {Ø, 1, 2, . . . , n} (112)

In selecting the I-Proxy based on (112), we very likely may face two main challenges:

First, it is a difficult task to gather the required statistics, particularly when the net-

work conditions change rapidly. Second, service providers may allocate a large number of
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I-Proxies throughout the Internet. In practice, it is neither feasible nor necessary to evalu-

ate (112) for each I-Proxy. In the light of our findings, we next propose a practical approach

to address these two concerns.

C.3 Practical I-Proxy Selection

To date, several metaheuristic methods have been developed for solving combinatorial and

global optimization problems. A popular and successful one is the variable neighborhood

search method, where the basic idea is to start with a feasible solution and try to find a better

one through a local search. Provided that a good neighborhood structure is defined, one

can obtain near-optimal solutions. However, constructing a good neighborhood structure

is particularly difficult in our case, since our problem domain, i.e., the Internet, is a huge

diverse environment with time-varying characteristics. As a result, the chances are the

solution easily gets trapped in a local optima.

To circumvent this potential drawback, we apply the basic idea of binary search. In this

approach, we initially start direct video transmission from the server to the client. After a

certain number of packets, say m, are transmitted, we count the number of retransmission

requests received, and divide it by m to compute the retransmission request rate of the

client, which is denoted by ρC . Unless the retransmission request rate is negligibly small,

the server selects an I-Proxy that is approximately in the middle of the path between the

server and client, and starts relaying the video packets over it. Here, selecting a node in the

middle of an Internet path stands for finding a node that is network-wise equally close to

both ends. If we examine (109) carefully, we infer that selecting the mid node is the best

action in practice, if we do not have enough information whereabouts of the congestion. In

the flowchart sketched in Figure 82, the selection process is represented by 〈l, r〉, where l

and r are pointers to the boundary nodes.

Once m packets are transmitted over the selected I-Proxy, the server counts the number

of individual retransmission requests. If the client reports a larger number of lost packets

compared to the I-Proxy, the server infers that majority of packet losses occur between the

I-Proxy and client. In this case, the server selects a new I-Proxy that is in the middle of the
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path between the current I-Proxy and client. However, if the I-Proxy reports more losses,

a new I-Proxy that is in the middle of the path between the server and current I-Proxy is

selected.

No Yes

 Transmit m pkts

        via

k
ρ ρ≥
C N

,l r= =S C
,k l r=

k
N

k
l = N

,k l r=
k

r = N
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Figure 82: Flowchart for the binary-search based I-Proxy selection method. ρNk
denotes

the retransmission request rate of the current I-Proxy.

An important advantage of this approach is that upon a change in the location of the

congestion, a new more appropriate I-Proxy is selected through accumulated statistics.

C.4 Simulation Results and Performance Analysis

In this section, we evaluate the performance of three different video transmission schemes:

(i) direct video transmission between the server and client, (ii) video transmission over a

randomly selected I-Proxy, and (iii) video transmission over an I-Proxy selected based on

the method described in Section C.3. To this effect, we generated a moderate-sized Internet

topology based on the Georgia Tech Internetwork Topology Models [104] and simulated

it with ns-2 network simulator [134]. On this topology, we selected a server and a client

that were 10-hop away from each other. Data and video flows were attached to all stub-

domain nodes to generate background traffic. For RTO estimation, we adopted the method

proposed in Section 5.3.

The video sequence we used in the simulations (Foreman, 352×288) was encoded offline

by a standard H.264 codec [120] at 600 Kbps and 20 frames per second. To maintain a good

interactivity in our application, we limited the buffering at the client side to 200 ms. That is,

any packet that could not be delivered within 200 ms was considered late and not displayed.

When we tested the direct video transmission, we observed that one-way delay between
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the server and client averaged over 100 ms, which rendered end-to-end retransmissions

impractical. Without any retransmission, only 96.2% of the packets were delivered on time

for decoding, which actually produced an unsatisfactory video quality at 36.1 dB (3.8 dB

lower than the original quality). As our next step, we introduced a varying number I-Proxies

on the path between the server and client to enable the ARQ capability, and evaluated the

random and binary-search based I-Proxy selection methods. We present the results in

Figure 83.
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Figure 83: Comparison of different I-Proxy selection methods.
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Figure 84: Performance variation of the random I-Proxy selection method.

With the introduction of the first I-Proxy, the percentage of the on-time packets in-

creases by 1.7% for both selection methods. At the client side, this translates to 1.6 dB
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improvement in the average quality. When the second I-Proxy is introduced into the net-

work, we observe that the binary-search based selection method provides a larger increase

in the on-time delivery performance than the random selection method. This is mainly

because that binary-search based selection method always selects the best I-Proxy, while

random selection has an equal chance of selecting any available I-Proxy. In fact, as the num-

ber of available I-Proxies increases, the random selection method starts performing worse

on the average. In opposite, each additional I-Proxy continuously improves the performance

of the binary-search based selection method. When all the intermediate nodes between the

server and client can act as an I-Proxy, i.e., when n = 10, we achieve an on-time delivery

performance of 99.2%, which produces an average video quality of 39.0 dB at the client2,3.

As mentioned in Section C.3, the binary-search based I-Proxy selection method is net-

work adaptive. Congestions are detected through observations, and a new selection is made

if necessary. In opposite, random selection does not adapt to network changes, and may or

may not do a good initial selection. If an inappropriate I-Proxy selection is made, the sys-

tem performance can be severely impaired. Figure 84 clearly shows that the performance

may even deteriorate to a point where the system performance equals the case when no

I-Proxy is used.

C.5 Conclusions

In this appendix, we addressed the problem of I-Proxy selection, and studied both math-

ematical and practical solution approaches. With examples and simulations, we demon-

strated the superiority of our network-adaptive I-Proxy selection method over the naive

random I-Proxy selection method. The main result of this study is that using I-Proxies is

an effective way for providing more robust and better error-control capabilities for delay-

sensitive applications, and its advantages can be best exploited with a proper I-Proxy se-

lection.

2The remaining 0.8% of the packets are late for decoding mainly due to long-lasting congestions and

imperfections in the RTO estimation.
3Note that we use only one I-Proxy at a given time regardless of the number of available I-Proxies.
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