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SUMMARY 

Photovoltaics (PV) is the direct conversion of sunlight to electrical energy. In 

areas without centralized utility grids, the benefits of PV are such that they easily 

overshadow the present shortcomings of the technology. However, in locations in which 

a centralized utility system is in place, significant technical challenges remain before 

utility-interactive PV (UIPV) systems can be fully integrated as an important part of the 

mix of electricity sources. 

One of these challenges lies in the area of modeling PV systems which are 

integrated into buildings, because the needed computer design tools for optimal and 

accurate design of PV systems with curved PV arrays are not available, and even those 

tools that are available do not facilitate monitoring and maintenance of the system once 

it is built. 

A second significant technical challenge to UIPV systems arises from the issue of 

islanding. Islanding occurs when a UIPV system continues to energize a section of a 

utility system after that section has been isolated from the utility voltage source. 

Islanding is potentially dangerous to both personnel and equipment, and therefore it is 

important that it be prevented. Unfortunately, islanding is a particularly difficult 

problem to solve fully, and no existing techniques for preventing it have gained the 

approval of equipment manufacturers, utilities, and standards-writing bodies. 

The work contained within this thesis targets both of these technical challenges. 

In the work under Task 1, a method for modeling a PV system with a curved PV array 

using only existing, proven computer software packages is developed. This methodology 

allows accurate modeling of BIPV systems on curved roof structures and also facilitates 

comparison of measured and modeled data for use in system maintenance and 
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a coefficient that adjusts the PV system's efficiency to account for the effect of the PV 

array curvature. This procedure is applied to the Georgia Tech Aquatic Center (GTAC) 

PV system, a large roof-mounted PV system with a curved PV array, and it is shown 

that the goals of reasonably accurate modeling of curved PV arrays combined with 

preservation of diagnostic capabilities are achieved through the use of the curvature 

derating factor. Also within this task, the use of computer modeling in the design, 

optimization, and monitoring of such a large system is described and applied. The 

performance penalty incurred by the non-optimal orientation of the PV array is 

quantified using two different optimization criteria, and the choice of PCU for the GTAC 

system is justified on the basis of overall system efficiency. Also, modeling is used to 

show that the DC voltage of the PV system will not exceed allowable limits under 

realistic conditions for Atlanta. 

In the work contained under Task 2, the difficult problem of islanding is 

considered. First, the existing state-of-the-art in islanding prevention is thoroughly 

reviewed. Then, in Subtask 2.1, an analysis is performed which suggests that standard 

protective relays used on all UIPV systems are in fact insufficient to guarantee 

protection against islanding. In Subtask 2.2, several existing islanding prevention 

methods are compared in a novel way by mapping into a load space the ranges of RLC 

loads for which the various methods fail. The superiority of this type of mapping over 

those used previously is demonstrated. These mappings allow quantitative comparison 

of the methods. A new islanding prevention method that had not previously been 

studied is the subject under Subtask 2.3. This method is thoroughly characterized, and 

it is shown that in fact it does not compare favorably with other existing techniques. 

However, in Subtask 2.4, a novel method for dramatically improving this new islanding 

prevention method is described. It is shown, both by computer modeling and 
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most effective. Finally, under Subtask 2.5, the effects of certain types of loads on the 

effectiveness of islanding prevention methods are discussed. It is shown that nonlinear 

and constant-power loads should not significantly affect the performance of islanding 

prevention techniques, but the effects of motor loads are still uncertain and may be very 

significant. 
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CHAPTER I 

INTRODUCTION 

Photovoltaics (PV) is the direct conversion of sunlight into electricity using a 

semiconductor device called a solar cell. It is a technology that has long captured the 

fancy of both scientists and the public alike because it has the potential to 

simultaneously solve energy and environmental problems. Its input energy source, 

sunlight, is free, essentially unlimited, and nonpolluting, and is available over the vast 

majority of the earth's surface in quantities sufficient to be useful. The conversion 

process itself is both nonpolluting and noiseless, and the converters, the photovoltaic 

cells, can have useful lifetimes in excess of 25-30 years. 

During the energy crisis of the 1970s, interest in renewable generation 

technologies such as PV increased rapidly. At that time, the primary drivers behind this 

interest were the rising cost of oil and the fear that oil supplies were limited. The free 

and unlimited aspects of sunlight brought the attention to PV. However, today the 

world is awash in inexpensive oil, prices have plummeted, and new supplies are being 

found continuously. Because other forms of energy remain so inexpensive, PV is cost-

competitive today only in remote areas without utility access or for very small loads, in 

spite of nearly a factor of fifty reduction in the cost of PV in the last two decades. 

However, a new set of concerns has arisen: pollution and the effects of human 

activities on the environment and climate. It has long been known that the burning of 

fossil fuels releases compounds such as carbon dioxide (CO2), nitrous oxides (NOx) and 

sulfur oxides (SOx) into the atmosphere, but it has only recently begun to become clear 



that these compounds can have harmful effects on climate, property, and human 

health. NOx and SOx are the compounds that cause rain to become acidic, and CO2 is 

the most common of the so-called "greenhouse gases", which are mostly transparent to 

visible wavelengths of light but which strongly absorb or reflect longer wavelengths. 

The generation of electricity from fossil fuels is a major source of these pollutants. 

Reducing the emissions of these compounds is becoming a new driver for PV 

development. 

It has been shown [1,2] that the use of photovoltaics can significantly reduce the 

emissions of these harmful compounds into the atmosphere. In particular, each GWh 

of electrical energy produced by PV instead of by burning coal reduces the amount of 

CO2 released into the atmosphere by 1000 tons. This fact, coupled with the concern 

over the environmental effects of these compounds, is now being reflected in the actions 

of the public and also those of state and national legislatures in the U.S. and around 

the world. For example, Japan, a country long concerned with natural resources, has 

recently completed its Sunshine Project and initiated the New Sunshine Project. Both of 

these projects have among their goals the development and promotion of utility-

interactive photovoltaic (UIPV) systems [3]. Similarly, in Germany the Thousand Roofs 

Project has led to the installation of nearly 5 MW of distributed roof-mounted UIPV 

systems throughout that country since 1991 [4], and the recently announced Million 

Roofs Project in the United States calls for the installation of one million distributed 

UIPV systems on public and private buildings in this country by the year 2010 [5]. 

These are merely three of several examples of such programs worldwide. UIPV, it would 

seem, is a technology that is definitely on the increase in terms of deployment, and this 

trend shows no signs of slowing in the near future. 

An important part of this trend is the integration of UIPV systems into buildings. 

PV modules can actually be used as part of the exterior surface of a building, or as 
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roofing in overhangs, various types of shelters, or walkway or parking lot shades. Such 

systems are called building-integrated PV (BIPV) systems. BIPV systems are important 

because if the PV modules can replace building materials in addition to providing 

electricity, and if the building can provide the support structure for the PV modules, a 

great deal of redundancy in terms of materials and installation is avoided, reducing the 

effective cost of PV. 

However, there are concerns about the rapid deployment of multiple small UIPV 

systems, particularly among the utility companies themselves. The utilities must decide 

what is a fair price for PV-produced electricity. To do this, they must determine the 

value of this electricity. A critical component in making this valuation is the ability to 

accurately predict the power and energy output of a PV system in a given location. This 

requires accurate PV system performance models. Many such models exist, but 

unfortunately they generally do not work for BIPV systems in which the PV array is not 

planar (that is, if the array is curved or has multiple "facets"). Of course, another 

significant benefit of accurate computer models is that more optimized systems can be 

designed, which improves system economics without sacrificing system reliability and 

performance. 

Another concern, perhaps one of greater significance, is the potential of UIPV 

systems to island. Islanding is a condition that occurs when a UIPV system continues 

to energize a section of the utility system after that section has been isolated from the 

utility voltage source. Islanding is undesirable for several reasons. First, it can pose a 

serious safety hazard to utility personnel who may be unaware that the isolated section 

of the utility is being energized by a nonutility generator (NUG). Second, while the 

system is isolated, a phase difference between the utility voltage and the voltage in the 

isolated system can arise, and if the utility were to attempt to reconnect to the isolated 

system, the resulting large overcurrents could damage the UIPV system or the customer 
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of other utility equipment as well. Clearly, another critical challenge for UIPV is that 

the problem of islanding be solved. Under most circumstances, standard protective 

relays included in PV systems will prevent islanding. In fact, PV system manufacturers 

have long argued that the likelihood of failure of these relays is so low that no additional 

islanding protection is needed. However, utilities generally do not accept this. 

Currently, there is little solid evidence to support this claim. 

To address this concern and make UIPV systems acceptable to utilities, 

manufacturers of PV system power conditioning units (PCUs) have devised many 

methods to prevent islanding. One method proposed recently is called the active 

frequency drift (AFD) method. This method is thought to have a great deal of promise, 

but very little quantitative research has been done on it to demonstrate its potential 

and/or shortcomings. 

In response to the problems outlined above, the research described within this 

dissertation was conducted. The research was subdivided into two primary tasks: 1) 

Modeling and Optimization of PV Systems and 2) Islanding Prevention for Grid-

Connected PV systems. Under Task 1, the work is divided into two subtasks: 1.1) 

development of a method for modeling curved PV arrays using existing software; 1.2) 

performance prediction and optimization of the Georgia Tech Aquatic Center (GTAC) PV 

array. Under Task 2, the proposed research is divided into five subtasks: 2.1) 

determination of the probability of the conditions that could lead to failure of the four 

standard protective relays; 2.2) comparison of existing islanding prevention methods on 

the basis of NDZ location; 2.3) analysis and characterization of the AFD method and its 

nondetection zone (NDZ); 2.4) development of a novel and improved AFD method based 

on positive feedback (AFDPF); and 2.5) impact of different (non-RLC) loads on the size of 

NDZ of AFD and AFDPF. 
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CHAPTER II 

TASK #1-MODELING OF PV SYSTEMS 

History, literature review, and motivation 

The ability to accurately predict the performance of a PV system is important for 

a variety of reasons, particularly the ability to produce optimized designs. If accurate 

predictions are not available, then the only method available to the designer for 

increasing the PV system availability, reliability, and safety is to overdesign the system 

when sizing cables, fuses, PCUs, and PV arrays. Overdesigning leads to an excessively 

complex and expensive system. In the case of UIPV, accurate performance predictions 

also are required to enable the utility company to accurately determine the value of the 

PV-produced electricity. This value is a complex function of how much energy can be 

delivered by the PV system, when the energy will be delivered, and how likely a given 

system is to meet performance predictions. Accurate performance predictions are 

clearly important to the economic viability of UIPV systems. 

Fortunately, much work has already been done in this area, and many computer 

software packages are available that give results of varying levels of accuracy. 

Unfortunately, all of the currently available models assume that the entire PV array has 

the same tilt and azimuth angles. For BIPV systems that are fitted to nonplanar roofs 

or to faceted structures, this will not be the case. There is no currently available 

modeling package that can accurately predict the performance of PV systems with 

nonplanar arrays. In addition, even if such a program were available, the 

computational intensity of the problem would necessitate very long calculation times, 
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would not allow diagnostic compar isons of measured PV system ou tpu t against the 

expected ou tpu t calculated us ing models and measured meteorological conditions. 

These shortcomings will be addressed in more detail in the section entitled "The 

Problem: Variable-Tilt PV Arrays" beginning on Page 17. 

These PV system modeling difficulties provided the motivation for the research 

contained within Task 1. First, those aspects of PV system modeling tha t are pert inent 

to the problem of modeling curved PV ar rays will be introduced, and the ways in which 

some of the existing models are implemented in the existing software packages are 

described. This material is used a s the foundation for the following section, in which an 

existing computer program is adapted for modeling the GTAC PV system, a BIPV system 

tha t h a s a non-p lanar PV array. 

The general s t ruc tu re of a PV system modeling program 

In the design, analysis , and performance assessment of PV systems, the 

following equat ion is used to describe a system's DC efficiency at a t ime s tep k: 

"^VJt =H-ated^hc<t^Mmach^DClasi:r\MPPTr\T ( 1 ) 

where r|rated is the rated efficiency of the PV modules under s t anda rd test conditions 

(STC), T]dust is (1 - the fractional power loss result ing from d u s t and debris on the PV 

array), r|mismatch is (1- the fractional power loss result ing from module parameter 

mismatch) , T]Dcioss represents (1 - the DC-side I2R, diode and other losses), T|MPPT is (1 -

the power loss resul t ing from DC cur ren t ripple and "algorithm error" caused by the 

switching converter tha t performs the maximum power point t racking function), and 
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r\T = \ + KT[Tcellk-Tsrc] (2) 

where Tceii.k is the module temperature at time step k, TSTC is the STC temperature 

(25°C), and KT is the modules' thermal derating coefficient in %/°C and is negative. 

The factor r|pv,k can then be used to predict the power output of a planar PV 

array at time step k: 

^k,p\ =X\pV ,k poa,k^array w ) 

or energy output over n time steps of length tk: 

n 

^ pi = 2^i^PV,*^poa,k^ array1"k H") 
k = l 

where Gpoa.k is the plane of array (POA) irradiance in W/m2 at time step k and Aarray is 

the area in m2 of the PV array. 

However, in using a single irradiance value, Equations (3) and (4) assume that 

the entire PV array has the same tilt and azimuth angles, as indicated by the "pi" 

(planar) subscript on E and P. To understand why this is so, the following section 

describes how Gp0a,k is calculated. 

Translation of irradiance components into the plane of the array 

The total or global solar irradiance on a plane, expressed in W/m2, is comprised 

of three components: the direct irradiance, which comes straight from the solar disk; 

the diffuse irradiance, which strikes the plane after having been scattered by various 
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from charts, the most commonly available irradiance data are the total irradiance on a 

horizontal surface, called the global horizontal irradiance, and the direct normal 

irradiance, which is the power per unit area coming directly from the solar disk and 

striking a surface normal to the irradiation [6,7]. Since the array is usually neither 

horizontal nor always normal to the direct irradiance (we are assuming the array not to 

have tracking capability), models for translation of the normal and horizontal irradiance 

data into the plane of the array and for determining the ground-reflected component are 

needed. Methods for dealing with each of these components are described in the 

following sections. 

Direct irradiance 

The translation of direct irradiance from that incident on a normal surface to 

that incident on the plane of the array is straightforward and determined mostly by 

geometric factors. Referring to the geometry in Figure 1, the direct irradiance on a tilted 

plane is 

GD±,k cos9A, [- 90° + aarmy] < a,™,* < [90° + aarmy] 
Go,POA,k = r -I r -I (5 ) 

0, a array < [~ 90° + 0t array\ OV CC array ^ [90° + (X array] 

where GD,poA,k is the direct plane of array (POA) irradiance, Gp±,k is the direct normal 

irradiance, 0k is the angle of incidence of the direct radiation on the tilted plane, and 

oisun.k and aarmy are the azimuth angles of the sun and the PV array respectively, with 

due South = 0° and positive angles measured west of south. The subscript k denotes 

that the value is taken at time tk. 6k can be readily determined for any time of day and 

day of the year using a vector construction and the quantities defined in Figure 1: 
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k | k I1 ' A 

U (6) 

0A = c o s ' Y c o s ^ ^ c o s ^ p ; + c o s f a ^ J c o s f o t „„.„,,; + s i n f a ^ ^ i n f a ^ ^ j y 

where <^ and ft are uni t vectors antiparallel to the direct i rradiance and normal to the 

array, respectively, <!> is the solar zenith angle at time tk, and (3 is the array tilt angle. 

The angles C,k and aSUn,k can be readily determined using well-known solar geometry 

equat ions [8]. Many textbooks give a different form of Equation (5) tha t ignores the 

az imuthal effects [9]. This can lead to significant errors early and late in the day and if 

otarray is not zero. Note tha t the st ipulation tha t GD)poA,k = 0 for aSun,k - aan-ay > 90° is 

important ; th is corresponds to a s i tuat ion in which the solar disk is actually behind the 

array, so no direct radiation reaches the active portion of the PV modules . Equat ions 

(5) and (6), coupled with accura te values for GDIJC > allows for modeling of the direct 

component on the array with essentially zero error [10]. 

Diffuse irradiance 

Modeling the diffuse radiat ion on a tilted surface is considerably more involved. 

POA diffuse i rradiance models, often called sky dome models or simply sky models, can 

be divided into two categories, isotropic and nonisotropic. Isotropic models consider the 

entire sky to be of uniform br ightness . This leads to simple, easy-to-use models. The 
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Figure 1. Diagram defining direct irradiance angles and geometry used in 

Equations (5) and (6). 

simplest, in fact, merely considers the diffuse irradiation to be some fraction of the 

direct radiation and independent of the array tilt [9]. A more realistic isotropic sky 

model that accounts for the array tilt and is frequently used was developed by Liu and 

Jordan [8]: 

Gd,poA,k = -Gd,H,k[l + cos(^>)J (7) 

where Gd,poA,k is the POA diffuse irradiance and Gd,H,k is the horizontal diffuse 
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Anisotropic models divide the sky hemisphere into regions of different 

br ightness . One common model is the "three-region model" shown in Figure 2, in which 

the sky is divided into the near-horizon band, the circumsolar region, and the "sky 

dome". Anisotropic models give more accura te es t imates of the POA diffuse component . 

One of the most widely used and tested of the anisotropic models was developed 

by Perez et al. in 1983. This model u s e s the three-region sky model and is given by [10]: 

r0.5(l + cosfpX) + a(F, - 1) + b(F2 - 1) , 
GiPOA,k - G W j + c(Fi _ 1} + d(F2 . / ; J (8) 

where a and b are solid angles subtended by the circumsolar and near-horizon regions 

weighted by their average incidences on the tilted array, c and d are the same a s a and 

b except referenced to the horizontal, and Fi and F2 are empirically-determined 

br ightness coefficients for the circumsolar and near-horizon regions respectively. 

Expressions for a, b, c, and d are given in [10]. In practice, values for Fi and F2 are 

selected from a table, the selection being based on the values of the solar zenith angle 

Zk, Gd,H,k, and the quant i ty {Gd,H,k + GD±J<))Gd,H,k, t h u s accounting for solar position and 

cloudiness. Four years later, a simplified version of the Perez model was presented. 

After rewriting Equat ion (8) in t e rms of "reduced br ightness coefficients" [10] tha t 

represent the percentage contr ibut ions of the circumsolar and near-horizon regions to 

Gd,H,k, and making some approximations, Equat ion (9) is derived: 

Gd,POAjt * Gd,H,k[0.5(l + 0.5cos(zk))(l - F3) + F3(~) + F,sm(zk)J (9) 
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Figure 2. Diagram showing the three sky regions (near-horizon band, circumsolar 

region, and the "sky dome") for the diffuse irradiance models [10]. 

where F3 and F4 are the reduced brightness coefficients. 

Tests of the original and simplified Perez models and the isotropic (Liu and 

Jordan) model [10] using measured data from one location showed that the original 

Perez model outperformed the other models for all of the orientations tested (vertical 

orientation facing north, south, east, and west, and also south-facing at a 45° tilt). The 

simplified Perez model gave only slightly less accurate results than the original, adding 

less than 1% error. The worst performance was given by the isotropic model, which 

consistently underpredicted the diffuse component and had 183% more error than the 

original Perez model. Similar tests for other locations [8] yielded similar results, with 

the Perez model outperforming all others under most conditions, including two-axis 

tracking, and the isotropic (Liu and Jordan) model consistently underestimating the 

diffuse component and giving the least accurate results. 
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Ground-reflected irradiance 

Accurate assessment of the ground-reflected component of the POA irradiance is 

somewhat challenging. Many simulation programs do not account for this component 

at all, but this can lead to large errors in situations where the array tilt angle and the 

reflectance of the surrounding ground are both high [11]. A better method would be to 

consider the ground surrounding the array as a diffuse or isotropic reflector; that is, the 

intensity of the reflected radiation is independent of direction. Making this assumption, 

we can then specify the albedo, or reflectance, of the ground in a single time-

independent parameter, the reflectance p [8,12]: 

Grejl,POAJk = -GT.H,kPO " C O S f ^ (10) 

where Gre/i,poA,k is the irradiance reflected from the ground onto the tilted array and Gr,H,k 

is the total horizontal irradiance, both at time tk. Grejj,poA,k is zero for a horizontal 

surface, because a horizontal surface does not "see" the surrounding ground at all, and 

increases to a maximum of (0.5pGr,H,k). The factor of 0.5 can be understood by realizing 

that the array has a hemispherical field of view. As the array is tilted up from the 

horizontal, half of its surroundings are immediately excluded from this field because 

they fall behind the array. 

Review of existing PV system modeling software packages 

Many software packages have been developed for modeling of PV systems. Most 

of these use the previously-described irradiance models or variants of them, along with 
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other models for calculating such things as the solar cell temperature and the behavior 

of other system components. Two such packages, which have been extensively tested 

and shown to predict PV system performance reasonably well, are PVFORM, written by 

James Fernandez and David Menicucci of Sandia National Laboratories in the mid-80s, 

and PVGRID, a program written more recently by Howard Wenger of the Pacific Energy 

Group in California. In this research, two other programs that model PV arrays 

electrically were used. These do not utilize any irradiance models, but rather simulate 

the PV array as an electrical circuit given the POA irradiance, cell temperature, and 

other parameters. These two programs are PVSIM, created by David King at Sandia 

National Laboratories, which is a full PV array electrical model, and IVCURVE, written 

by Photovoltaic Resources International, which is a more approximate but much faster 

electrical model. 

PVFORM 

PVFORM is intended to be a rigorous, accurate, complete simulator for grid-

connected and stand-alone PV systems. It accepts TMY-format meteorological input 

data, and it uses the Perez model for the POA diffuse irradiance and the most accurate 

available cell temperature model. PVFORM also includes a PCU model which accounts 

for the variation of PCU efficiency with PV power production. Because of its strong 

theoretical foundations, as well as a substantial amount of field corroboration [13,14], it 

is generally the PV system simulator of choice for academic work [15,16,17]. PVFORM 

also allows the user to extract many non-system parameters, such as modeled POA 

irradiance, modeled cell temperature, and several of the meteorological inputs as a 

function of time at hourly resolution. Finally, since the FORTRAN source code of the 

program is supplied, it is possible to customize PVFORM for specific installations. 

However, it has no electrical modeling capability and assumes a planar PV array. Such 

capability could be added to PVFORM by integrating it with a model such as that 
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presented by Bishop [18], but as we will shortly see the computation time involved in 

simulating an array like the one on the Aquatic Center would be extreme. 

PVGRID 

PVGRID is a more recent addition to the PV systems modeling arsenal, but it has 

undergone rigorous testing by the Pacific Energy Group and several California utilities, 

including SMUD and PG&E. PVGRID accepts TMY2 data as its meteorological inputs. 

It uses the Perez diffuse irradiance model, and its cell temperature model is similar to 

the Fuentes model in that it is based on an energy balance on a PV module. It differs 

from the Fuentes model in its handling of the convective heat transfer, but experiments 

have shown the two models both to very closely predict the operating temperatures of 

rack-mounted systems. PVGRID also allows I-V curve modeling of modules, but it 

treats them all as identical and does not allow for more than one orientation. The DC-

AC conversion model in PVGRID allows the user to enter up to eight points on the PCU's 

efficiency vs. fractional loading curve. Alternatively, the user can enter a constant 

efficiency and bypass the curve. PVGRID has several other capabilities, including the 

abilities to optimize of the operating voltage of a fixed-voltage (non-MPPT) PCU and to 

perform a shading analysis for ground-mounted arrays. The shading analysis allows 

the user to determine the correct spacing between modules such that they do not 

shadow each other when the sun is low in the sky. 

PVSIM 

PVSIM calculates an array I-V curve including the effects of blocking and bypass 

diodes. It calculates individual I-V curves for each solar cell in the array using an 

equivalent circuit for the solar cell [ref] and combines these in series and parallel to 

obtain the PV array I-V curve. PVSIM is useful in determining potential hot spots in a 

PV array, verification of the bypass diode configuration, and examination of an array I-V 
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curve. However, as was previously mentioned, this program does not accept 

meteorological data and does no calculations of POA irradiance or cell temperature, and 

it only accepts single values for these parameters and therefore still cannot model a 

curved PV array. In addition, we have alluded several times to the fact that, for a large 

system, a program that electrically models the entire system can take a very long time 

to run. As an example, we note that to simulate the entire GTAC PV array using PVSIM 

on a 166-MHz Pentium PC takes slightly over four hours. This clearly limits the use of 

such a program as a design tool, unless significantly more efficient calculation 

algorithms or greater simplification can be achieved. 

IVCURVE 

IVCURVE is a PV array I-V curve estimation program. Given either the type of 

modules (selected from a module database) or the module parameters, the array 

configuration, the POA irradiance, and either the cell or ambient air temperature, 

IVCURVE estimates the I-V curve of the entire array. Also, if given an operating voltage, 

IVCURVE calculates the power produced by the array at that voltage. This program has 

much shorter execution times than does PVSIM because it does not contain the level of 

detail that PVSIM does; it does not account for blocking or bypass diodes, uses a 

simplified equation for computing the I-V curve (neglects series resistance), and uses 

simpler interconnection models. IVCURVE does not have the capability of calculating 

the POA irradiance or cell temperature from meteorological data and is therefore not a 

PV system design or analysis program. 
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The problem: variable-tilt PV arrays 

All of the above-described models for determining the POA irradiance from 

available data show a dependence on the array tilt angle, and the most important 

component (the direct irradiance) also depends on the array's azimuth angle. These 

angles will be known for a given system, but they may not have single values. BIPV 

systems may be mounted onto existing roof structures, which may be curved or have 

multiple facets and therefore could have multiple azimuth and tilt angles. In this case, 

the irradiance on the array at any given time will be nonuniform, and each section of 

the array at a different tilt or azimuth will produce a different amount of DC power. 

Equations (3) and (4) cannot be used simply because there is no single value for Gpoa. 

There is another effect that must also be considered. PV modules have a 

distinctive current-voltage characteristic that is dependent upon the irradiance. 

Examples of this characteristic for a PV module under four different irradiance levels 

are shown in Figure 3. The PV module's output current is strongly dependent on the 

irradiance, but the module voltage shows a much weaker dependence on irradiance. 

Consider the case of two series-connected modules under different irradiances. 

Since they are connected in series, they must operate with the same current. This 

means that the module under lower irradiance will limit the current of the module 

under higher irradiance to a much lower value than it could otherwise produce. 

Similarly, if two PV modules connected in parallel (and thus having the same voltage) 

are under different irradiances, the module under lower irradiance will cause the more 

brightly lit module to be unable to produce its full voltage, but since the voltage 

dependence on irradiance is much weaker, this effect will not be as strong as the 

current reduction in series-connected modules under differing irradiance. In short, 

interconnected PV modules under different irradiances will interact electrically, making 

their operating points interdependent. 
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Figure 3. Solar module I-V curves, neglecting series and shunt resistances, for 

different levels of irradiance. 

For a complete solution that takes into account the electrical interactions of the 

modules, the irradiance on each section of the array at a different tilt must be 

calculated, and from this and the module parameters, the temperatures must be found 

and the I-V curves constructed. The array power can then be calculated by combining 

the I-V curves according to the series-parallel configuration of the array and calculating 

the array's maximum power point. However, for large systems, this solution is 

computationally intensive, and for all systems it requires solar cell parameters for which 

accurate values are usually not available. 
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There is one final problem associated with curved PV arrays. Comparisons 

between "expected" PV system energy production calculated using Equation (4) and 

measured energy production can be very valuable in diagnosing PV array problems such 

as blown fuses and broken connectors. However, if the PV array is equipped with 

irradiance-measuring devices (i.e., pyranometers), it will usually have only one oriented 

at some "average" tilt, possibly augmented by a horizontal measurement. Mathematical 

relationships exist for translating these into other array planes, but not without error 

and computational overhead. This lack of measurements in all of the planes of the 

curved array complicates accurate comparison of measured and modeled results. To 

understand this difficulty, consider the case of the GTAC PV system. Gpoa,k is measured 

only in the plane of the average tilt of the south-facing side of the array, augmented by a 

horizontal measurement. This "plane of array" irradiance measurement is clearly not 

accurate for the entire array, and therefore the calculated system performance using 

this value will also be inaccurate. 

Subtask 1.1: development of a modeling procedure for curved PV arrays 

The literature review in the previous section revealed that no modeling program 

currently combines multiple POA irradiance capability with electrical I-V curve 

modeling, execution times for such a program could be prohibitively long in many 

practical cases, and even if such a program were available it would not facilitate 

comparisons between measured and predicted array performance. However, for PV 

systems with a narrow range of tilts and azimuths, a simpler approach may be possible. 

In these cases, the deviation of the real system's performance from that predicted by 
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Equat ions (3) and (4) can be modeled by introducing an additional parameter , similar to 

the other loss pa ramete r s in Equation (3). This method is developed and utilized in the 

following two sub ta sks . 

Procedure 

To model a curved PV array us ing existing software packages in such a way as to 

facilitate diagnostic comparisons, we will first introduce a new factor, called the 

"curvature derat ing factor", Kcw-v, into Equat ions (3) and (4) to obtain correct power and 

energy values for curved PV arrays . In the following section, this parameter is 

mathematical ly defined. Then, procedures for us ing existing modeling software 

(PVFORM) to obtain values for KcUrv will be described. The procedure will include a set 

of PV array configuration criteria, relating to the array 's series-parallel configuration 

and range of orientat ions, which a given PV system m u s t meet in order for this 

procedure to be used with validity. It is then shown tha t the GTAC PV system meets 

these criteria, and the modeling procedure is applied to obtain its Kcurv values. Finally, 

to verify the resul t s , a procedure for obtaining Kcurv values experimentally for the GTAC 

PV system is described, applied to the GTAC PV array, and its resul t s compared with 

Kcurv values for the GTAC system determined us ing the modeling procedure. 

Definition of the curvature derat ing factor 

The curva tu re mismatch factor Kcurv is defined us ing Equat ions (3) and (4): 

n n 

E'atv ~Zj^FVJr-'poaJcAinyhK^^titv^) ~ 2-TkpwJk 
IH W ( n ) 

n n 

=(1--^fv)2jWjk(V^4mj/t = ( 1 _ ^ v ) ZJk^k 
k=l k=l 
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where ECUrv and Pk,curv are the energy and power produced by the curved PV array at 

time s tep k unde r irradiance Gp0a,k and with efficiency r|pv,k, Pk)Pi is the power produced 

by a p lanar a r ray with the same efficiency (i.e. temperature) , and tk is the length of the 

time s tep in hours . Solving for KcUrv, 

^ v = l " 

i,curv k 
k=l 

IAA 
v k=i ; 

(12) 

The p lanar ar ray used in Equat ion (12) could be one whose orientation is in 

some way optimized (for maximum a n n u a l energy, maximum wintert ime energy, 

max imum peak-shaving energy, etc.). Alternatively, it could be a p lanar array whose 

orientation is the same as tha t of an available irradiance measur ing device. In this case 

Kcurv can be used to facilitate comparison between expected and measured PV system 

performance. 

Kcurv is a function of four parameters : 

1.) The array geometry, the effect of which is wha t Kcurv is intended to model; 

2.) The t ime of day, since KCUrv depends on the solar position in the sky; 

3.) The day or season of the year, for the same reason a s in #2; 

4.) The a m o u n t of cloud cover, because a s the cloudiness increases , the remaining 

sunl ight is increasingly diffuse or isotropic, and the ratio in Equat ion (12) 

approaches unity. 
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Estimation of KCUrv by computer modeling: development of the simplified method 

Having defined Kcurv, a method for calculating its value is required. The 

summation in the numerator of the ratio in Equation (12) is simply the energy produced 

by the curved array during n equal-length time intervals, and the summation in the 

denominator is the energy produced by the previously-described planar array during 

this same set of time intervals. The latter of these can be computed using any presently 

available modeling software, but to obtain the former we must devise a method for 

modeling the curved array. 

PVFORM v. 3.3 was previously described as the PV systems simulation program 

of choice for academic purposes for a variety of reasons, and for these same reasons it 

was chosen for this portion of this work. As has already been stated, PVFORM can only 

model planar PV arrays. Therefore, it was necessary to model the GTAC PV array as a 

set of planar "subarrays". This procedure seems intuitive; however, there was a second 

difficulty. When each individual planar subarray is modeled, PVFORM assumes that it 

is operating at its own maximum power point (MPP), and therefore that the planar 

subarrays are electrically noninteracting, or decoupled. This is clearly untrue in the 

real system. What was required, then, was to determine the conditions under which 

ignoring the electrical interaction of the planar subarrays would introduce minimal 

error. PV systems not meeting these conditions cannot be modeled using this 

procedure. 

First, consider a generalized curved PV array, and recall that the voltage 

produced by a PV module is only logarithmically dependent on the irradiance, whereas 

the current is approximately linear with irradiance. Therefore, the effect of varying the 

irradiance level affects the currents produced by the different sections of the array 

much more strongly than it does their voltages. Another way of stating this is that two 

individual PV arrays at different tilts, and therefore under different irradiances, will 
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produce very similar voltages but significantly different currents. In electrical circuits, 

if two connected nodes are at the same voltage, they may be modeled as being 

disconnected without changing the operation of the circuit. Therefore, two planar 

subarrays having similar tilts and producing the same voltage may be decoupled 

without significantly altering the accuracy of the calculation. 

Of course, this simplification will be valid over a restricted range of tilt angles. If 

the difference in tilts between the subarrays is too large, even the voltage will differ 

significantly between them, and breaking the connections will lead to incorrect results. 

When breaking two subarrays apart it is therefore advisable to check their maximum 

power voltages under the worst-case irradiance difference to make certain that the 

difference in their voltages at that time is still sufficiently small. 

We also require a method for selecting the tilts of the planar subarrays with 

which we will replace sections of the curved array. One simple method would be to use 

the average tilt of the curved array section. However, this could lead to a small error in 

certain circumstances because, as indicated by Equations (6), (9), and (10), the 

irradiance varies nonlinearly with tilt. Therefore, the average tilt of the curved array 

may not receive the average irradiance of the curved array. In order to eliminate this 

effect, the following symmetry condition must be checked: 

^largest tilt,k _ ^pl .k = " ^ s m a l l e s t tilt,k ~ ^pl ,k j ( 1 3 ) 

where Gargest tiit,k and Gsmaiiest tiit.k are the irradiances on the parts of the curved array 

with the largest and smallest tilt angles respectively, and Gpi,k is the irradiance on the 

planar subarray, all at time step k. 

These criteria can be summarized by the three criteria listed below: 
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1) The PV array conta ins no modules unde r different i l lumination tha t are connected in 

series. 

2) The difference in tilts between parallel-connected subar rays tha t are to be separated 

for modeling purposes m u s t be sufficiently small tha t their max imum power voltages 

do not differ significantly at any time. 

3) The tilts of p lanar subar rays with which the curved array will be represented m u s t 

be selected such tha t the i r radiances on the p lanar subar rays and the i rradiances on 

the extreme tilts of the curved array being replaced satisfy Equat ion (13). 

If a curved PV system meets the first two criteria, it may then be represented by 

a group of independent p lanar subar rays with tilts selected according to the third 

criterion. The system can then be modeled by simulat ing each (planar) subarray 

separately and summing the resul ts . This final s tep may now be accomplished with 

currently available PV system simulators. 

Resul ts 

Applicability of the modeling method to the GTAC PV system 

The Georgia Tech Aquatic Center PV system is a 342-kW system with its PV 

array mounted on the roof of the Georgia Tech Aquatic Center, which was the venue for 

the swimming events of the 1996 Summer Olympic and Paralympic Games. A full 

description of th is system is provided in Appendix I. An aerial photograph of the GTAC 

and the PV array are shown in Figure 4. The array consis ts of 2856 120-W 

multicrystalline silicon modules ar ranged as shown in Figure A l - 1 . Twelve modules are 

connected in series to form a series string, and then 34 series s tr ings are connected in 

parallel to form a source circuit. There are seven source circuits on the roof, each with 
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Figure 4. Aerial view of the Georgia Tech Aquatic Center (GTAC) rooftop PV array, 

showing the roof curvature. 

its own fuses, disconnect switches, and cables routing power to the PCU. The source 

circuits are also connected in parallel. 

Before applying the simplified modeling method to and finding KcUrv values for 

the GTAC PV system, a detailed analysis was performed to ascertain whether it meets 

the three above-listed criteria. First, all of the series strings in the array are coplanar; 

there is no irradiance mismatch between series-connected modules, and Criterion 1 is 

satisfied. To check the second criterion, the following procedure was used. Note that 

on the south-facing side of the roof, the tilt angles of the modules vary from about 13° 

up from horizontal to 0° , with an average tilt of 6.4°. On the north-facing side, the 

variation is from about 2° to about 10°, with an average tilt of 5.9°. The full range of 

tilts, as measured using a self-leveling protractor, is listed in Table Al-11. To test 
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whether this range is small enough that Criterion 2 is satisfied, the POA irradiance on 

the average tilt of each side (north and south) of the array was modeled using the TMY 

in PVFORM. Then, from these model results a time point at which the POA irradiance 

difference between the two average tilts was the largest was selected, thus yielding a 

worst-case scenario. It was found that the maximum irradiance mismatch occurred on 

January 16 of the TMY at 1pm, when there was 645 W/m2 of irradiance on the south-

facing side. The difference in the irradiances on the average north-side and south-side 

tilts at that time was 165 W/m2. Using the modeled south-side irradiance, the 

simplified equations in [9], and an assumption that the diffuse irradiance is 10% of the 

direct irradiance, the irradiances on three additional tilts were calculated: 13° facing 

south, 10° facing north, and 0°. These three additional tilts represent the extreme tilts 

of both sides of the GTAC array. Based on this set of five irradiances (tilts), I-V curves 

of one series string of identical modules at each of the five tilts were constructed using 

the program IVCURVE and the parameters of the modules used in the GTAC system. 

Finally, from these I-V curves, taking V as a parameter, the power-versus-voltage (P-V) 

curve of each series string was calculated, again using IVCURVE. A plot of these P-V 

curves over a narrow range of voltages near the maximum power voltage (MPV) is shown 

in Figure 5. The range of MPVs overlaps for most of the strings, and even the extreme 

values differ by only 15V. Recalling that this small voltage difference is the result of the 

largest irradiance difference encountered during the entire year of simulation, it can be 

concluded that the difference in MPVs over the entire range of tilts is therefore 

negligible, and Criterion 2 is satisfied. Finally, if the curved array is modeled by two 

planar arrays, one at the average tilt of the south-facing side (6.4°) and the other at the 

average tilt of the north-facing side (5.9°), Equation (13) is approximately satisfied over 

the entire year. The average disagreement between the two sides of Equation (13) is 
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Figure 5. P-V curves of five series strings at different tilts. The region near the 

maximum power point is shown. 

about 3 W/m2 on the south side and about 2 W/m2 on the north side. Therefore, these 

two planar subarrays may be used to model the GTAC system. 

Based on the above analysis, it was concluded that the simplified modeling 

procedure could be applied to the GTAC PV array. Therefore, the curved array was 

divided into two planar subarrays, one at the average tilt of the south-facing side, the 

other at the average tilt of the north-facing side. Each subarray was then simulated 

individually using PVFORM, and the results were summed. For the planar array (the 

denominator in Equation (12)), an array with the same area as the GTAC array (3175 

m2), azimuth equal to that of the south-facing side of the GTAC array, and a tilt equal to 

the average tilt of the south-facing side was used. This is the same orientation as one of 
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experimental validation of the results and diagnostic comparisons between calculations 

and measurements. In order to demonstrate that no more than two planar subarrays 

are needed to model this system reasonably well, we also divided the GTAC array into 

two, three, four, seven, and eleven equal-area sections, substituted planar subarrays at 

the average tilt of each subarray, and calculated KcUrv values using the above procedure 

and Equation (12). This calculation is shown in Figure 6. Theoretically, as the number 

of subarrays increases, the agreement between the simplified and actual system 

performances should converge. We see that increasing the number of subarrays for this 

system leads to very little change in the predicted KcUrv values. Therefore, the two-

subarray model should provide adequate accuracy with minimal effort. The KCUrv values 

for the two-subarray model alone are reproduced in Figure 7. 

Experimental verification of Kcurv values for the GTAC system 

In order to verify the modeling procedure, Kcurv values were calculated from the 

data being acquired from the GTAC system. Fortunately, the GTAC system is heavily 

instrumented with two data acquisition systems (DASs), a rooftop DAS and a DAS in the 

electrical room. The rooftop DAS measures meteorological parameters and also the 

temperatures of six randomly-selected solar modules, while the electrical room DAS 

measures the system's electrical performance. The parameters measured by each DAS 

and the sensors used to make the measurements are listed in Table Al-12 and Table 

Al-13. 
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Figure 6. Kcurv values for the GTAC PV system calculated using different numbers 

of subarrays. 
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Figure 7. Plot of the curvature mismatch factor Kcurv as a function of month, 

modeling the GTAC system using two subarrays. 
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quanti t ies: 

2>, k,cun> 

Kcurv ~ * ~ ~V 

* = 1 ( 1 4 ) 

In, 
= 1 - - — 

,cwrv 

2-F\PV,k poa,k Aarray 
k = \ 

The numera to r of Equat ion (14) represents the summat ion of the DC power as 

measured by the electrical room DAS. In the denominator , r|pv,k is found us ing the 

measured tempera tures , the derat ing factor values given in Table 1, and Equat ion (1), 

and Gpoa.k is the plane-of-array global i rradiance measured by the rooftop DAS. The 

denominator therefore represents the energy production of a fictitious p lanar array with 

the same efficiency and area a s the GTAC array, bu t with all modules at the tilt and 

orientation of the i rradiance measurement . 

However, if the efficiency calculated in the denominator is inaccurate , so will be 

the calculated Kcurv values. Thus , before experimentally testing the modeled KCUrv 

values, it was necessary tha t the values of the other r\ pa ramete rs in Equat ion (3) be 

known with sufficient accuracy. Unfortunately, th is presented some difficulty. KT was 

given by the manufac ture r and independently verified by ISPRA in Italy. Reasonable 

values for the mismatch parameter r|mismatch and the DC loss parameter riocioss were 

suggested by the system designer and component manufac turers . However, the other 

two derat ing factors, r|dust and TIMPPT, a re not known with certainty. Fur thermore , they 
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both vary with time. A value for r\dust frequently used in PV system simulat ions is 10%; 

however, experienced field personnel [19,20] agreed tha t th is value is far too high, and 

suggested tha t a value less t han 5% is probably more accurate . To experimentally 

determine r|dust for the GTAC system, the following approach was developed. The 

efficiency r| of a solar module can be expressed as [21] 

V I FF 
y oc1scrr ... _, 

Tl= J (15) 

where Voc and Isc are the open-circuit voltage and short-circuit cur ren t of the module, 

FF is the module fill factor, and Pin is the input power to the module. The experiment 

can be conducted in such a way tha t Pin does not change appreciably dur ing the time of 

the experiment (i.e. rapidly on a clear day), and FF is cons tan t for a given module. Note 

also tha t all of the other pa ramete r s in Equat ion (1) are approximately constant , and if 

the module h a s no dus t or soiling then r\dust = 1. Therefore, we can calculate the dus t 

factor for a module by measur ing Voc and Isc with and without dus t and insert ing these 

values into 

Mwith dust V o c s c ' with dust , , , . 
= T\dus< = („ r \ (16) • \dusi (.. T \ 

I without dust \ OC SC ) without dust 

Voc and Isc for several modules in the array were measured , then the modules were 

cleaned, and the same paramete r s were measured again. This experiment was repeated 

several t imes unde r different conditions, and the resul ts are shown in Figure 8. On 

May 14, 1998, the d u s t factors were nearly unmeasurab le (zero), and on August 24, 

1998, only one valid measu remen t was possible. These resul ts make it quite clear tha t 
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Figure 8. Results of dust factor measurements. 

r|dust is time-varying, and that the range of variation is significant—in fact, the average 

values vary by over 3%, which is nearly as large as the largest values of Kcurv. 

In addition to this problem, the results indicate that the dust factor is 

nonuniform over the array. This in fact is an additional loss mechanism, a "mismatch 

factor due to dust nonuniformity" which can be viewed as tending to increase r| dust. This 

additional loss is difficult to quantify. The average measured value of r\dust is 97.8%; 

however, in this work, a value of 96% was used to account for nonuniformity. 

Of the five derating factors, the maximum power point tracker derating factor, 

TIMPPT, was probably the one whose value was the least well known. Perez et al. [13] 

suggest a value of 95%. However, the results presented here showed that a value of 
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93%, which is quite close to Perez's suggested value, leads to a better matching between 

the measured and predicted KCUrv values. The values used for all five derating factors 

are given in Table 1. 

Table 1. Parameter values for Equation (3). 

Parameter Value 
Tldust 0.96 

r) mismatch 0.98 
T] Dcloss 0.98 
TlMPPT 0.93 

KT -0.0037 (°C)-! 

The results of this calculation are shown in Figure 9. During this time period, 

two of the 238 series strings in the array were inoperative. The results in Figure 9 were 

adjusted to compensate for this factor by altering Aarray appropriately. The error bars 

indicate the best estimate of the amount of variation which is expected to be introduced 

by the dust and MPPT derating factors. When one considers the potential sources of 

error, coupled with the fact that the value of the parameter being measured is very 

small, it is clear that the agreement between the measurements and predictions is in 

general quite excellent. It should also be noted that the expected seasonal variation is 

apparent in the measured Kcurv values. This indicates the validity of the modeling 

procedure. The exact reason for the disagreement in September of 1997 is unclear, but 

is thought to be due to a pyranometer problem. The PCU suffered from intermittent 

thermal shutdowns during June and July of 1998 because of a cooling fan failure and 
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Figure 9. Comparison between measured and computed Kcurv values. 

therefore the Kcurv values for those two months have an additional source of error not 

present in the other months, which may account for the disgreement during that time. 

No irradiance data was available during December 1997 or January 1998 because the 

pyranometers were being recalibrated, and a synchronization problem between the roof 

and electrical room DASs has rendered the data for May 1998 unusable. 

One additional source of error that was investigated was the aforementioned 

affect of cloud cover: if during a month of measurements the skies are unusually 

cloudy compared with the corresponding month in the TMY, the measured Kcurv would 

be much lower than the modeled one. This possible error source was investigated by 
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corresponding five months of the TMY. The clearness index is given by [22] 

CI = — (17) 

where H and Ho are the terrestrial and extraterrestrial (outside the atmosphere) total 

average daily radiant energy fluxes (kWh/m2/day). The values of CI based on the 

measurements and the model are shown in Table 2. H was calculated from the 

measured data or the TMY as appropriate, and Ho was taken from the literature [8]. CI 

values for other months were unavailable because of a malfunction of the horizontal 

pyranometer. 

Table 2. Clearness index values based on 

measurements and models. 

1 Month CI based on 
measu remen t s 

CI based on 1 
PVFORM/TMY 

1 April 0.3949 0.3650 
1 May 0.3841 0.4155 
1 J u n e 0.2998 0.3852 
1 Ju ly 0.3819 0.3898 
| August 0.3679 0.3763 | 
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fairly well with the exception of J u n e , in which the measured value of KCUrv was very 

near to the predicted value in spite of the difference in CI. It may therefore be 

concluded tha t a change in cloudiness does not appear to have been a significant factor 

in these five months . 

Sub ta sk 1.2: Performance prediction and optimization of the GTAC PV 

array 

The procedure for modeling the curved GTAC PV array established in Subtask 

1.1 was used to predict the performance of the GTAC PV system in order to aid in the 

design process for this system. Modeling was also used to quantify the performance 

penalty incurred by the PV array 's non-optimal orientation compared to a system 

optimized for max imum a n n u a l energy production and also to one optimized for 

maximum peak-shaving effectiveness. Finally, a simple method for matching a PV PCU 

to a PV array us ing a parameter , called the "effective inverter efficiency", was introduced 

and utilized to determine the optimality of the ma tch between the PV array and the 

PCU. 

Determination of a n Appropriate PCU Power Capacity 

For economic reasons , it is desirable to use the smallest-capacity PCU possible 

tha t can still handle the full power ou tput of the array. The designers of the system 

selected a PCU for the GTAC system tha t was rated at 315 kW. However, by the time 

this PCU was selected it had already been decided tha t the rated array ou tpu t power 

would be 342 kW, almost 9% larger t han the PCU. The PCU's max imum power point 

(MPP) t racking circuitry incorporates a power-limiting self-protection mechan ism 
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production exceeds preset thresholds (315 kW and 900 A), the MPP tracker limits the 

power or current to that threshold value by moving the array off of its MPP. For this 

reason, damage to the PCU was not the primary reason for the concern over the 

seeming mismatch between the size of the PV array and the rating of the PCU. Rather, 

the concern was that, if this "clipping" condition could occur frequently under actual 

operating conditions, the result would be a waste of significant amounts of PV power. 

The 342-kW nameplate rating of the array corresponds to the array's 

performance at STC, which are conditions that will rarely be duplicated in the field and 

which does not include the five system derating factors or the effect of the array 

curvature. Thus, the array will probably never produce that much power, and therefore 

an exact knowledge of the maximum power that the array will produce under "real" 

conditions was needed to facilitate PCU selection. Using the two-subarray model for the 

GTAC system, the array's power output over the course of a year was calculated. Figure 

10 shows the predicted monthly energy output of the GTAC PV system, and Figure 11 

shows a histogram of the array DC power output based on the original Typical 

Meteorological Year (TMY1) for Atlanta. Note that the maximum array power output 

(which occurs on April 1 of the TMY1) is 279.7 kW, well below the PCU's rated capacity. 

Therefore, it was decided that the 315 kW PCU is sufficient for this installation and that 

its self-protection against overload will not result in a significant loss of power. 

Another important factor in PCU selection was the optimality of the match 

between the PCU and the PV array in terms of overall system efficiency. The efficiency 

of the PCU is not constant, but rather is a function of the amount of power being 

processed and therefore of the PV array's power production. A plot of the efficiency 

curve for the GTAC PCU is shown in Figure 12 (the black curve). The system's efficiency 
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Figure 10. Predicted monthly energy production of the GTAC PV system using 

PVFORM, the TMY database, and the two-subarray modeling procedure. 
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Figure 11. Histogram of the GTAC PV system's DC power output. 
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Figure 12. Comparison between the DC power histogram for the GTAC system and 

the PCU's efficiency-vs.-fractional loading curve. 

can be maximized by selecting a PCU whose efficiency curve has a maximum at a PV 

power level which occurs with maximum frequency; that is, the PCU is most efficient at 

the power level at which the PV array produces the most energy. Using the previously-

calculated DC power histogram, which is also shown in Figure 12 (the six white bars), 

an "effective PCU efficiency" may be calculated using the expression 

iiNW-Pj-TLuiF,)) (18) 
I W ^ ^ r 
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where r|invj(Fj) is the PCU efficiency at fractional load Fj (determined from the actual 

curve), N(Fj) is the n u m b e r of hou r s dur ing the year tha t the PV power production 

resul ts in fractional loading Fj, Pj is the power production corresponding to bin j , and Nb 

is the n u m b e r of bins (discrete values of F considered), a s demonst ra ted in Figure 12. 

Note tha t the effective PCU efficiency depends not only on the PCU efficiency itself but 

also on the power production of the array. This parameter can t h u s be used as a 

measure of how well the PCU is matched to the PV array by comparing the effective PCU 

efficiency to the full-load PCU efficiency. Using this expression and the information in 

Figure 12, the PCU's effective efficiency for this installation was found to be 

approximately 90 .5%. This compared favorably with the PCU's full-load efficiency of 

95%, support ing the choice of this PCU for th is PV array. 

The effective PCU efficiency also provided an easy way to determine the system's 

AC output . Note tha t the two-subarray modeling procedure prevents the use of 

PVFORM's internal PCU submodel, because it is the sum of the subar ray powers tha t 

needs to be fed into the PCU submodel. The effective PCU efficiency was used in lieu of 

writing additional software to allow the use of this model. Using the 90 .5% effective 

PCU efficiency, PVFORM predicted tha t the annua l energy production of the PV system 

will be a lmost 409 MWh. 

Maximum Voltage vs. PCU DC Input Rated Voltage 

The 315 kW PCU h a s a max imum DC open-circuit input voltage of 600V, as do 

the DC-side conductors and switchgear. Therefore, care was required to ensu re tha t the 

series-parallel configuration of the ar ray was such tha t the ar ray voltage would not 

exceed 600 V. Since the array h a s a negative voltage tempera ture coefficient, and 

t empera tu res lower t h a n the STC-specified 25°C could be encountered in the field, 

PVFORM was used to model the t empera ture of the cells for an entire year, us ing the 

TMY a s input . The ou tpu t was then scanned for the lowest cell t empera ture tha t 
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occurred during daylight hours. This temperature was -7.3°C. Assuming an irradiance 

of 1 kW/m2, the maximum voltage produced by the array was calculated using the 

equation 

^ = [ ^ + ( ^ « X A U ] ^ (19) 

where N is the number of series modules (12), ATmax= (Tmin - 25°C), Voc is the open-

circuit voltage (42.6V), and Kvoc is the voltage derating coefficient per module given by 

the manufacturer (-0.146 V/°C). Substituting the values for this system into Equation 

(19), Vmax was found to be 568 V. It is important to note that when this low temperature 

occurs there will be very little usable sunlight, so the actual voltage under these 

conditions would be lower than 568 V. Therefore, based on PVFORM modeling, the 

array design was deemed acceptable and will not produce voltages in excess of the 600 

Vdc rating of the DC-side equipment. 

It should also be noted that Underwriters' Laboratories (UL) standards dictate 

that the lowest expected ambient temperature at the site should be used in determining 

the maximum array voltage [23]. In order to determine this temperature, all 30 years of 

the NSRDB-SAMSON database were scanned for the minimum temperature during that 

time period in Atlanta, which was -22.2°C (occurring on January 21, 1985). 

Substituting this value into Equation (19) gave 

AT =-47.2° C 

V = 594K 
max - ' • ' T 

This is still below the 600 Vdc limit, again supporting the suitability of the array design. 
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One of the novel features of this PV installation is that the array is mounted to 

the roof directly using clamps connected to the standing seams (Figure 13). The 

standing seam height is about 2.5 inches, and the mounting clamps hold the modules 

about 1 inch above the standing seams, resulting in an array-roof standoff height of 

about 3.5 inches. From a photovoltaic standpoint, the standoff height is important 

because it strongly affects the ventilation behind the array and thus the array 

temperature, which in turn affects the array's efficiency. An additional concern from a 

design standpoint is that the cables selected which run beneath the array must have 

temperature ratings which are high enough to ensure that the cables will tolerate the 

thermal conditions experienced on the roof and not reduce the system's operational 

lifetime. PVFORM was utilized to quantify this effect. In the program, the standoff 

height is reflected in the choice of INOCT, where INOCT is the Installed NOCT (Nominal 

Operating Cell Temperature) and is calculated using the manufacturer's specified NOCT 

and a set of empirically-determined rules [24]. INOCT values of 56°C, 50°C, and 48°C, 

which correspond to standoff heights of 2", 4" and 6" respectively, were used. An 

additional "penalty" of +4°C was also added to INOCT as specified by the rules because 

the underlying standing-seam roof is "channelized", meaning that the standing seams 

will partially restrict airflow behind the array and increase INOCT. To investigate the 

importance of the standoff height, the array annual AC energy production and the 

maximum temperature attained by the array were calculated as functions of standoff 

height (Figure 14). [Note: the annual energy productions given are for a planar array at 

the average tilt of the south-facing side. The two-subarray model was not used in this 

calculation.] As expected, the model calculations revealed that as the array-roof 

standoff height increases, the maximum cell temperature attained during the year 
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Figure 13. Schematic representation of the module mounting scheme for the 

GTAC FV array. 
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decreases and as a result the annual energy production of the array increases. Notice 

that the maximum temperatures attained by the cells in the array are quite high, 

approaching 77°C for the 3.5" array-roof distance. However, the temperature rating of 

the cables selected was 90°C, which is comfortably above the maximum cell 

temperature and is therefore more than adequate for this installation. 

Investigation of the Optimum Orientation of the PV Array 

From the PV performance standpoint, the orientation of the Aquatic Center PV 

array is not optimized. The tilt and azimuth of the array were determined by the shape 

of the roof, which in turn was selected according to architectural and aesthetic 

considerations. The performance penalty incurred by this unoptimized orientation was 

estimated using PVFORM. To allow isolation of the effect of unoptimized orientation 

from that of the roof curvature, the GTAC array was modeled as being a planar array at 

the average tilt of the south-facing side (6.4°), whose annual AC energy production as 

computed by PVFORM is about 427 MWh. A matrix of 84 PVFORM simulations 

covering tilt angles from 0° (horizontal) to 60° up from horizontal and azimuth angles of 

20° east of south to 90° west of south at 10° increments was constructed. Figure 15, 

which is a 3-D plot of the array's annual energy production as a function of array 

orientation, shows that the optimum array orientation for maximum annual energy 

production is a tilt of about 30° with a due-south azimuth. To increase the accuracy of 

this figure, further simulations with an angle increment of 1° were performed, and it 

was found that 30° is the true optimum to within 1°. Notice that the optimum tilt is 

slightly less than the site latitude (33.7°N). This is to be expected, since the optimum 

tilt for maximum annual energy production is roughly equal to the site latitude, but 

high-humidity locations can have slightly lower optimum tilts because high humidity 

will increase the diffuse component [25], and this component decreases with increasing 
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sensitivity of the system performance to such small deviations is fairly small 

(performance penalties of only about 1% or less). The model calculations show that the 

annual energy output could be increased from about 427 MWh/year to about 462 

MWh/year (an 8% increase) by changing the tilt angle to 30° from its installed 

orientation (6.4°). Recall that the 427 MWh/year baseline figure was computed for a 

coplanar array. If the comparison is instead made to the curved array as represented 

by the two-subarray model, thus adding the effect of the roof curvature, we find that the 

output could have been increased by almost 14%, from 407 MWh to 462 MWh, by 

placing the entire array at the same (optimized) tilt. 

An additional orientation optimization was also carried out as a part of this 

work. Since peak shaving is an important potential application of PV systems, the 

"peak-shaving effectiveness" of the GTAC system as a function of orientation was also 

examined. To optimize the array for peak shaving, one might intuitively believe that the 

array should be oriented by the position of the sun at the peak demand time on the 

local utility's system. For the Georgia Power Company, the peak demand occurs at 

about 3-4pm during the four summer months of June-September. According to the 

well-known set of equations for determining solar position [8,9] or solar geometry charts 

[8], the "rule of thumb" optimum array orientation should be approximately 43° tilt and 

about 82° azimuth west of south to achieve maximum peak shaving at the peak demand 

time (3-4pm). To look for the peak shaving optimum, the array's energy production 

during "peak hours", defined by Georgia Power as noon-7pm during the four summer 

months, was calculated as a function of array orientation (again for a planar array). 

The results of these simulations are shown in Figure 16, and they indicate that the peak 

shaving optimum is approximately 30° tilt and 70° W of S azimuth. This time, the 

resolution of the simulation matrix near this point was increased by reducing the 
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Figure 15. Plot showing the annual AC energy production of the GTAC PV system 

as a function of orientation. 
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Figure 16. Plot showing the annual peak-hours AC energy production of the GTAC 

system as a function of orientation. 
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angular increment to 1°, and it was found that the optimum is actually approximately 

35° tilt and 75° W of S azimuth. These results demonstrate that applying the previously 

mentioned intuitive method for determining orientation in Atlanta yields values that are 

slightly high, although again the sensitivity of the system performance to small 

deviations from the optimum orientation is essentially negligible. The small discrepancy 

between predicted optimum tilts can be explained as before: as the tilt angle is 

increased, more and more diffuse irradiation is lost because it strikes the back of the 

array. In the case of the azimuth, the disagreement arises because the peak demand 

time falls relatively late in the day, at a time when less solar energy is available, and 

orienting the array for maximum production at that time sacrifices energy production at 

earlier times in the window, when more irradiance is available. Too great an azimuth 

results in an excessive loss of this midday solar energy and an eventual reduction of 

peak shaving capability, with the peak window as defined here (noon-7pm). The model 

calculations (Figure 16) show that the annual electricity generation of the Aquatic 

Center array during the peak window could be increased from about 109.1 MWh/year 

to 123.6 MWh/year, an increase of 13%, by moving the orientation to 35° tilt and 75° 

azimuth west of south. 

Use of modeling in system monitoring 

Using the value for KCUrv, an "effective PV array efficiency" may be defined by 

^ffJVM ~?(\cio^med^\<hst^misnimch^Daoss^M,n:^\T (20) 

where r\curv = (l-KcUrv). This is called an "effective" efficiency because the curvature of 

the array actually decreases the energy output of the array by decreasing the energy 

input, not the efficiency. However, this notation is used here because r\eff,pv,k represents 
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the efficiency value which would be calculated using measured irradiance and DC power 

output and is therefore the number required to facilitate diagnostic comparisons 

between predictions and measurements. 

Such diagnostic capability can be extremely important. In early July, 1996, just 

before the start of the Summer Olympics, it was noted that the power output of the 

GTAC PV system recorded by the DAS was much lower than had been predicted by 

modeling. However, the power production by itself does not indicate a problem, because 

this effect could be caused by higher-than-normal temperatures or lower-than-normal 

sunlight. Therefore, to check the state of the PV array, the meteorological 

measurements and readings of the module temperatures were used to calculate r\eff,pv,k. 

It was found that r\ef/,pv,k values of 7.5% should have been achieved, but actual DC-side 

system efficiencies were as low as 5%. This made it clear that the system was not 

functioning properly and signaled a need for a detailed inspection of the system. This 

inspection revealed that Source Circuit G (see Figure Al-1) was producing no power. It 

was later discovered that the roof had received a direct lightning strike in early July, 

and this strike blew all of the fuses and surge arrestors in Source Circuit G's string 

combiner boxes. Fortunately, the problem was detected in time to allow for repairs 

before the Olympics. However, without the forewarning provided by the lack of 

consistency with performance expectations obtained from both simple and detailed 

models, the situation might have been very different, and the opportunity to showcase 

the system before a worldwide audience could have been lost. 

Comparison of predicted and measured GTAC PV system performance 

Since the system's activation in July of 1996, its performance data has been 

collected, analyzed and archived. For each month, the system's measured AC energy 

production has been calculated, and Figure 17 shows a comparison between the 
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predicted and measured monthly AC energy production of the system, without any 

correction mechanisms applied. 

In general, the measured system output has been lower than the predicted 

system output. The primary reason for this has been that the amount of downtime has 

been much higher than anticipated. Another important factor is that the module 

temperatures appear on average to be somewhat higher than originally predicted, 

particularly during the critical summer months, as illustrated in Figure 18. This figure 

shows the average daylight-hours module temperatures from PVFORM and the GTAC. 

"Daylight hours" are defined as any hours in which there is nonzero POA irradiance (in 

the PVFORM case) or when the POA irradiance exceeds 10 W/m2 (in the GTAC case, 

with the threshold value chosen to eliminate "noise" that may occur at night). This 

discrepancy indicates that the value of INOCT used in the modeling may have been too 

low, and in fact the roof curvature and the standing-seam roof effectively eliminate any 

air circulation behind the array. Finally, the amount of sunlight received on the roof is 

not always the same as that which the models predicted. 

It is possible to compensate for these mechanisms. The procedure adopted for 

correcting for downtime is as follows. For a given month, the average energy produced 

each day is the total energy produced during the month in W-h, E, divided by the 

number of days in the measurement, Di. Note that Di is also the number of days in the 

month minus the number of days during which the system was off ("downtime days"). 

If it is assumed that the system's energy production during the downtime days would 

have been average, and if the total number of days in the month is Do, then the monthly 

energy production can be scaled to compensate for the downtime as follows: 

Do 
E = F—- (21) 

corrected,downtime r\ \^x) 
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Figure 17. Comparison between predicted and measured AC energy production of 

the GTAC PV system since July, 1996. 
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Figure 18. Comparison between predicted and measured average daylight-hours 

module temperatures. 
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A similar approach is followed to correct for differences between the measured 

and predicted a m o u n t s of sunlight. The "amount of sunlight" is quantified using the 

mean daily solar energy per uni t area Eavg, which is calculated by 

_ all m< 

N 

poa meas 
T-T _ all measurements ior)\ 

ave IT {•*"*') 

where N is the n u m b e r of days in the month , and Atmeas is the measu remen t interval in 

hour s (1 /6 for the GTAC system or 1 for PVFORM). The un i t s of Eavg are W - h / m 2 / d a y . 

Note tha t th is procedure a s s u m e s tha t the sunlight can be approximated a s cons tant 

over the measu remen t interval Atmeas- Values for this parameter m u s t be calculated 

us ing the measured da ta from GTAC and also from PVFORM. Either the POA or 

horizontal irradiance may be used, bu t consistency m u s t be ensured. Then, the 

monthly energy production may be approximately corrected by subst i tu t ing the values 

into the following expression: 

_ _ ^ avg,PVFORM 

F = E (23) 
corrected', sunlight rp x^^i 

avg,meas 

To correct for differences between predicted and measured tempera tures , the 

following approximation may be used. First, one m u s t calculate the mean daylight-

h o u r s module tempera ture for each mon th by simply averaging all daylight-hours 

module tempera tures . This m u s t be done both for the m e a s u r e m e n t s and the predicted 

values from PVFORM. Then, the average monthly energy production may be 

approximately corrected by multiplying it by 
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E = E 
corrected ,iemp 

l - ^ r ^ w - ^ c ) 

1 ^ T \ * mod,meas * STC ) 

(24) 

where Tm0d,pred and Tmod,meas are the predicted and measured mean daylight-hours 

module temperatures respectively, and TSTC is the standard test conditions temperature 

(25°C). 

Applying these mechanisms to the measured monthly AC energy production 

leads to the results shown in Figure 19. No corrections are available for October 1997-

January 1998 due to a malfunction of one of the pyranometers. In general, the 

corrected measurements are much closer to the predictions than the raw 

measurements. The anomalies in September 1996 and September 1997 are suspected 

to be caused by pyranometer malfunctions. 
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Figure 19. Measured and predicted monthly AC energy production of the GTAC 

system, along with measured AC energy corrected for the effects of downtime, 

temperature, and irradiance. 
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CHAPTER III 

TASK #2-ISLANDING PREVENTION FOR UIPV SYSTEMS 

History, literature review and motivation 

Islanding occurs when a PV system feeds power into a section of the utility 

system that has been isolated from the utility voltage source. Consider the 

configuration shown in Figure 20, a PV system connected to a feeder line that is in turn 

connected to the utility voltage source through a transformer and a switch (a recloser, 

breaker, fuse etc.). The PV system consists of a PV array and a PCU. A local load is 

also connected to the feeder line. The PV system acts as a current source, supplying a 

nearly sinusoidal current which has the same frequency and (in general) the same 

phase as the voltage at the PV system's terminals. If the switch were opened, under 

certain conditions it is possible for the PV PCU to continue to supply current to the 

isolated section of the grid and the local load. This is islanding, and the isolated section 

of the utility being powered by the PV system is referred to as an island. 

The time interval between the disconnection of the utility and the shutdown of 

the PCU is referred to as the run-on time. Islanding events are typically subdivided into 

two categories: long-term, with run-on times of one second or more, and short-term, 

with run-on times of less than one second [26,27]. 

The primary concern with long-term islanding is one of safety 

[26,27,28,29,30,31,32,33]. Maintenance or repair personnel arriving to service the 

isolated feeder may be unaware that it is still energized, which could lead to personal 
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Figure 20. Schematic of a PV system connected to a utility feeder that can be 

isolated from the utility by the switch at the right. 

injury. This is of particularly great concern in the case of scheduled maintenance, 

when the switch could be manually operated by service personnel who would 

immediately commence work on the isolated system. In this case, islanding of even a 

few tens of seconds could be dangerous. 

Another problem associated with both long- and short-term islanding is that the 

PV system, which relies on the utility voltage to provide a phase and frequency reference 

for its output current, may lose synchronism with the utility while the switch is open; 

that is, the frequency of the PV system's output current may drift away from the utility 

frequency, and over time a sizable phase error between the PV current and utility 

voltage can develop. The change in frequency itself can lead to malfunctioning of many 

types of equipment, but the phase difference is particularly serious because the utility 

may reclose on the out-of-phase island [27,34]. Such an asynchronous reclosure would 
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load. 

It has been postulated that another possible problem with short-term islanding 

is that it can interfere with the arc-clearing function of protective relays [34]. However, 

there is much debate over whether this is a significant issue. 

One final problem that is increasing in relevance is that some islanding 

prevention methods interfere with each other, leading to longer run-on times and 

possibly failure to detect islanding if several PV systems are present in the island. In 

some cases, this can happen even if all the PV systems in the island are using the same 

islanding prevention scheme. This situation has been termed the "multi-inverter case", 

and it could become increasingly common with the proliferation of small, roof-mounted 

PV systems and the development of PCUs for AC PV arrays, in which case there could 

be tens or even hundreds of PCUs in an island. 

In general, an islanding prevention method should accomplish the following 

goals: 

I.) Detect islanding and disconnect the PV system from the utility, regardless of the 

initial state of the system, perturbations, composition of the load, or presence of 

other equipment such as other PV systems (i.e. the multiple inverter case); 

II.) Detect islanding rapidly enough to guarantee safety and safeguard the reliability and 

integrity of the utility and PV systems; 

III.) Disconnect the PV system only when islanding is actually occurring to avoid 

nuisance trips. 

A considerable body of work exists on islanding and islanding prevention 

methods. However, there is a considerable lack of consensus and understanding about 
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islanding. Specifically, there is much debate over the need for more than basic 

protective relays for islanding prevention, and there is little agreement about the 

effectiveness of current prevention schemes. This lack of consensus provided the 

motivation for the research contained within Task 2. The purpose of the next section is 

to critically review the literature on islanding, including the status and performance of 

existing islanding prevention methods. The section describes the mechanism of 

operation of each method, including the four standard relays, and then compares them, 

thereby providing a fundamental understanding of each method which will establish the 

necessary background for understanding the research proposed in following sections. 

Islanding prevention by standard protective relays 

Grid-connected PV systems are required to have an overvoltage relay (OVR), an 

undervoltage relay (UVR), an overfrequency relay (OFR), and an underfrequency relay 

(UFR) that disconnect the PV system from the utility in the event that the magnitude or 

frequency of the PCU's terminal voltage goes beyond certain limits [35]. Under most 

circumstances, these relays will prevent islanding. Consider the configuration shown in 

Figure 21, in which power flows and node a have been labeled. Node a is also referred 

to as the "point of common coupling" between the utility and PV systems, and therefore 

the PV system is required to disconnect from node a in order to prevent islanding. 

When the recloser is closed and the utility is connected, real and reactive power PPV + 

JQPV flows from the PV system to node a, and power Pioad + jQioad flows from a to the load. 

Summing power flows at node a, 

*P=P>*- Ppv 

A2 = QM - QFV
 ( 2 5 ) 
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Figure 2 1 . PV s y s t e m / u t i l i t y feeder configuration showing definit ions of power 

flows and terms. 

are the real and reactive power flowing into node a from the utility. Typically, PV PCUs 

operate with a uni ty power factor (that is, the PV outpu t cur ren t is in phase with the 

voltage at node a), so QPV = 0 and AQ = Qioad. The real and reactive power being 

consumed by the load are given by 

Flood - R e 

Qioad = Im 

V a* I load 

* 

Va* I load 

= Va1 load C ° S * 

= -KIIoadS'm(b 

(26) 

where cos(<j>) is the load displacement power factor (dpf) and Va and iioad are the RMS 

values of va, the ins tan taneous voltage at a, and iioad, the load current . The superscript 
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parallel RLC circuit, these expressions may be written in te rms of Va a s follows: 

V 

R 
Pl0„d =K^r- (27) 

load 

H load ~ * a 

V,. V, 

coZ 
coC 

(28) 

where co is the frequency of ua. When the recloser opens, AP a n d AQ will both go to zero. 

The behavior of the isolated system will depend on AP and AQ at the ins tan t before the 

recloser opens to form the island, denoted AP- and AQ\ There are four cases in which 

the OVR/UVR or OFR/UFR will prevent islanding [36]: 

1.) AP- > 0. In this case, the PV system is producing less real power t h a n is required by 

the local load (Pioad > Ppv). From Equation (27), we see tha t when the switch opens 

and AP becomes zero, Pioad will decrease, meaning tha t Va m u s t also decrease since 

Rioad can be a s s u m e d to be cons tan t over this time interval. This decrease in voltage 

can be detected by the UVR, and islanding is prevented. 

2.) AP- < 0. In th is case, Pioad < PPV, and power is flowing into the utility system. Now, 

when AP becomes zero, Pioad m u s t increase and Va will also increase. This condition 

can be detected by the OVR, and again islanding is prevented. 

3.) AQ > 0. This case corresponds to a lagging power factor load, or a load whose 

reactive component is inductive. After the recloser opens , AQ = 0. However, as 

previously mentioned, Qpv is usual ly zero, and therefore Qioad = 0. This requires the 
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term in square bracke ts in Equation (28) to become zero, meaning tha t the inductive 

part m u s t drop and the capacitive par t m u s t increase. Equat ion (28) shows u s tha t 

in order for this to occur the frequency co of va m u s t increase unti l co = cores = (LC)° 5. 

If this increase in co is sufficiently large, it can be detected by the OFR. 

4.) AQ- < 0. This case corresponds to a leading power factor load, or one tha t is 

primarily capacitive. As in case 3, when AQ becomes zero, the inductive and 

capacitive pa r t s of Equat ion (28) m u s t balance so tha t Qioad = 0, and this requires co 

to decrease, again to co = cores = (LC)0-5. This frequency decrease, if it is large 

enough, can be detected by the UFR. 

It bears repeat ing at th is point tha t all PV PCUs for utility interface applications 

are required to have OVR/UVR and OFR/UFR protection [35]. Therefore, if either the 

real power of the load and PV system are not matched, or the load's resonan t frequency 

does not lie near the utility frequency, islanding will not occur. 

Shortcomings of the s t anda rd protection systems: the nondetect ion zone 

We have t h u s far examined four cases in which the OVR/UVR and OFR/UFR of 

a PV system will prevent islanding. Unfortunately, there is ano ther possible case: AP- = 

AQ- = 0. This corresponds to a case in which the PV power production is matched to the 

load power requirement , and the load dpf at coo is unity; tha t is, coo = cores. In this case, 

when the switch is opened no change occurs in the isolated system, and the OVR/UVR 

and OFR/UFR do not operate. In reality, AP- and cores do not have to be exactly equal to 

zero and coo respectively for th is to occur because the magni tude and frequency of the 

utility voltage can be expected to deviate slightly from nominal values, and therefore the 

thresholds for the four relays cannot be set arbitrarily small or else the PV system will 

be subject to nu i sance trips. This limitation leads to the formation of a nondetection 
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zone (NDZ), as shown schematically in Figure 22 for a fixed RLC load. There are two 

possible definitions for the NDZ: 

1.) For a given (fixed) load, there is a finite range of AP and AQ for which islanding is 

not detected. In other words, in a "power mismatch space" defined as the space 

defined by the values of AP and AQ (Figure 22), there is a subspace in which 

islanding prevention methods will fail. This range of AP and AQ values for which the 

islanding prevention method fails is defined as the NDZ of that method. 

2.) For a fixed AP (usually zero) and assuming a parallel RLC load, there is a range of 

values of R, L and C for which islanding is not detected. In other words, in a "load 

space" defined as the space defined by the values of R, L and C, there will be a 

subspace in which islanding prevention methods fail. This range of RLC loads for 

which the islanding prevention method fails is defined as the NDZ of that method. 

The "power mismatch space" representation shown in Figure 22 is the one 

traditionally used in the islanding literature. However, henceforth in this work, the 

latter definition will be adopted. The reasons for this will become clear shortly. 

One earlier study indicates that under certain (unspecified) conditions the 

probability of AP and (ores falling into the NDZ of the OVR/UVR and OFR/UFR can be 

significant [37]. However, in spite of this, there is still much disagreement between PV 

PCU manufacturers and utility engineers over whether further islanding protection 

equipment beyond the four standard relays is really necessary. Many in the field still 

believe that the conditions under which the relays will not protect against islanding are 

so rare that no effort is warranted to develop methods to handle these cases. Still, 

utilities and bodies that establish standards generally require that additional islanding 
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Figure 22. Schematic demonstration of the nondetection zone in which the 

standard four relays cannot detect PV system islanding for a fixed RLC load. 

protection be incorporated into PV systems, and this additional protection is the subject 

of the next section. 

Methods of reducing the NDZ: Passive methods 

Passive methods for islanding prevention involve monitoring the PCU's terminal 

voltage (fa) for some condition that indicates islanding. These methods are discussed 

below. 

Voltage harmonic monitoring 

In this method, the PV PCU monitors the total harmonic distortion (THD) of va 

and shuts down if this THD exceeds some threshold. There are two mechanisms that 

can cause the harmonics in va to increase when islanding begins. One of these is the 

PV PCU itself. A PV PCU will produce some current harmonics in its AC output current, 

as all switching power converters do. A typical requirement for a grid-connected PV 
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PCU is that it produce no more than 5% THD of its full rated current [38,39]. Under 

normal operation, the utility, being a "stiff voltage source, forces an "undistorted" 

sinusoidal voltage (THD * 0) across the load terminals, causing the (linear) load to draw 

an undistorted sinusoidal current. Summing at node a, when the switch is closed the 

harmonic currents produced by the PCU will flow out into the grid. Because these 

harmonic currents are kept small and the impedance of the utility is in general low, 

these harmonic currents interact with the very small utility impedance to produce only 

a very small amount of distortion in the node-a voltage. When the switch opens, the 

harmonic currents produced by the PCU will flow into the load, which in general has a 

much higher impedance than the utility. The harmonic currents interacting with the 

larger load impedance will produce larger harmonics in va [40]. These voltage 

harmonics, or the change in the level of voltage harmonics, can be detected by the PCU, 

which can then assume that the PV system is islanding and discontinue operation. 

The second mechanism which may cause the harmonics to increase is the 

voltage response of the transformer shown in Figure 21. If the switch that disconnects 

the utility voltage source from the island is on the primary side of the transformer, as 

shown in Figure 21, the secondary of the transformer will be excited by the output 

current of the PV system. However, because of the magnetic hysteresis of the 

transformer, its voltage response is highly distorted [40] and will increase the THD in va. 

In theory, the voltage harmonic monitoring method promises to be highly 

successful in detecting islanding under a wide range of conditions [40], and its 

effectiveness should not change significantly in the multiple-inverter case. However, it 

suffers from a serious implementation difficulty: it is not always possible to select a trip 

threshold that provides reliable islanding protection but does not lead to nuisance 

tripping of the PV system. It is clear that a threshold must be selected that is: a) 

higher than the THD that can be expected in the grid voltage; but b) lower than the THD 
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that will be produced during islanding by the two mechanisms described above. Let us 

assume that the PV PCU produces 5% THD in its output current, the maximum 

allowable limit. For a resistive load fed by this current, in the absence of the utility 

voltage source, the THD of va will also be 5%. The proof of this is straightforward: if the 

current is represented by its Fourier series 

00 

hv = X 7 />K,„ sin(wo0 + <\>n) (29) 

where n=l denotes the fundamental component of ipv, then the voltage response of a 

pure resistance to this current is simply 

QO 

va = Ripv = RY^IPV,,, sin(wo0 + ^ ) (30) 
»=i 

Let THDtpv be the total harmonic distortion in the current described above. The total 

harmonic distortion in the voltage, THDva, is given by 

™D>° = Rf = 1 , = TH°™ (311 
K1PV,\ K 1PV,\ 

When the load is not purely resistive, the situation changes. The magnitude response of 

a parallel RLC can cause there to be less distortion in the voltage response than in the 

exciting current. The node-a voltage for a distorted current feeding an RLC load with 

impedance Z is 
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va =Z((o)iPy (32) 

where the dependence of Z on the frequency ca is explicitly indicated. The magnitude 

response (the magnitude of Z as a function of frequency) of a parallel RLC load with R = 

14.4 Q, L = 10 mH, and C = 703.6 fiF is plotted in Figure 23, along with a line indicating 

the position of the 60-Hz utility frequency. Since this load has a unity power factor (is 

resonant) at 60 Hz, this vertical line also indicates the frequency at which the 

magnitude of Z is a maximum. This means that the voltage response of the RLC load to 
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Figure 23 . Demonstration of the magnitude response of a parallel RLC circuit. 

The vertical hatched line indicates the utility frequency, and (in this case) the RLC 

load's resonant frequency. 
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where the load's resonant frequency is near the utility frequency, THDva will be less than 

THDiPv. 

It is therefore clear that the THD threshold will have to be set lower than 5%. In 

reality, the utility voltage distortion that we assumed to be « 0 in the foregoing 

discussion can actually be expected to be 1-2% under normal conditions (because of the 

interaction of harmonic currents drawn or supplied by loads with the utility source 

impedance), but there are many conditions, such as the presence of power electronic 

converters that produce current harmonics at frequencies at which the utility system 

has resonances, which can cause this value to increase significantly [41]. Also, 

transient voltage disturbances, particularly large ones such as those that accompany 

the switching of capacitor banks [42], could be interpreted by PV PCUs as a momentary 

increase in THD, depending on the measurement technique used. It is clear that in 

some cases it is not possible to select a threshold that meets criteria a) and b). It may 

be possible to overcome this problem using digital signal processing and harmonic 

signature recognition, but these techniques cannot be implemented cost-effectively in 

small PV PCUs. For these reasons, the harmonic monitoring technique has not been 

used commercially. 

Transient phase change or phase jump detection 

Another method of islanding prevention, phase jump detection (PJD), involves 

monitoring the phase between the inverter's terminal voltage and its output current for 

a sudden "jump" [31,40]. Under normal operation, the PCU's output current waveform 

will be synchronized to the utility voltage by detecting the rising (or falling) zero 

crossings of v&. This is done through the use of a phase-locked loop (PLL) whose control 
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in the implementation of many islanding prevention schemes, and because of its 

importance a brief discussion of PLLs and their operation is warranted at this time. 

A schematic of the basic PLL circuit is shown in Figure 24. The input signal, or 

"reference" signal, is usually band-pass filtered and fed as one input into a device called 

a phase comparator. The PLL's output signal is the other input to the comparator. The 

output of practical phase comparators usually has unwanted AC components, so the 

phase comparator output is low-pass filtered by the loop filter before being used to 

control the frequency of a voltage-controlled oscillator (VCO). The operation of an 

analog PLL circuit is as follows. If a phase difference arises between the PLL input and 

output signals, the phase comparator generates an output voltage which is proportional 

to the phase error. This (filtered) voltage commands the VCO to change its frequency in 

the direction which reduces the phase error. When the input and output signals of the 

PLL are in phase (the PLL has "acquired" the input signal), the phase comparator's 

output is zero, and the VCO maintains its frequency. Thus, the control action of the 

PLL acts to bring its output signal into phase with its input signal by changing the 

frequency of the output signal. 

The operation of a digital PLL is slightly different. In the digital case, the "input 

filter" block in Figure 24 contains not just a filter but also a zero-crossing detector 

which produces a pulse at either a rising or falling zero crossing. A similar device must 

also be inserted between the VCO and the phase comparator, so both inputs to the 

phase comparator are digital pulses. The digital phase comparator then determines the 

phase error by measuring the time difference between the pulses. 

An alternative variant on the PLL configuration would be to replace the VCO by a 

digital reference waveform generator, which may be a microprocessor or a look-up table. 

In this case, frequently the rising zero crossing of the input signal is used as a "reset" 
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Figure 24. Schematic of a phase-locked loop (PLL). 

signal for the reference generator, so that the PV output current cycle always starts at 

approximately the same time as the voltage cycle, guaranteeing synchronism. 

In digital systems, since the synchronization in such a system occurs only at 

zero crossings, the PV system is in a sense in "open-loop mode" between zero crossings. 

In this work, it is generally assumed that the PLL is digital, since this is the type used 

in most PV PCUs. 

Armed with this understanding of PLL operation, the PJD mechanism is now 

easily understood. When the utility is disconnected, the voltage va is no longer rigidly 

fixed by the utility voltage source. However, the PV current ipv is fixed, since it is still 

following the waveform template provided by the PLL (because the system is between 

zero crossings). Therefore, suddenly it is the PV current zW that becomes the fixed 

phase reference. Since the frequency has not yet changed, the phase angle of the load 

must be the same as before the utility switch opened, and therefore va must "jump" to 
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resulting phase error between the "new" voltage and the PCU's output current can be 

used to detect islanding. If this phase error is greater than some threshold value, the 

controller can shut down the PCU. 
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Figure 25. Figure explaining the operation of the phase jump detection method. 

One of the biggest advantages of PJD is ease of implementation. Since the PV 

PCU requires a PLL for utility synchronization anyway, all that is required to implement 

PJD is to add a device which deactivates the PCU if the filtered output of the phase 

comparator exceeds some threshold. Unfortunately, PJD clearly has an NDZ for unity 

dpf loads, within the existing NDZ of the four standard relays; a load with a zero phase 

angle at the utility frequency will not produce a phase error when the utility is 
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disconnected. This NDZ can be moved away from the unity-dpf load region by operating 

the PCU at a nonunity power factor, but this requires the PCU to be capable of 

bidirectional power flow, which would make it more expensive. An additional difficulty, 

similar to the harmonic detection case, is that it is difficult to choose thresholds which 

provide reliable islanding detection but do not result in frequent nuisance trips. The 

starting of large loads, particularly motors or other loads with large reactances, often 

causes transient phase jumps of significant size, and these will deactivate the PV 

system if the thresholds are set too low. PJD thresholds could be altered for a given 

installation site, but such site-specific parameters increase the difficulty in installing 

utility-interactive PV systems. 

Slide-mode frequency shift 

In the slide-mode frequency shift (SMS) method, the current-voltage phase angle 

of the PCU, instead of always being controlled to be zero, is made to be a function of the 

frequency of va as shown in Figure 26 [31]. The S-shaped phase response curve of the 

PCU is designed such that the phase of the inverter increases faster than the phase of 

most unity-dpf loads in the region near the utility frequency coo. This makes coo an 

unstable operating point for the PCU [31]. While the utility is connected, it stabilizes 

the operating point coo by providing the phase and frequency reference. However, after 

the switch opens, the phase-frequency operating point of the load and PV system must 

be at an intersection of the load line and PCU phase response curve. Consider the load 

line of the unity-dpf load shown in Figure 26. The load line and PCU curve intersect at 

(coo, 0), but if there is any small perturbation of the frequency of vA away from coo, the 

instability of the PCU at coo causes the PCU to reinforce the perturbation and drive the 

system to a new operating point, either at coi or ©2 depending on the direction of the 
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Figure 2 6 . Plot of the phase vs . frequency characterist ic of a PCU util izing the 

SMS islanding prevent ion method. 

perturbat ion. The PCU phase curve can be designed in such a way tha t coi and C02 lie 

outside the NDZ of the OFR/UFR. 

SMS is implemented through the design of the input filter to the PLL. To 

unde r s t and how SMS works, consider the PLL-parallel RLC load system unde r islanded 

conditions, shown schematically in Figure 27. At Point 1, the physical signal of interest 

is the PV system ou tpu t cu r ren t z'pv, which is a scaled copy of the PLL's ou tput waveform 

(the gain block between the PLL and the load, which conta ins the switching command 

generator, MPPT, a n d PCU power stage, is not shown). It is a s sumed tha t iPV may be 

represented by a phasor , IpvZcjw. The parallel RLC load h a s transfer function ZZ(j)Z, and 

it "converts" iW to va, which is the signal of interest a t Point 2. The transfer function of 
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Figure 2 7 . PLL schemat i c redrawn to explain the SMS islanding prevention 

method. 

the input filter to the PLL is denoted FZ<J)F. Since this transfer function acts on the 

phase of the reference signal for the PLL, the phase response of this transfer function 

will be the phase response of the PLL and therefore of the PV PCU. The transfer 

function FZ(|)F is designed such tha t it ha s the phase-frequency characterist ic shown in 

Figure 26. The phase character is t ics of the loop filter are ignored, so the loop filter is 

represented only by a gain K. The zero phase reference will be taken at Point 1 in the 

figure, so <J)pv = 0. If one proceeds a round the loop from Point 1 to Point 2, through §e, 

and back to Point 1, one finds tha t 

4 > e = * F + * 2 (3 3) 

This m e a n s tha t the condition for steady state, i.e. the condition unde r which §e = 0, is 

<J>F = -<|>z. The phase vs. frequency character is t ics of parallel RLC loads generally have 
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negative first derivatives; tha t is, they slope downward from left to right, a s shown in 

Figure 28 for two RLC loads with the indicated parameters . 

With this background, consider first the case in which the PLL input filter does 

not have SMS. In this case, §F = 0 for all to. If the frequency in the island were 

perturbed upward, the PLL would detect a negative phase error and would reduce its 

frequency to bring ipv and va into phase . Now consider the case in which the phase 

versus frequency character is t ic of FZ$F is the SMS curve in Figure 26. When the 

frequency increases , §z becomes negative, b u t (J)F becomes positive and h a s a larger 

magni tude t han <j>z. Therefore, <j)e is positive, and the PLL increases its frequency. The 

PLL's control action ac ts in the wrong direction to correct the phase error. This condition 

persis ts unti l §F = -§z. This demons t ra tes the instability of SMS; it ac ts to drive the 

operating point of the system away from the utility frequency, because the SMS phase 

increases faster than and in the opposite direction from the phase of the RLC load. 

This scheme h a s been shown to be highly effective, both theoretically and 

experimentally [31]. It works for purely resistive loads, whose phase response curves lie 

on the frequency axis in Figure 26. It also works for a wide range of RLC loads. 

However, it is known [36] tha t some RLC loads have phase response curves such tha t 

the phase of the load increases faster t han the phase of the PV PCU. This makes the 

nominal line frequency a stable operating point and renders SMS ineffective. We have 

performed computer modeling to demonst ra te th is fact, and the resul ts are shown in 

Figure 29 and Figure 30. In these s imulat ions, an SMS phase response curve from a 

commercial inverter [31] is plotted against the phase responses of several parallel RLC 

loads. To avoid confusion brought on by the m i n u s sign in the equilibrium condition (J>F 

= -<|>z, in plots of th is type the RLC frequency response curves are shown inverted 

(multiplied by -1). In th is way, to find loads for which SMS fails one m u s t simply look 
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Figure 28. Phase vs. frequency behavior of parallel RLC loads. 

for loads with phase curves with a larger slope than the phase curve of SMS. These 

examples show that SMS has an NDZ for RLC loads with relatively small values of L but 

large values of C (Figure 29), or low-power loads in which R is large (Figure 30). An 

additional problem with SMS is that it relies on an uncontrollable, externally-supplied 

perturbation, which makes predictions of the run-on time of an SMS-equipped PV 

system difficult. Theoretically, if a situation were to arise in which there were no 

perturbation at all, SMS could fail for nearly any load. However, since only tiny 

perturbations are necessary and since such perturbations are always present in 

practice due to such factors as noise and measurement inaccuracy, nondetection due to 

a lack of a perturbation is not a concern in actual systems. 
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at 60 Hz. For the bottom three loads in the legend, SMS cannot detect islanding. 

75 



2 

1.5 

1 

0.5 

0 

-0.5 

• 1 

- 1 •> 

2 

1.5 

1 

0.5 

0 

-0.5 

• 1 

- 1 •> 

\ ** 
."-"-

2 

1.5 

1 

0.5 

0 

-0.5 

• 1 

- 1 •> 

\ 
\ 

j :' / 

/ • ' / 

y 
• " " " 

. - - • 

2 

1.5 

1 

0.5 

0 

-0.5 

• 1 

- 1 •> 

r ' 

2 

1.5 

1 

0.5 

0 

-0.5 

• 1 

- 1 •> 

, ̂ n 
/ /j 

2 

1.5 

1 

0.5 

0 

-0.5 

• 1 

- 1 •> 

, . - • ' 

/ 
/ fj 

2 

1.5 

1 

0.5 

0 

-0.5 

• 1 

- 1 •> 
- • ' _ _ " . - j - ^ 

S 

.? 
10 20 30 40 50 60 70 80 90 100 

Frequency (Hz) 

SMS charac
teristic 

R=57.6, L=le-2, 
C=7.036e-4 

R=28.8,L=le-2, 
O7.036e-4 

R=14.4,L=~le-2, 
C=7.036e-4 

R=7.2,L=le-2, 
C=7.036e-4 

R=3.6, L=le-2, 
C=7.036e-4 

Figure 30. Plot of an actual SMS phase-frequency characteristic and the phase 

responses of several RLC loads. The dark S-shaped curve is the SMS phase 

characteristic; the other curves are the RLC phase responses (inverted; see 

Equation (33)). L and C are fixed and resonant at 60 Hz; R is varied. For the top 

two loads in the legend, SMS cannot detect islanding. 

76 



Methods of reducing the NDZ: Active methods 

In order to eliminate the shortcomings of the passive NDZ elimination methods, 

several active methods have been developed. Active methods involve changing the 

system configuration or control of ipv in such a way as to cause a change in va when 

islanding. The active methods include: 

Output variation or "impedance measurement" 

Since the PV system appears as a current source to the utility supplying current 

iPV = IPV sin(co pv t+typy) (34) 

there are three output parameters that may be varied: the amplitude Ipv, the frequency 

COPV, and the phase (j)pv. In the output variation method, a variation is continuously 

imposed upon one of these parameters [40]. If the utility is disconnected, this variation 

will force a detectable change in va that can be used to prevent islanding. In effect, the 

PCU is measuring dfa/diW, and for this reason this method is often called the 

impedance measurement method [45]. Its primary advantage is that theoretically it has 

no NDZ; for a single PV system with any local load, if the load and PV powers are 

balanced upon disconnection of the utility, the output variation of the PCU will upset 

this balance and cause the UVR to trip. However, output variation has significant 

disadvantages. One of the most serious is that its effectiveness decreases in the multi-

inverter case. This happens even if all PCUs in the island are using output variation, 

unless the variation is somehow synchronized. The reason is that as more PCUs are 

added to the island, the amount of variation introduced by each PCU into the total z'pv 

being generated by all PV systems is reduced, and eventually the variation becomes so 
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small that the change in va becomes undetectable. This phenomenon is demonstrated 

in Figure 31. In the top panel, a single PCU's output is shown. This system is designed 

to reduce its output power by 20% every 20 time units. This single PCU probably would 

not island if feeding a single load, because the 20% power drop would most likely lead to 

a large enough drop in voltage to trip the UVR. For example, considering a resistive 

load and utilizing the expression V2 = RP, where P is the PV power, the 20% power 

reduction would lead to almost an 11% reduction in voltage, larger than the 8% 

Figure 31 . Demonstration of the failure of the impedance measurement method in 

the multiple-inverter case. 
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reduction required by IEEE-P929 for an undervoltage trip [35]. However, the lower 

panel shows the power production of 50 PCUs, all identical to the one in the top panel 

except that their 20% power "dips" are not synchronized. The maximum variation from 

the mean power production of the 50 PV systems is less than 2%, and the UVR no 

longer detects a trip condition. Also, output variation can lead to grid instability, 

voltage flicker, and several other problems. These problems would all worsen for 

increases in either the level of PV power or the utility source impedance. 

These difficulties imply that output variation is not suitable either for multiple 

small systems or for single large systems. It can be a very reliable islanding detection 

method, but only in the case in which the PV power production is much less than the 

load's power demand and only one PCU is connected in the potential island. These 

disadvantages have led many to conclude that this method is of little practical value 

[46]. 

Reactance insertion 

The reactance insertion method [26,27] is unique among islanding prevention 

methods in that it does not rely on the PCU to detect the islanding condition. Instead, a 

large reactance, usually a capacitor bank, is installed on the utility system inside the 

potential island at point b as shown in Figure 32. The switch is normally open. When 

the recloser opens, the capacitor bank switch closes after a short delay. This causes a 

sudden drop in oores, leading to a frequency decrease that the UFR can detect. This 

method offers several advantages. It is highly effective in preventing islanding [26,27] 

as long as the small delay is allowed between the time of recloser opening and the time 

of capacitor insertion to ensure that insertion of the capacitor will not actually create a 

balanced situation between the PV system and a lagging load. Capacitors of this type 

are readily available, and utilities have a great deal of experience with them. The same 
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changes in the switching logic to allow it to maintain its anti-islanding function. 

However, two readily-apparent drawbacks to the reactance insertion method are: 1) 

there may be multiple switches in series leading into the potential island, meaning that 

each series switch might need to be equipped with a switchable capacitor bank 

(depending on the load configuration); 2) this method cannot prevent short-term 

islanding, partially because of the speed of action of the capacitor switches and partially 

because of the necessary delay in switching. This method actually has a third problem 

that is more political than technical: it requires the installation of equipment on the 

utility side of the point of common coupling, which is usually taken to be the utility's 

electric meter. Utilities generally look unfavorably on such an arrangement. 

^x Ppv + jQpv 
~*~ . a 

0_y 

PV array PVPCS 

AP+jAQ 
^-r-y 

'Pload +JQload 

Load 
(R,L,C) 

Grid 

Figure 32. The reactance insertion method. This is the configuration of Figure 

21 , now equipped with a switchable capacitor bank at point b. 
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Another intriguing possibility for islanding prevention is the use of power line 

carrier (PLC) communications systems. A complete treatment of these systems is 

beyond the scope of this thesis, but the method offers sufficient promise that mention of 

the use of PLC communications for islanding prevention is warranted. In PLC systems, 

communications signals are sent directly over the power lines; that is, the power lines 

themselves are the communications channel. If some sort of standardized control 

signal were sent from a point "upstream" from the switch (that is, from a point nearer to 

the utility voltage source), then a receiver in the PV PCU could test the continuity of the 

line by simply checking to see whether this signal was still being received. If the switch 

is opened, the signal path is disrupted, the PCU detects the loss of the control signal, 

and PCU operation can be safely discontinued. This method has a great deal of support 

in the PV community [47]. 

One of the primary strengths of PLC communications for islanding prevention, 

and the main reason for the interest in it, is that its behavior is theoretically 

independent of the makeup of the load, and therefore it should have no NDZ. In 

addition, the number of PCUs in the island should also have no effect on the operation 

of the PLC system, and thus the multiple-inverter problem is overcome by this method. 

Finally, such a system could be used for much more than islanding prevention. Many 

different types of control and integration would be possible, and the system would be 

applicable to all types of independent generation, not just PV. However, several 

significant challenges must be overcome before PLC communications could be applied to 

islanding prevention: 

1.) The communications signal must contain information that cannot be accidentally 

reproduced by loads in the island, and have a high transmission rate which enables 
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rapid islanding detection. In other words, simply sending a carrier wave of unusual 

frequency would be insufficient as this sort of signal can be reproduced by many 

types of loads, including power electronics and asymmetrically-loaded motors. 

2.) The signal would have to be standardized, and either all utilities would have to agree 

to provide it, or the PV system installer would be required to install a PLC 

transmitter somewhere within the utility's system "upstream" from any switches 

which have a probability of creating an island. 

3.) The signal must be able to pass through all of the components of the distribution 

system, including transformers, without experiencing unacceptable attenuation. 

This means that the frequency selected will have to be fairly low, since the series 

inductances of transformers block the propagation of high-frequency signals. 

4.) The amount of bandwidth available on the power lines is very limited, partially 

because of the behavior of distribution transformers just noted, and utilities may 

wish to use this bandwidth for other purposes including automated meter reading 

and load control [48,49], and in fact commercial systems for this application have 

already been developed. These other uses for the bandwidth result in economic 

benefits to the utility, whereas using the bandwidth for islanding prevention does 

not. 

It is the belief of the author, after having studied islanding and islanding 

prevention methods extensively, that PLC communications are the best islanding 

solution and should be studied and promoted vigorously. However, the second and 

fourth drawbacks listed above are very serious. Many utilities have stated flatly that 

they will not allow any PLC signals on their systems, often referring to such signals as 

"pollution". Those that are willing to use PLC systems have expressed understandable 

reluctance to surrender valuable bandwidth for a purpose which presently has very few 
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purposes have literally millions of potential applications tha t increase the profitability of 

the utility [48,49]. 

Active Frequency Drift 

One active method tha t h a s received recent at tent ion is the active frequency drift 

(AFD) or frequency bias method [46], a method tha t is easily implemented in a PV power 

conditioner with a microprocessor-based controller. In this method, the waveform of 

the cur ren t injected into node a by the PV system is slightly distorted such that , when 

islanding occurs , the frequency of va is forced to drift u p or down, augment ing the 

"natural" frequency drift indicated by Equation (28). An example of a PV output current 

(ipv) waveform tha t implements upward AFD is shown in Figure 33 , along with an 

undis tor ted sine wave for comparison. TVutii is the period of the utility voltage, Tipv is the 

period of the sinusoidal portion of the current ou tput of the PV system, and U is a dead 

or zero time. The ratio of the zero time 4 to half of the period of the voltage waveform, 

Tvutu/2, is referred to a s the "chopping fraction" (c/): 

2'z cf = yJL~ (35) 

During the first portion of the first half-cycle, the PV system's cur ren t ou tpu t is 

a sinusoid with a frequency slightly higher t han tha t of the utility voltage. When the PV 

ou tpu t cu r ren t reaches zero, it r emains at zero for time k before beginning the second 

half cycle. For the first par t of the second half-cycle, the PV ou tpu t cur ren t is the 

negative half of the sine wave from the first half-cycle. When the PV cur ren t again 

reaches zero, it r emains at zero unti l the rising zero crossing of the utility voltage. It is 

83 



Figure 33. Example of a waveform used to implement the AFD method of 

islanding prevention. A pure sine wave is also shown for comparison. 

important to note that the zero time in the second half cycle is not fixed and need not 

equal fz. Such a waveform is implemented using a PLL with a digital waveform reference 

generator. 

When this current waveform is applied to a resistive load, its voltage response 

will follow the distorted current waveform and go to zero in a shorter time (TVutii - tz) 

than it would have under purely sinusoidal excitation. This causes the rising zero 

crossing of va to occur sooner than expected, giving rise to a phase error between ya and 

IPV. The PV system then increases the frequency of ipv to attempt to eliminate the phase 

error. The voltage response of the resistive load again has its zero crossing advanced in 

time with respect to where it was expected to be, and the PV system still detects a phase 
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drifted far enough from coo to be detected by the OFR. 

Experiments have been conducted on PCUs equipped with upward-drifting AFD 

for purely resistive and for RC loads [46]. It has been shown that, as expected, AFD 

prevents islanding for purely resistive loads. However, it fails for RC loads with small 

amounts of capacitance. The reason for this is that a slightly capacitive load will have a 

tendency to drive the frequency downward, and if the value of the capacitance is exactly 

right this downward drifting tendency will exactly cancel the upward-drifting tendency 

being caused by the converter. Another problem with AFD is that, if its use is to be 

widespread, there must be agreement among manufacturers and standards-making 

bodies as to whether PCUs should cause the frequency to drift up or down. Otherwise, 

in the multiple-inverter case, it would be possible to have some PCUs in an island 

attempting to increase the frequency while being counteracted by other PCUs 

attempting to decrease the frequency. It has been very difficult to achieve such 

agreement for a variety of reasons [47]. AFD has not been studied for other types of 

loads, including RLC, nonlinear and motor loads. 

Summary of existing islanding prevention methods 

Table 3 summarizes the islanding prevention methods discussed here. Each 

islanding prevention scheme is categorized according to the types of load conditions 

under which it can prevent islanding, and the "Remarks" column addresses issues not 

easily quantified elsewhere in the Table. It is clear from the Table that no "perfect" 

islanding prevention scheme has yet been devised; all existing methods involve a 

tradeoff between effectiveness in islanding prevention, power quality, simplicity and 

cost-effectiveness. None of the methods simultaneously meets all three of the goals 

defined previously. 
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Table 3. Comparison of existing islanding prevention methods. 

Islanding protection1*: 1 
Under which of these condit ions does the given method protect against 
is landing? | 

1 Islanding 
I protection 
1 method 

Works 
in 
multi-
inverter 
case?3 

AP-*0 AQ-*0 AP=AQ-

*0, 
purely 
resistive 
load 

AP=AQ-

*0, 
r esonan t 
RLC load 

Remarks 

OVR/UVR Yes Yes No No No Small NDZ a round AP=0 1 
because thresholds cannot be set 
arbitrarily small 

OFR/UFR Yes No Yes No No Small NDZ a round AQ=0 
because thresholds canno t be set 
arbitrarily small 

PJD Yes No Yes No No Can be highly effective, bu t NDZ 
lies within tha t of OFR/UFR, 
OVR/UVR 

Harmonic 
detection 

Yes? See 
re
marks 

See 
re
marks 

See 
r emarks 

See 
r emarks 

Detection not dependen t on 
power matching, bu t ra ther on 
THD of va. Threshold sett ing is a 
problem for this method. 

Ou tpu t 
1 variation / im-
1 pedance meas 

No Yes Yes Yes Yes Fails in multi-inverter case , can 
cause stability/ flicker problems 1 
for large PV sys tems, reduces 
system efficiency 

SMS Yes? No Yes Yes Yes Experimentally shown to be 1 
highly effective, bu t h a s NDZs for 
low-power loads and low L, high 
C loads 

AFD Yes? Yes c Yes Yes No Ineffective for low L, high C loads 
tha t are near uni ty dpf at utility 
frequency; requires ou tpu t 
cur ren t distortion 

1 Reactance 
insertion 

Yes Yes Yes Yes Yes Requires installation of 
equipment on utility side of point 1 
of common coupling; cannot 1 
prevent short - term islanding. | 

aAssuming all inverters to be using the same islanding prevention scheme. If multiple 
schemes are used, the particular combination in question would have to be analyzed. A 
question mark denotes that in theory the method should be effective in this case but no 
modeling or simulation data is available. 

bThese columns describe the load circumstances under which each scheme is designed 
to prevent islanding. 

cSuccess of these methods depends strictly on the L-C makeup of the load; they will 
work for any AP- if phase conditions are met. 
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Subtask 2.1: Determination of the probability of encountering a load 

within the NDZ of the four standard relays 

Background 

As was mentioned in the Literature Search, there is considerable disagreement 

within the PV community as to whether there is actually a need for the advanced 

islanding prevention techniques described in the previous section. PV PCU 

manufacturers obviously want to avoid adding islanding prevention schemes into their 

PCUs which are excessively expensive and complex, and which degrade the output 

power quality of the PCU. One very common argument made by PCU manufacturers 

and PV advocates is that islanding is of no concern because in all practical cases the 

four standard relays, the OFR/UFR/OVR/UVR, will prevent islanding. This is 

equivalent to stating that no real-world loads exist which match the PV system's power 

output and which have resonant frequencies near the utility frequency, the emphasis 

being on the latter half of this argument. However, utilities are reluctant to accept this 

argument because real-world loads can have parameter values spanning a very wide 

range, meaning that the claim that the four standard relays alone provide adequate 

islanding protection is on shaky ground at best without some sort of verification. 

The purpose of the work under Subtask 2.1 is to investigate the accuracy of this 

claim. This will be accomplished by attempting to quantify the probability of 

encountering a load on a utility system that lies within the NDZ of the four standard 

relays, a quantity referred to as the "NDZ probability". This study indicates that 

practical conditions exist under which the NDZ probability can be significant and 
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suggests that additional islanding prevention measures beyond the four standard relays 

are in fact necessary. 

Methodology 

As previously discussed, the existence of the conditions that could lead to a 

failure of the four standard relays to detect islanding corresponds to an event where the 

real powers of the PV system and load are closely matched, and the load's resonant 

frequency falls within the trip limits of the OFR/UFR. In order to calculate the 

probability of this occurrence, a realistic method for representing the load was first 

established. 

Ideally, this representation would be as accurate but still as general as possible. 

Recall from the literature search that whether the OVR/UVR can detect islanding 

depends on the match between the PV and load real power, and the criterion for 

whether an (RLC) load lies within the OFR/UFR NDZ is whether its resonant frequency 

lies within the OFR/UFR trip thresholds. Therefore, if R(t), L(t) and C(t), the operating 

voltage of the load, and Ppv(t) were known as functions of time, the probability of that 

load being within the NDZ of the four standard relays could be determined with good 

precision. Load parameter measurements of this type have been made by others for a 

wide variety of loads, but unfortunately this data was unavailable for use in this study. 

An attempt was made to circumvent this problem by synthesizing the necessary 

parameters, but it was quickly realized that the probability of the existence of the 

conditions for OFR/UFR/OVR/UVR failure could be made to be almost anything by 

proper selection of the parameters, particularly the load dpf. Clearly, real-world dpf 

data was required. As a partial solution to this problem, measured real and reactive 

power (P and Q) data was collected from a number of U.S. utility companies. The 

utilities supplied P and Q data from recorders monitoring feeders in their distribution 

systems. It is important to note that this data is measured at the substation level (13.5-
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accuracy and statistical significance, data sets were selected that had measurements at 

15 minute or shorter intervals and spanned at least one year. The utilities also 

supplied the location at which the measurements were made and a general description 

of the load composition (residential, commercial, industrial, and whether power factor 

correction capacitors [PFCCs] were employed on the feeder being monitored). Data was 

collected for primarily residential loads, with some light commercial load allowed. (This 

was necessary because almost all of the residential-area data sets available had some 

small amount of light commercial load, representing neighborhood grocery stores, 

gasoline stations, etc. The amount of light commercial load was restricted to less than 

10% of the total load on the feeder in this study). Data sets were collected from urban 

areas with and without PFCCs, and from rural areas. 

It is of critical importance that the reader understand the usage of the measured 

data in this study. There are two parameters which are of primary interest: the load's 

demand shape and displacement power factor, both as functions of time. Recall that 

attempts were made to find data which models as accurately as possible the residential 

load in which this study is primarily interested, but R(t), L(t), and C(t) data, or even P 

and Q data, measured at the residential level was unavailable for this study. The data 

used here is a compromise, and the assumption is explicitly being made that the 

aggregate load characteristics can be accurately applied to individual loads. 

Next, the output of a PV system at the location of the measured data was 

simulated. In each case, the PV system was oriented due-south with latitude tilt. PV 

system simulations were carried out using the program PVGRID with meteorological 

data from the TMY2 database. PVGRID supplies hourly PV system power outputs. 

Linear interpolation was used to obtain sub-hourly values for comparison with the sub-

hourly utility data. In the PV system simulations, the values used for the various loss 
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mechan i sms were the same a s those used for our s imulat ions of the GTAC PV system 

(see Table 1). 

Then, criteria were derived in te rms of the available pa ramete r s to determine 

whether the load demand and PV output at a given time point were matched. The 

criterion for a real power ma tch was derived by a s suming tha t all of the real power is 

dissipated in the resistive par t of the parallel RLC load. Given a real power 

measu remen t Pk at t ime k, and assuming a utility voltage Vo, the value of the resistance 

at t ime k is 

V2 

If the utility were suddenly disconnected, a s suming tha t the PV system acts a s a 

cur ren t source, the new PV system terminal voltage Vk is determined by Rk and the PV 

system power ou tpu t Ppv,k a t t ime k according to 

Vk = JRkPpv,k (37) 

Subst i tu t ing (36) into (37) gives 

vri^r m 
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nominal voltage Vo [35], we can therefore determine whether a real power match exists 

at a given time point k by checking whether the expression 

(0.92)2 < % ^ < ( 1 . 1 ) : (39) 

is satisfied. If this expression is t rue , the voltage relays will not detect islanding. 

A "reactive power match" exists if the resonant frequency of the load, (ores, lies 

within the frequency tr ip thresholds of the OFR/UFR. However, cores cannot be 

determined from the available P and Q data . The load displacement power factor (dpf) 

can be obtained a s follows: 

dpfk =cos tan"1 \Rk -(co0Q -(<o0Lk)) 
P, 

vtf+e 
(40) 

but unfortunately the dpf at the utility frequency coo is not a un ique function of cores. 

This can be shown us ing Equat ion (40) together with the fact tha t cores = (LC) 0 5 a s 

follows: 

dpfk = cosi tan <»o**C* ' l - 5 ^ 
CO 

(41) 

If Ores is set equal to one of the trip thresholds , the dpf obtained will be tha t of a 

"boundary load"; tha t is, a load on the boundary of the NDZ of the OFR/UFR. There are 
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but each of these will give a different value of dpf. This problem is illustrated in Figure 

34, which shows the results of Equation (41) for several values of C and R and with cores 

set equal to the frequency trip thresholds of the OFR/UFR, which are 59.5 Hz and 60.5 

Hz [35]. Each curve in Figure 34 is actually a pair of curves lying atop each other, one 

corresponding to loads with a 59.5-Hz resonant frequency (a leading dpf at 60 Hz), the 

other corresponding to loads with a 60.5-Hz resonant frequency (a lagging dpf at 60 Hz). 

Each pair of curves corresponds to a different value of R, and Equation (41) shows that 

the region above each pair of curves (at higher dpf values) is the region of loads for 

which the OFR/UFR will fail to detect islanding, since the ratio of (ores to coo approaches 

1 as dpf increases. The range of C on the x-axis, 1 LIF to 1 mF, is believed to correspond 

to that which is practical. Values of C in the hundreds of \xF range are possible when 

cable capacitances, dynamic load characteristics, and PFCCs are taken into account 

[48,49, 50,51,62]. Values of C smaller than the 1 ^F value at the origin of the x-axis 

may be possible as well, but the values of L required to resonate with them would be in 

the single-digit henries range, which is probably larger than is possible in practice. The 

possible range of R values is thought to be from about 5 Q to around 250 Q, which at 

240V (typical residential service voltage) translates into a power range of about 11.5 to 

0.23 kW [52]. 

Several facts become apparent from Figure 34. First, the previously mentioned 

problem, that dpf is not a unique function of resonant frequency, is evident. This 

means that it is not possible to determine precisely the probability of the conditions for 

failure of the OFR/UFR/OVR/UVR from the available data. Also, note that the dpfs of 

these boundary loads begin to drop rapidly as the capacitance increases, indicating that 

the range of RLC loads that could cause the OFR/UFR to fail is increasing. The dpfs of 

the boundary loads also decrease with increasing resistance (decreasing real power). 
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Even though a unique dpf threshold for the OFR/UFR cannot be set, the highest 

and lowest possible values of dpf threshold can be found from Equation (41) or Figure 

34, since maximum and minimum values of Rj, Li, and G have been determined. Also, 

note from Figure 34 that if it is assumed that the load parameters remain within a 

narrow range for any given load, then the frequency thresholds of the OFR/UFR may be 

approximated by a dpf threshold; that is, the curves shown may be approximated by a 

straight line over a narrow range of Ci and Ri. In equation form, the criterion for this 

condition is 

p 
, k > [dpf thresholdl (42) 

Vtf+ft2 

These facts allow the following procedure to be adopted. By assuming that the load falls 

within a narrow range about the smallest possible values of Ri and Q, which yields the 

highest possible value of the dpf threshold, the lowest probability of the load falling into 

the NDZ for the given P and Q data may be calculated. This highest possible dpf 

threshold is virtually equal to 1. Similarly, by assuming the load to have R and C that 

remain near the largest possible values (upper bounds), yielding the lowest value of dpf 

threshold, the highest possible probability of the load falling into the NDZ for the given 

data may be found. Equation (41) shows that this lowest possible dpf threshold is 

about 0.54; however, this is considerably less than the minimum value of load dpf ever 

observed in the utility data. When the dpf threshold value becomes less than the 

minimum load dpf, the OFR/UFR will always fail, and the probability of failure 

conditions is no longer dependent on the dpf threshold, being limited only by the real 

power criterion. It is therefore unnecessary to calculate probabilities for any value of 
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Figure 34. 60-Hz dpfs of loads whose resonant frequencies correspond to the 

OFR/UFR trip limits of ±0.5 Hz. Pairs of curves correspond to different values of 

R. 

dpf threshold less than the minimum dpf found in the load data set. The probabilities 

found using the minimum and maximum dpf thresholds will span the range of possible 

probabilities for the given load data. Note that these extreme R and C values will not be 

the most likely ones. The most likely range of capacitances is expected to be le-5 F to 

le-4 F [48,49,50,51], and the most likely range of resistances should be from about 10 

Q to about 250 Q [52]. With these values, the most likely range of dpf criteria falls 

between 0.988 and 0.9999998, still quite a wide range. 

For clarity, let us review the assumptions that have been made here. 
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1.) The load can be represented by a parallel RLC circuit. 

2.) The OFR/UFR/OVR/UVR thresholds are set according to the recommendations in 

the IEEE-P929 prestandard [35]. 

3.) The P-Q data acquired from the utilities adequately represents a typical residential 

load. For example, the residential load data acquired for a small city without PFCCs 

is representative of residential loads that meet this same description, regardless of 

size (power consumption). 

4.) The practical ranges of R, L and C are as given above. 

In this study, two different sets of probabilities were calculated. The first is the 

total probability of simultaneous satisfaction of both criteria (Equations (39) and (42)) 

during all daylight hours over the entire period over which the data was taken, as a 

function of PV system size, for several different values of dpf threshold that span the 

range of practical values. This probability is referred to as the "total NDZ probability". 

"Daylight hours" are defined as any hour in which the PV system is producing nonzero 

power, as predicted by PVGRID. In order to calculate this probability, a MATLAB 

program was written that compares the measured load P and Q data and modeled PV 

data point-by-point, checking at each point to see whether the criteria are met. If they 

are, a counter is incremented, and at the end of the simulation the probability is 

computed as the total number of points at which both criteria are met divided by the 

total number of time points. 

However, the matching of PV and load powers can be modeled as a random 

process, meaning that the probability of simultaneously meeting both criteria is not 

constant but varies as a function of time of day. To reflect this, the conditional 

probability that both criteria will be met as a function of time of day has also been 
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found for several different values of PV system size. This probability is called the 

"conditional NDZ probability" and was calculated by limiting the data set to all the 

points that fall within a time interval and repeating the above-described procedure on 

this limited data set. 

At this point, note that this study makes no assumptions about the stability of 

an island, or whether upon utility disconnection a transient may occur that would alter 

the system's behavior. For example, during the transient after the utility is 

disconnected, the load's reactive power requirements will be supplied from the energy 

storage (capacitors) in the output of the PV PCU(s), and clearly there is a limit to the 

amount of Q the PV system(s) can supply. This fact has been ignored. 

Results 

The total NDZ probabilities, taken over the entire measurement period for three 

different data sets, are shown in Figure 35, Figure 36, and Figure 37 as a function of 

the PV system size. Three data sets were used: 

• Data Set # 1, from a small city, primarily residential, without PFCCs; 

• Data Set #2, from a major metropolitan area, residential, with PFCCs; 

• Data Set #3, from a rural area, primarily residential but with large (10-30 hp, or 

7.46-22.4 kW) induction motors driving pumps and no PFCCs. 

For generality, the PV system size has been normalized by the average real 

power demand of the load over the entire measurement period. The four dpf threshold 

values used in each figure correspond to the minimum dpf of the measured load, the 

dpfs that bound the range of "most likely" dpfs just described, and the maximum 

practical dpf, also described previously. In all cases the probability of matching of both 

criteria is zero for PV systems whose power ratings are much smaller than the load's 

average real power demand, no matter what dpf threshold is selected, because a real 

power match is never achieved. Figure 35 shows the total NDZ probability using data 
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taken from Data Set # 1. The total NDZ probability vanishes for all PV system sizes for a 

dpf threshold greater than about 0.99995, but reaches 20% for a dpf threshold of 

0.8701, the minimum dpf of the load. At the low end of the range of "likely" dpf 

thresholds, the probability reaches about 1.6% for a PV system rated at 120% of the 

load's average real power demand. In Figure 36, Data Set #2 is used. In this case a log-

lin plot has been used because even for a dpf threshold of 1.0, the probability is 

nonzero. Also, note that the total NDZ probabilities over the "likely" range of dpf 

thresholds are almost the same as the range spanned by the extreme values. Finally, 

Figure 37 shows the total NDZ probabilities calculated using Data Set #3. A major 

portion of the load in this location is three-phase induction motors powering irrigation 

pumps, and their low power factor has the expected effect on the total NDZ probability: 

it remains at zero until the dpf threshold is relatively low (-0.99). However, it exceeds 

2% for the lowest value of "likely" dpf threshold and reaches nearly 16% when the dpf 

threshold is equal to the minimum load power factor. The figures clearly show that it is 

possible for the total NDZ probability to be significant under real-world conditions. 

Even for the low-dpf load shown in Figure 37, a significant total NDZ probability can be 

obtained for reasonable values of dpf threshold. 

The results of computing the conditional NDZ probability for the same three data 

sets are shown in Figure 38, Figure 39 and Figure 40, and the results in Figure 38 are 

reproduced in three-dimensional format in Figure 41. The most important conclusion 

demonstrated by these figures is that the probability of the failure conditions is in fact a 

function of time, and as a function of time of day it can be many times the daylight-
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Figure 35. Total NDZ probability as a function of (normalized) PV system size, for 

several different values of dpf threshold. Data from Set #1. 
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Figure 36. Total NDZ probability as a function of (normalized) PV system size, for 

several different values of dpf threshold. Data from Set #2. 
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Figure 37. Total NDZ probability as a function of (normalized) PV system size, for 

two values of dpf threshold. Data is from Set #3. 

Figure 38. Conditional NDZ probability for several different values of (normalized) 

PV system size. Data from Set #1. The dpf threshold was set at 0.95. 
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Figure 39. Conditional NDZ probability for several different values of (normalized) 

PV system size. Data from Set #2. The dpf threshold was set at 0.95. 
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Figure 40. Conditional NDZ probability for several different values of (normalized) 

PV system size. Data from Set #3. The dpf threshold was set at 0.95. 
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Figure 41 . Three-dimensional plot of the conditional NDZ probability as a function 

of PV system size (power rating). Data from Set #1. The dpf threshold was 0.95. 

hours total probability. Also, as one might intuitively expect because of the time 

behavior of the real power production of the PV system, the probability at times near 

sunrise and sunset increases to a nearly-constant value as the size of the PV system 

increases, and the probability near midday drops. 

To summarize: the intent of this systematic study was to determine whether the 

OFR/UFR and OVR/UVR alone provide sufficient islanding protection. A statistical 

study of measured aggregate load data from U.S. utilities compared with modeled PV 

system performance data at the same locations was employed. The difficulties 

encountered in setting accurate failure criteria for the frequency relays have been 
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showing the total probability of the conditions that lead to failure of the 

OFR/UFR/OVR/UVR over the entire period of the measured data, and the other 

showing the probability of the conditions that lead to failure of the OFR/UFR/OVR/UVR 

as a function of time of day. The results of this study show that, under real-world 

conditions, at times there exist conditions under which it is possible to have loads that 

are sufficiently closely matched to the PV system power production and have sufficiently 

high power factors that none of the relays would trip if the utility were disconnected at 

those times. This is particularly true when the probability as a function of the time of 

day is considered. This study provides evidence that the four relays are not sufficient 

for islanding protection, and further protective measures are required for grid-connected 

PV systems. 

Limitations of this study 

It is important to note that this study does have limitations. 

1.) As previously mentioned, the load has been represented by measured aggregate load 

data in order to realistically model the load shape and power factor. The results of 

this study should hold for all loads whose demand pattern and power factor 

behavior are represented adequately by this data. 

2.) It was stated that transients at utility turn-off have been ignored, but in cases in 

which the load requires a great deal of reactive power, even if the PCU(s) in the 

island are capable of providing it (which may not always be true), such a transient 

may occur, and this transient may be such as to cause one of the four standard 

relays to trip. 

3.) A third difficulty is indicated by the fact that the probability of failure of the four 

standard relays can range from zero to over 10% depending on the value of dpf 

threshold used. This is in turn dependent on the values of R, L and C of the load. 

102 



Clearly, if more accurate or higher time-resolution load data, particularly probability 

density functions for R(t), L(t), and C(t), were available, a more accurate study would 

be possible. 

A final point must also be mentioned. This study does NOT find the "probability 

of islanding", but rather the probability that, at any given time, the PV power and load 

power will be sufficiently closely matched that the OFR/UFR/OVR/UVR would fail to 

detect islanding should the utility be disconnected at that time, a probabilitiy which has 

been called the "NDZ probability". This is not the same as the probability that a PV 

system actually will island. Even if the load were known exactly, the "probability of 

islanding" depends on several additional factors, including the probability of the utility 

actually being disconnected from the PV system and the probability of a transient at 

turn-off. This situation is depicted schematically in Figure 42, which shows a total 

event space Q (the space containing all possible outcomes). Within the event space are 

two subspaces, the subspace of events in which the load lies within the NDZ of the four 

standard relays, Q(NDZ), and a subspace of events in which the utility is disconnected, 

Q(D). Only in the intersection of these two spaces, Q(Isl), is islanding possible, and this 

demonstrates that the "probability of islanding" (the ratio of the areas of Q(Isl) and Q) 

will be lower than the NDZ probability. However, the reader must keep in mind that at 

present it is the responsibility of PV PCU manufacturers to devise PCUs which do not 

island to within a reasonable certainty. Utilities and standards-making bodies require 

that PV PCUs have this behavior regardless of any external conditions [35]. This 

research is concerned with ascertaining whether PCUs do in fact have the desired 

characteristics and will disconnect from the point of common coupling (node a) when 

the utility does. Therefore, for the purposes of this research, the "probability of 

islanding" is actually irrelevant. The "probability of islanding" is important in the 

debate over how much effort is justified in preventing islanding, but not in the 
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discussion of the effectiveness of islanding prevention methods. The probabilities 

calculated here are important because they show that, to a first approximation, the 

OFR/UFR/OVR/UVR acting alone are not sufficient to guarantee the safety and 

integrity of people and property, and therefore additional islanding protection is needed 

for UIPV systems. 

Event space D. 

£^~^ Q(NDZ) ) 

\o(Do^y^(Isl) 

Figure 42. Graphical depiction of the difference between the NDZ probability and 

the "probability of islanding". 
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Subtask 2.2: Comparison of existing islanding prevention methods on 

the basis of NDZ location 

Background 

The literature review indicates that may different methods for preventing 

islanding are available, and the work just described under Subtask 2.1 shows that the 

use of such methods is required to produce non-islanding PCUs for PV systems. 

Manufacturers of PCUs would like to have islanding prevention techniques which give 

the best possible protection against islanding with minimal complexity and cost, and 

with the smallest possible penalty in output power quality. Unfortunately, it is difficult 

to draw conclusions about the relative islanding prevention effectiveness of existing 

islanding prevention schemes from the literature because no quantitative comparison of 

these methods has been made. Each method has been touted as "highly effective"—in 

fact, manufacturers using the SMS method have declared its islanding protection to be 

"perfect" [53] and to have "no dead bands" [54]—but none of these papers has compared 

islanding prevention methods against each other to determine which is "best". 

However, the concept of a nondetection zone (NDZ) previously introduced in this 

work provides a method by which such a quantitative comparison may be 

accomplished. If the exact range of loads for which each islanding prevention method 

fails (which, by definition, is the NDZ) could be determined and mapped, the methods 

could be compared on the basis of the sizes and locations of their NDZs. The use of 

NDZ size in the comparison is intuitive, but the location of the NDZ is also important. 

For example, if Method A had a larger NDZ than Method B, but Method A's NDZ fell into 

a range of loads which is rarely seen in practice (for example, strongly capacitive loads 
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loads, Method A could actually be preferable to Method B. 

A brief review of the definition of "NDZ" being used in th is work is in order at 

th is point. Recall tha t the definition of NDZ adopted here is the second one given in the 

Literature Search: the NDZ of an islanding prevention method is tha t range of parallel 

RLC loads for which the method fails to detect islanding, a s suming tha t the real powers 

of the load and PV are matched (AP = 0). Comparisons of NDZs of methods have been 

made in the pas t [37,53]; however, these pas t compar isons have mapped the NDZs into 

a "power mismatch space" like tha t in Figure 22, us ing the first definition of NDZ given 

in the Literature Search. Unfortunately, this can lead to an incomplete, and therefore 

misleading, view of the NDZ location. This is because the absolute values of R, L, and C 

of the RLC load have a significant impact on the behavior of the islanded PV-load 

system, bu t the real and reactive power mismatch between PV and load are not unique 

functions of these parameters . In other words, there are many values of R, L and C tha t 

give the same AP and AQ bu t result in quite different islanded system behavior. This 

fact, which will be demonst ra ted shortly, is the reason for us ing the second definition of 

the NDZ. 

For those islanding prevention methods tha t rely on a change in frequency to 

detect islanding, a simple method for determining their NDZ locations us ing expressions 

called phase criteria can be derived. This is made possible by the fact tha t the following 

two s t a t emen t s hold for UIPV systems: 1) when islanding begins, the frequency of the 

PV system's ou tpu t cur ren t ipv will change under the control action of the PLL, which 

acts in such a way a s to bring i'Pv into phase with the point of common coupling (POCC) 

voltage, vA; and 2) the phase shift between va and ipv u n d e r islanded condit ions is 

determined by the phase angle of the parallel RLC load (see Figure 28), which is a 

function of frequency. The frequency will cont inue to change unti l the phase of the RLC 
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between its inputs. This relationship in general makes it possible to express the 

frequency under which the PLL reaches steady state in terms of load parameters. If this 

steady state frequency is attained before the trip mechanism for the islanding 

prevention method is triggered, then the method will fail and islanding can continue. 

Therefore, for islanding prevention methods which rely on a frequency shift, it is in 

general possible to compute the ranges of RLC loads for which these methods will fail by 

writing expressions for the PLL's steady-state frequencies in terms of the phase of the 

RLC load and then repeatedly solving these expressions using different values of R, L 

and C to determine for which RLC combinations islanding is not detected. These 

expressions are the phase criteria. The phase criteria can be used to map the NDZs of 

the methods into an RLC space, and then quantitative comparison is possible. 

In this work, instead of using the "power mismatch" space traditionally used in 

the literature, the NDZ locations are plotted on graphs that show the load inductance L 

on the horizontal axis and a normalized capacitance, Cnorm, on the vertical axis. The 

normalized capacitance is defined as the ratio of the actual load capacitance C to that 

capacitance that resonates with the corresponding L (on the horizontal axis) at the 

utility frequency coo; that is, Cnorm = Cioad * Cres. The mapping is repeated for several 

values of R, thereby quantifying the islanding detection behavior as a function of all 

three load parameters. Throughout this section, MATLAB programs were used to 

automate the repeated calculations required to locate the boundaries of the NDZs of the 

various methods. 
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Procedure 

If no additional islanding prevention beyond the four s t andard relays is used, 

recall tha t the PLL in the PV PCU will cause the frequency in the island to change until 

the phase shift between iPV and va is zero, which occurs a t the load's resonant 

frequency, cores = (LC) 0 5 . Mathematically, the PLL will cause the frequency to change 

until the following condition is satisfied: 

argl 
1 - i 

1 j 

[R coZ 

^ = - t a r i < ^ - c o C -
coZ 

- 0 (43) 

At (Ores, the phase criterion is satisfied, steady s ta te is reached, and no further change in 

(o occurs . If ©res lies outside the trip limits of the OFR/UFR, islanding will not occur; 

however, if (ores lies within the OFR/UFR trip thresholds , detection failure resul ts . 

Equation (43) may be solved for C a s follows: 

c = co2Z 
(44) 

If a n L is selected and © is set equal to each of the OFR/UFR trip thresholds [2n 

x 59.5 Hz or 2n x 60.5 Hz), th is equation directly yields the capaci tances at the edges of 

the OFR/UFR NDZ. 

Next, the action of the OVR/UVR m u s t be considered. Since it h a s already been 

st ipulated t h a t AP = 0, the OVR/UVR will not trip right away. However, there is ano ther 

108 



mechanism by which the ampli tude of va can change. J u s t a s the phase of parallel RLC 

loads is a function of frequency (Figure 28), the magni tude of these loads varies with co 

as well. This is demonst ra ted in Figure 43 , a plot of the magni tudes of the impedances 

of two parallel RLC loads a s a function of frequency. Both loads are resonan t a t 60 Hz, 

which is equivalent to stat ing tha t they have their maximum impedances at 60 Hz. One 

load h a s a relatively small L and large C, whereas the other load h a s a relatively large L 

and small C. For the large L, small C case, the magni tude response is fairly flat, and 

the dependence of the magni tude of the load's impedance on frequency is relatively 

weak. However, a s C increases and L decreases, the magni tude response of the RLC 

load becomes "sharper", decreasing more rapidly a s the frequency is varied away from 

the resonan t frequency. Therefore, for some loads, the change in the frequency of iW 

away from the nominal value caused by the PLL will cause a significant change in the 

load's impedance. Since va = ipv x Zioad, a s suming the ampli tude of the PV outpu t 

cur ren t cons tan t over the time interval of interest , a decrease in the magni tude of Zioad 

will lead to a decrease in the magni tude of va. If th is decrease is sufficiently large, the 

UVR will trip, and islanding will be prevented. Therefore, for a load to fall within the 

NDZ, not only m u s t Equat ion (43) be satisfied within the OFR/UFR trip limits, bu t 

Kjow ^ JPV Z,oad («> ) ^ Va,high (45) 

where la.iow and Va.high are the OVR/UVR trip thresholds , m u s t also be t rue . Since 

AP=0, Equat ion (45) may be divided by the nominal voltage a t node a, Va.nom, to yield 
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Figure 43. Magnitudes of two parallel RLC loads as a function of frequency. 
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0.92 < 
ZloadW 

<1.1 

where the values 0.92 and 1.1 are the thresholds of the OVR/UVR, as dictated by IEEE-

P929 [35]. Thus, the magnitude of the impedance of the load can be calculated at the 

final frequency reached by the system, and this value must satisfy Equation (46) if the 

load is to fall within the NDZ. 
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Results 

Repeating the procedure above for several values of L, the mapping of the NDZ of 

the OFR/UFR/OVR/UVR shown in Figure 44 is obtained. The NDZ is denoted by the 

shaded region, and the heavy lines are the boundar ies of the NDZ. Over most of the 

range being considered, the frequency relays dominate the behavior of the system, and 

the NDZ boundar ies are a pair of horizontal lines; tha t is, the values of Cnorm at which 

the OFR/UFR fail are cons tan ts , independent of L. Also, since the resonant frequency 

does not depend on R, the NDZ of the OFR/UFR is independent of its value as well. The 

narrowing of the NDZ as L becomes smaller is because of the change in the impedance 

of those loads with frequency. These loads have small L and large C values, and their 

magni tude responses are becoming sharper a s L decreases (see Figure 43). Therefore, 

the OVR/UVR (Equation (35b)) dominate the behavior of the system in this range. 

Note tha t the horizontal portion of the NDZ boundar ies may have been found by 

examining the definition of Cnorm. Cres, the denominator of the ratio, is defined to be the 

capaci tance tha t resonates with the corresponding L on the horizontal axis at the 

nominal utility line frequency coo. In addition, for the OFR/UFR, at the NDZ boundar ies 

the r e sonan t frequencies are simply those tha t correspond to the OFR/UFR trip 

thresholds . Since for any RLC load (ores = (LC)°5 , 

C (\2 1 r^2 

'-" NDZ boundary ^ threshold ^ W threshold . „ _ . 

—j,— = —rr~ = — — (47) 
Cres ®0L ^ 0 

Since the (OthreshoJd values of the OFR/UFR are constant , the NDZ boundar ies are 

horizontal lines at Cn0rm = I / 5 0 ) o r 1 / 6 0 / *n t h e r a n § e *n w r n c n the frequency 

relays dominate . 
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Figure 44. The NDZ of the OFR/UFR. The shaded region between the lines is the 

NDZ. 

NDZ of PJD 

Procedure 

When the PJD method is used, again the PLL causes iW and va to come into 

phase with each other. Therefore, the phase criterion for this method is very similar to 

that for the OFR/UFR and may be written directly from the description of the operation 

of PJD given in the literature search. If the simplifying assumption is made that the 

system response is instantaneous (that is, the system moves in one cycle from the 

utility frequency coo to the load's resonant frequency (ores), then the approximate phase 

criterion for PJD is: 
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tarT1 <R c o 0 C - - — 
COnL 

^ (48) 

where <))th is the phase threshold at which a stop signal is generated. 7f Equation (48) is 

satisfied, then islanding will not occur. Again, this equation may be solved for C: 

c = — 
CO J + itani (49) 

Results 

As before, Equation (49) may be used to map the NDZ of PJD into the (-Tiorm V S . L/ 

plane by selecting L, R, and <J>tii, yielding the C at the NDZ boundary corresponding to 

the selected parameter values. It was assumed here that (f>th = 2°, which is the smallest 

value used to date in a commercial PV PCU [31]. The result is shown in Figure 45, 

along with the NDZ of the OFR/UFR. The NDZ gets narrower for larger C and smaller L 

(that is, as one moves to the left on the plot), indicating that PJD becomes more effective 

there. Note also that the NDZ of PJD gets wider as the value of the resistance 

decreases, showing that PJD becomes less effective as the real power demand of the 

load increases. However, most importantly, note that the NDZ of the OFR/UFR lies 

within the NDZ of PJD no matter what the value of R is. This indicates that the PJD 

method, as implemented here, provides essentially no additional islanding protection 

beyond that already provided by the OFR/UFR. 

A note is in order at this point about the assumption that the system's response 

is instantaneous. This assumption holds reasonably well for RLC loads with a relatively 
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large value of C and a relatively small value of L. However, as L increases and C 

decreases, the rate at which the frequency changes from coo to tores is reduced. This 

means that the phase error which will be detected by the PLL from one cycle to the next 

is decreased as well, leading to a further decrease in the effectiveness of PJD which will 

manifest itself as an even greater widening of the PJD NDZ as L increases in Figure 45. 

Another important point to note is that, as the method is described here, PJD 

either detects islanding in the first cycle after the utility is disconnected, or it fails to 

detect islanding at all. However, there are variants of PJD for which this may not be 

true. In fact, such a scheme was implemented in the Teslaco PCU, a commercially-

available PCU manufactured in the early 1980's [31]. This PCU used a PJD variant 

Figure 45. The NDZ of PJD as found using the phase criterion in Equation (35). 
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called uns tab le PJD in which a one-cycle delay was inserted in the PLL between the loop 

filter and the VCO. This one-cycle delay resulted in a "classical" instability (that is, a 

right-half-plane pole in the PLL's transfer function). In this case, the above phase 

criterion would be altered such tha t the phase error in the k^ cycle is compared with 

the phase error in the previous (k-l)^ cycle, and if this difference is greater t h a n the 

threshold a shu tdown resul ts : 

tan"1 < R • © A - . C - — - 7 
-1 

- tarT'U- co,,C-
®kL * < k (50) 

The NDZ of such a scheme would be somewhat narrower t h a n tha t shown. 

However, it h a s been found tha t in general th is improvement to PJD still resul ts in 

unacceptably long run-on t imes [55,56]. 

NDZ of SMS 

Procedure 

The case for SMS is slightly more complicated because the operation of the PLL 

is different. When the PLL phase comparator detects a zero phase error, the phase 

difference between ipv and va need not be zero, because the input to the PLL is not va bu t 

a filtered version of va, and this filtered version h a s intentionally had its phase altered. 

As in the case of PJD, an approximate phase criterion was extracted from the physical 

operation of the SMS method. This was achieved by redrawing the block diagram of the 

SMS-RLC load system given in Figure 27 as shown in Figure 46. If the loop equat ion for 

this system is solved for a closed-loop phase shift of zero, the solution is 0 = -<J), or 
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> = aig[H(j(i})) (51) 

where H(ju>) is the transfer function of the input line filter. For loads with a near-unity 

dpf, if Equat ion (51) h a s more than one solution, the solution at the utility frequency is 

uns tab le and islanding will not occur. If H(jv)) is known analytically, th is equation also 

may be solved for C a s h a s been done in the previous two cases . However, for this 

s tudy, a slightly different approach is adopted. First, an RLC load was selected and 

checked to see at wha t frequency Equation (51) was satisfied. If th is frequency was 

within the OFR/UFR trip thresholds , the slope of the load's phase response was 

compared with the slope of the SMS curve at the intersection point of the two. If the 

load's phase response curve h a s a steeper slope t han the SMS curve at t ha t point, then 

the RLC load lies within the NDZ of SMS. 

The reader m u s t note tha t the SMS method actually relies on the 

OFR/UFR/OVR/UVR to trip the PV system. For this reason, it is technically incorrect 

to speak of the "NDZ of SMS"; rather , the NDZ is tha t of the OFR/UFR/OVR/UVR unde r 

the influence of SMS. SMS changes the NDZ of the OFR/UFR/OVR/UVR. To avoid 

confusion, the term "NDZ of SMS" will be used in this work, bu t th is technicality mus t 

be borne in mind when viewing the NDZ plots. 

Resul ts 

A mapping of the NDZ of SMS into the Cn0rm vs. L plane is given in Figure 47. In 

these s imulat ions , the SMS curve used was tha t from the APCC SunSine PCU [31]. 

tan R. coC-
coZ 
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Figure 46. Block diagram of SMS-RLC load system. 
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Figure 47. The NDZ of SMS. The SMS curve used is the one from the APCC 

SunSine [31]. NDZ locations are shown for three values of R. 

On the right side of Figure 47, where L is large and C is small, SMS has no NDZ. 

However, for loads falling toward the left, SMS fails; that is, it does not alter the existing 
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NDZ of the OFR/UFR/OVR/UVR. Therefore, the effect of SMS is to "chop off the NDZ 

of the OFR/UFR/OVR/UVR on the right side of the Cn0rm vs. L plane, with the cut-off 

point being dictated by the value of R. Note that the size of the SMS NDZ increases as 

the value of R increases, indicating that SMS becomes less effective as the real power 

demand of the load drops. 

As was the case with PJD, it is possible to improve SMS somewhat by adding a 

one-cycle delay in the PLL between the loop filter and the VCO. This scheme also has 

been implemented in a commercially-available PCU, the APCC "SunSine" converter 

made in the late 1980s. The addition of the one-cycle delay adds a right-half-plane pole 

to the PLL's transfer function, and this "classical" instability could result in a narrowing 

(but not elimination) of the SMS NDZ. 

Discussion 

On the basis of the sizes and locations of the NDZ maps in the previous section, 

it appears clear that SMS is the most effective of the existing islanding prevention 

methods. Its NDZ is the smallest (that is, includes the least number of RLC loads, or 

equivalently has the lowest area in Cn0rm vs. L space), and its NDZ lies in a range of 

loads with larger values of C and smaller values of L. Most real-world loads do not have 

large values of C, although other sources of capacitance (PFCCs and distribution lines) 

certainly do exist in the utility system. In addition, adding the one-cycle delay to the 

SMS PLL would probably further reduce the size of the NDZ and increase the 

effectiveness of the method. 

Another critical conclusion may be drawn from the previous section. As was 

mentioned in the introduction to Subtask 2.2, looking at the NDZs of islanding 

prevention methods in a "power mismatch space" results in a critical loss of 

information, leading to incorrect conclusions about the methods' effectiveness. The 

NDZ locations determined in the previous section clearly indicate that the islanded 
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values of R, L and C which can lead to the same levels of real and reactive power 

mismatch between PV and load. This is best explained by an example. Consider a 4-

kW PCU utilizing the SMS method undergoing islanding testing with a real and reactive 

power mismatch of zero. This point lies at the origin of the power mismatch space. 

Assume further that the PCU is being tested at 100% of its rated load using a parallel 

RLC load with L = 10 mH, C = 703.6 JIF, and R = 3.6 Q (at 120V). The result of this test 

would be that this condition lies outside the PCU's NDZ, as indicated by Figure 47. 

However, now consider the same PCU being tested with the same zero real and reactive 

power mismatch but at a power level of 1 kW, or 25% of the PCU's real power rating. At 

120V, this means that the value of R has increased to 14.4 Q. Figure 47 shows that for 

this load the PCU would in fact run on, but these two opposite behaviors would map 

into the same location (the origin) in "power mismatch space". The same conclusion 

may be reached by keeping R fixed and varying L and C, maintaining resonance 

between them. Therefore, it is not possible to uniquely identify the locations of NDZs 

within the "power mismatch space" unless it is somehow done as a function of the load 

parameters. 

As a part of this work, a MATLAB program which automatically calculates the 

NDZ locations of several of the islanding prevention methods discussed here was 

created. A listing of the code for this program is provided in Appendix II. 

Limitations of this study 

Several important limitations of the study in Subtask 2.2 must be borne in 

mind. The simplification and fundamental understanding made possible by the phase 

criterion approach comes at the cost of a significant loss of information about the 

system. This loss of information is manifest in the following ways: 
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1.) The phase criterion approach assumes that no transients occur when the utility is 

disconnected. Such transients could possibly act to lengthen or shorten the run-on 

time of a PCU. 

2.) The dynamics and internal operation of the PCU power stage have been neglected. 

It has been assumed that the PCU can be modeled essentially as a constant gain, 

but this idealization may not hold for transient conditions lasting for significant 

lengths of time. In addition, no allowance has been made for disturbances, which 

may arise from a variety of sources. These dynamics and disturbances could act to 

lengthen or shorten the run-on times. 

3.) Only those aspects of the PCU control scheme which are directly involved in 

islanding prevention have been considered. Other aspects could have a significant 

impact as the run-on time increases. In particular, the MPPT will render invalid the 

above-mentioned assumption that the power stage may be modeled as a constant 

gain if the time period under consideration is sufficiently long. In general, the 

operation of the MPPT will destabilize an island and lead to shorter run-on times, 

particularly in cases in which indefinite run-on is predicted. 

4.) Combinations of protective schemes have not been considered. However, it is likely 

that certain methods used in combination could be more effective than the methods 

are alone. In fact, in most commercial PCUs, more than one islanding prevention 

method is used. 
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Background 

Active Frequency Drift (AFD), or frequency bias, is a relatively new islanding 

prevention method. The operation of this method was outlined in the Literature Search 

section, as was the fact that before this work this method had not been analyzed or 

thoroughly characterized. In particular, only one attempt to locate its nondetection 

zone was found in the literature [37], but this was for a narrow and unspecified range of 

loads (as evidenced by the fact that the mapping was done in the "power mismatch" 

space). Experimentally, limited data was available showing that AFD works for purely 

resistive loads but fails for resistive loads with a small amount of added capacitance 

(that is, RC loads with certain values of C) [46,60,61]. 

The purpose of the work under Subtask 2.3 is to address this lack of information 

by characterizing the behavior of AFD and mapping its NDZ, using an approximate 

phase criterion and also a full time-domain numerical simulation. 

Analytical approach 

Procedure 

In order to facilitate the comparison of AFD with the other methods 

characterized in Subtask 2.2, a phase criterion for AFD was derived. However, unlike 

the methods previously studied, the needed understanding and analytical tools for AFD 

were not available in the literature. To address this problem, a simple analytical 

approach using the describing function analysis technique [38,57] was developed. 
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First, it was noted that the system can be separated into linear and nonlinear 

subsystems as shown in Figure 48. The PV PCU, with the PLL and AFD, is the 

nonlinear portion of the system. The linear subsystem is the parallel RLC load. Next, it 

was noted that the "chopping fraction" cf could not be arbitrarily large, or else the total 

harmonic distortion introduced into I'PV by AFD would become unacceptable. To 

quantify this effect, the Fourier coefficients of the AFD waveform for several different 

values of "chopping fraction" cf were calculated using the FFT function in MATLAB, and 

from these the total harmonic distortion in the AFD waveform was calculated for several 

different values of cf. The Fourier spectra are shown in Figure 49, and the THD^v 

values are given in Figure 50. Even for "chopping fraction" [cj] values of 5%, the largest 

harmonic components of the current have amplitudes of around 0.1% of the 

fundamental amplitude. Also, since it is necessary to keep THDipv below 5%, Figure 50 

shows that the maximum allowable value of cf is also 5%, and therefore this value gives 

the worst case in terms of harmonic distortion. The fact that the higher-order 

harmonics of ipv are so small suggests that in a first-order approximation they may be 

neglected without significantly sacrificing accuracy; that is, z'pv may be reasonably 

approximated by its fundamental component, ipv,i. Thus, it can be further assumed 

Nonlinear subsystem Linear subsystem 
(PV system) (RLC load) 

H(s) » G(s) —pV 

Figure 48. Block diagram of the system in Figure 20 after utility disconnection. 
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Figure 5 0 . Plot of THDIPV v s . chopping fraction for the AFD waveform (Figure 33). 
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tha t va is a function only of ipv,i [57]; tha t is, the parallel RLC load "sees" and reacts to 

ipv.i only. Consider also tha t the AFD waveform in Figure 33 with its zero t imes h a s 

nei ther odd nor even symmetry about the origin. Because of this , the Fourier series 

representat ion of th is waveform will have both sine and cosine te rms [58]. From Fourier 

theory, this is equivalent to saying tha t ipv,i will have a phase shift with respect to ipv. 

The a m o u n t of this phase shift can be determined using Figure 5 1 . In this figure, the 

zero phase reference h a s been redefined by moving it by - 4 / 2 , t h u s creating a waveform 

I'PV*. The shift resul ts in ipv* having odd symmetry (ipv*(£) = -ipv* (-£)), and therefore its 

Fourier series consis ts only of sine te rms, and the fundamental component of ipv*, ipv,i*, 

h a s no phase shift with respect to ipv* [57]. The time difference between the zero 

crossing of ipv,i* and the s tar t of the sinusoidal portion of ipv* is 4 / 2 , and the phase 

difference is therefore ©4/2 . This is the same a s the time relat ionship between ipv and 

ipv.i, since ipv and ipv* differ only by the ass ignment of the s tar t ing point (zero phase 

reference). As a cross-check, the phase shift of ipv,i with respect to ipv was computed 

directly us ing the complex Fourier series coefficients, and this result was compared with 

the resu l t s found by computing 0)4/2. The resul ts , given in Table 4, indicate tha t the 

simplified t rea tment gives the correct result . The agreement between the two phase 

shifts improves a s the sampling rate for the directly-computed values is increased. 

Recall tha t the phase of the load becomes zero when the frequency of va reaches 

the load's resonan t frequency. However, since va is dominated by the load's response to 

ipv.i, not ipv, a t the resonan t frequency of the load the voltage va will be in phase with 

IPV.I and not ipv. Therefore, since ipv,i leads ipv by 0)4/2 rad, when the system reaches 

the load's resonant frequency, va still leads ipv by 0)4/2 rad. The PLL in the PV PCU will 

cont inue to increase the frequency of ipv since it still detects a phase error between ipv 
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and Va. The PLL will detect a zero phase shift between zW and va when the frequency of 

va is such that phase shift of the load is equal to and opposite from the phase between 

Table 4. Comparison between directly-computed phase shifts and those found by 

the simplified treatment described in the text. 

1 Chopping Fraction (%) Phase shift predicted by 
simplified treatment 

(degrees) 

Phase shift computed 1 
directly from Fourier 

series coefficients 1 
(degrees) | 

0.5 0.45 0.4939 
1 0.90 0.9439 
3 2.70 2.7439 

1 5 4.50 4.5439 J 
Parameters : Sampling ra te = 491 .52 kHz; one complete cycle analyzed; fundamenta l frequency = 60 Hz. 
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Figure 51. Plot of tpv* and tpv.i*. tpv* described in the text. 
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tan"1 <R c o C -
coZ 

co -t. 

Î L 
~ 2 T tz 

-(2n)~ 

(52) 

71 • Cf 

Once the frequency of va h a s reached the co tha t satisfies Equat ion (52), there is no 

phase error between v& and zW, and the PLL no longer increases the frequency of iW, 

result ing in a steady state . This equation may be solved for C: 

C = 
CD 

' 1 1 (n 
—- + — tan — • cf 
0)1 i? V2 J (53) 

By choosing R, L and cf, and by sett ing co equal to one of the OFR/UFR 

thresholds , th is equat ion gives the C at the edge of the AFD NDZ corresponding to the 

selected parameters . 

As before, the operation of the OVR/UVR due to the effect of the frequency 

change on the load's impedance, and subsequent ly on va, m u s t also be accounted for. 

Thus , Equation (46) m u s t be used together with Equation (52) to m a p the NDZ of AFD 

into the Cnorm vs. L plane. MATLAB was used to carry out these calculations. 

126 



Figure 52 shows a n example of the resul ts of this procedure for R = 14.4 Q, c / = 

1%, 5% and 10%, and several values of L and C. (R = 14.4 Q corresponds to a 1-kW 

load at 120 VRMs-) The light dashed lines indicate the NDZ of a PV system using only 

the OFR/UFR/OVR/UVR, without AFD. The reader should bear in mind tha t AFD, like 

SMS, actually relies on the four s t andard relays to trip the PV system, and t h u s AFD 

changes the NDZ of the OFR/UFR/OVR/UVR. Technically, AFD h a s no NDZ of its own, 

al though in this work the NDZ of the four s tandard relays a s modified by AFD will be 

called the "NDZ of AFD". 

Note that , for large values of L (toward the right in Figure 52), AFD bends the 

NDZ of the OFR/UFR into a range of leading-dpf loads. However, as L decreases and C 

increases, the NDZ slopes downward toward loads with higher and higher dpfs, 

eventually becoming centered about unity-dpf loads. Note also tha t the width of the 

NDZ decreases rapidly for induc tances smaller than about 1 mH. This is because of the 

sha rpness of the resonant peak of the load's magni tude response in tha t range; with 

large C and small L, small deviations from nominal frequency lead to large changes in 

the magni tude of the load impedance, leading to a detectable voltage deviation 

(assuming the magni tude of ipv fixed; tha t is, the time period u n d e r consideration is 

short enough tha t the MPPT does not change the ampli tude of ipv) and PV system 

shutdown. With large L a n d small C, the magni tude response of the load is m u c h 

flatter, and therefore the voltage tr ips do not play a role in tha t range. 

Figure 53 shows the resu l t s of varying R on the NDZ of AFD for a fixed cf. 

Again, the light horizontal dashed lines indicate the NDZ of the OFR/UFR/OVR/UVR. 

Increasing R (that is, decreasing the load real power demand) causes the NDZ to bend 

back toward the NDZ of the OFR/UFR/OVR/UVR, indicating tha t AFD's behavior 

becomes more like tha t of the OFR/UFR/OVR/UVR for low-power (high-R) loads. 
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Figure 52. The NDZ of AFD found by the simplified analytical model for several 

values of cf. In these simulations, R=14.4 Q. The dashed lines are the boundaries 

of the OFR/UFR/OVR/UVR NDZ, and the shaded region is the NDZ of SMS for 

R=14.4 Q. 
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Figure 53. The NDZ of AFD found by the simple analytical model for c /= 5% and 

several values of R. The horizontal dashed lines are the boundaries of the 

OFR/UFR/OVR/UVR NDZ, and the shaded region is the SMS NDZ for R=14.4 Q. 

Time-domain simulation approach 

Procedure 

As a second approach to the analysis just described, a time-domain numerical 

simulation of the system shown in Figure 20 was developed in the MATLAB 

environment. This model contains three sections: a PV system model, a load/fa model, 

and a zero crossing detector (ZCD) model, as shown in the block diagram in Figure 54. 
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Figure 54. Block diagram of the MATLAB simulation of the AFD-equipped PV 

system and a parallel RLC load. 

The solution procedure is as shown in the block diagram. First, the value of PV 

output current at time step k, ipv,k, is calculated. The PV system is modeled as a 

programmable current source whose output is the AFD waveform in Figure 33. It is 

assumed that the PV system current jumps to zero and begins a new cycle on each 

rising zero crossing of va, regardless of the previous value of the output current. (This is 

a result of neglecting the PCU power stage dynamics.) Under most circumstances, this 

assumption makes no significant difference because the values of cf being used are 

small. It is also assumed that the amplitude of ipv remains constant; that is, it is 

assumed that the MPPT does not act during the time interval of interest. 
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The utility voltage is 

v M ^ = Z ^ s i n [ / 2 / , ( 2 < , / ) ] (55) 
h=0 

where Vutu,h is the ampli tude of the hP1 harmonic of the utility voltage and fum is the 

utility voltage frequency in Hertz. In this work, only the fundamental harmonic was 

included in the utility voltage, and in wha t follows the h's will be dropped from tha t 

quant i ty for simplicity. This simplification is essentially equivalent to a s suming tha t va 

can be effectively band-pass filtered without introducing a phase shift. 

Next, consider the case in which the utility is disconnected. For the linear (RLC) 

load model, the cu r ren t s drawn by the three load components are 

i = C—-
lc'k L dt 

1 '--* vak 

> h* =J \vadt ; iRtk = - ^ - (54) 
f=0 

The POCC voltage fa,k is then determined by the interaction between the load and the 

cur ren t ou tput of the PCU. Under this condition, va,k may be found by us ing Kirchhoff s 

Current Law at a: 

hv,k =iR,k +iL,k +iC,k ( 5 6 ) 

where ipv.k is a discretized version of a sine wave (ipv.o = 0) scaled in order to give the 

desired power output . This equation can be solved for ya>k using MATLAB's built-in 
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differential equation solver and Equat ions (54). However, for the present problem, this 

approach led to extremely long computat ion t imes. Therefore, to simplify the model and 

speed u p the calculations, the integrals and derivatives in Equat ions (54) were 

approximated by s u m s and differences, respectively. During the time when the utility is 

connected, then, the following model equat ions were used: 

va,k =K,i,^n(fulir2-n-tk) 

1 
lL,k * lL,k- -{Va,k){tk-tk-l) 

lC,k ~ ^ 

L 

V A - V * , A - I (5 ?) 

h h-\ 
v 

'R,k l D b 

R 

The time interval tk - tk-i is the sampling interval, and it m u s t be chosen small 

enough tha t th is linear approximation is significantly less t han the time cons tan t of the 

RLC load. 

When the utility is not connected, Equat ions (57) are subst i tu ted into Equation 

(56), and since ipv,k is known, Equation (56) can then be solved for v&,k, yielding: 

CVa,k-\ 
lPV,k lL,k-\ + . _f 

k lk-\ . 

v=i7z^—c—r 
-L + + — 

L h -h-\ R 

After va is calculated, the ZCD model detects the rising zero crossing of va by 

detecting the appropriate change in polarity. It also measu res the period of va by 
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subtract ing the time at which the previous rising zero crossing occurred from the time 

of the present zero crossing. The measured period of va is updated every cycle. 

To check whether Equat ion (46) is satisfied, the magni tude of the load 

impedance at the frequency at tained at the end of the simulation is compared with tha t 

at coo. 

To m a p the NDZ of AFD using this simulation, the MATLAB program was r u n in 

ba tch mode. The ampli tude of ipv was first chosen so tha t AP" « 0. L, R, and cf were 

then fixed, and C was swept to find its values at the NDZ boundar ies . This procedure 

was repeated for several values of L and R. The criteria for selecting whether a load was 

within the NDZ were taken directly from IEEE-P929 [35]: if the system ran on for longer 

t h a n two seconds before either the frequency or the voltage went out of bounds , the load 

was included in the NDZ. The simulation pa ramete r s are given in Table 5. Note tha t 

the longest value of sampling interval (32.6 i^sec) is more than an order of magni tude 

less t han the smallest value of RLC load time cons tan t (506.7 jasec, calculated us ing the 

formula in [59]), ensur ing good accuracy of the linear approximations of the integrals 

and derivatives. 

Table 5. Simulat ion parameters used in Subtask 2 . 3 . 

Parameter Minimum value Maximum value 
R 3.6 Q 57.6 Q 
L l e -1 H le -4 H 
C 7.036e-5 F 7.036e-2 F 
cf 0 % 5 % 

tk - tk-i 32.6 |isec 2.03 fisec 
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Results 

Figure 55 shows a plot of the frequency calculated at each rising zero crossing of 

va as a function of time for the case R = 1 4 . 4 Q , L = l mH, cf = 5%, and C varying over a 

narrow range about the value C = 7.036 raF that resonates with the given L at 60 Hz. 

The range of power factors of these loads is about 80% lagging to about 75% leading. 

The frequency of va increases or decreases initially, but then levels off, and for C = 7.0 

and 7.1 mF the final frequency is within the ±0.5 Hz trip thresholds. Using the above-

described, the NDZ of AFD for cf = 5% was mapped and compared with the results 

obtained using the phase criterion. This comparison is shown in Figure 56. The 

agreement is very good, within 5% over the entire range of L and C considered. The 

reason for the deviation of the phase criterion results from those of the full simulation 

at higher L values (smaller C values) is that the assumption that va is only a function of 

the fundamental of ipv is less valid there. 
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Figure 55. Plot of frequency vs. time for cf = 5%, L = 1 mH, R = 14.4 Q, and 

several values of C. 
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Figure 56. Comparison of the NDZ of AFD for c /= 5%, R = 14.4 Q, as computed by 

the full simulation model and the phase criterion. 
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In the Background portion of this Subtask , it was mentioned tha t experiments 

conducted by manufac ture rs indicated tha t AFD could be made to fail by adding a small 

a m o u n t of capacitance to a purely resistive load [46,60,61]. One manufac turer specified 

tha t they tested their own PCU, and power resistors and large AC capacitors were used 

to simulate the RC load. At the outset of this work, these were the only experimental 

resul t s available. Therefore, to test the validity of the modeling resul ts , it was required 

to examine these resul t s for RC loads. 

First, consider the location of a purely resistive load within the Cnorm vs. L space 

in which NDZs are plotted in this work. A resistive load may be considered to be an 

RLC load in which the impedances of the inductive and capacitive b ranches are infinite, 

meaning tha t the value of L is infinite and tha t of C is zero. Fur thermore , if one 

calculates the C which resonates with an infinite L from Equat ion (44), the value is zero. 

A purely resistive load, with L = oo, C = 0, and C res - 0, therefore lies at positive infinity 

on the horizontal aXlS m Cnorm vs. L space. If any a m o u n t of capacitance is added, the 

ratio of the load capaci tance to the resonant capaci tance becomes infinite. An RC load 

therefore lies at p lus infinity on both horizontal and vertical axes in L-normalized-C 

space. 

Now consider the expected behavior of the NDZ of AFD as the RLC load 

approaches an RC load. Begin with a finite L and increase its value toward plus 

infinity. As L increases , one should expect the NDZ of AFD to move off of the horizontal 

axis and toward positive infinity on the vertical axis, which is the location of the known 

NDZ of AFD. Figure 52, Figure 53 , and Figure 56 all indicate tha t both the simplified 

and the full t ime-domain models do indeed predict th is behavior. In addition, 

s imulat ions were r u n us ing RC loads (L = lx lO 9 0 H), and it was found tha t the addition 
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the NDZ of AFD with cf = 5%. Exact values of capaci tance, resis tance and cf from the 

experiments were not available, bu t it is clear tha t the model does indeed accurately 

predict the known experimental ly-demonstrated behavior of AFD, and therefore the 

models ' accuracy and validity are supported by the available experimental data. 

Discussion 

In the introduction to Subtask 2.2, it was pointed out tha t the location of the 

NDZ of a method, and not j u s t its size, is impor tant in determining its effectiveness. In 

the case of AFD, it is clear from the NDZ mappings t ha t it "bends" the NDZ of the 

OFR/UFR/OVR/UVR away from unity-dpf loads into a range of leading-dpf (capacitive) 

loads. Recalling tha t these are far less common in practice than lagging-dpf loads, the 

fact tha t AFD moves the NDZ into the leading-dpf range could be considered an 

advantage over the OFR/UFR/OVR/UVR alone. 

Unfortunately, Figure 52 also shows tha t cf m u s t be fairly large (greater than 

1%) for these benefits to be significant. Figure 50 clearly shows tha t this will introduce 

significant distortion, and therefore AFD involves a somewhat unfavorable tradeoff 

between islanding detection effectiveness and PCU ou tpu t power quality. 

In conclusion, the NDZ locations mapped us ing the method described in this 

section i l lustrates the following points: 

1.) AFD "bends" the NDZ of the OFR/UFR/OVR/UVR toward capacitive (leading-dpf) 

loads a t values of L larger t h a n about 1 mH. 

2.) For values of L smaller t han about 1 mH, the NDZ of AFD falls within the NDZ of the 

OFR/UFR/OVR/UVR without AFD; tha t is, for loads with a relatively small L and a 

correspondingly large resonant C, AFD gives little added protection over the 
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as L drops and C rises. 

3.) The action of AFD is attenuated as the value of R of the load increases. In other 

words, for lower-power loads, the "bending" of the OFR/UFR/OVR/UVR NDZ into 

leading-dpf loads is reduced, and as R is increased AFD gives less protection over 

the OFR/UFR/OVR/UVR alone. 

Limitations of this study 

The limitations of the study in Subtask 2.3 are essentially the same as 

limitations 2 and 3 outlined under Subtask 2.2: 

1.) The dynamics and internal operation of the PCU power stage and the effects of any 

disturbances have been neglected. 

2.) Only those aspects of the PCU control scheme which are directly involved in 

islanding prevention have been considered, but other aspects, such as the MPPT, 

have been omitted. 

The reader is cautioned to bear these limitations in mind, especially when examining 

the frequency-vs.-time results in Figure 55. In practice, the system will in all likelihood 

not level off at a constant frequency, but rather it will exhibit complex behavior which 

will not be accurately accounted for by this model. Also, as the run-on time becomes 

long, several of the assumptions made in this study begin to fail (for example, the 

assumption that the amplitude of ipv is constant). However, recall that the purpose of 

this research is to attempt to determine what range of RLC loads can lead to failure of 

the method to detect islanding. The experimental corroboration allows confidence, in 

spite of the many simplifications and limitations, that the models can be used for this 

purpose with reasonable accuracy. 
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Subtask 2.4: Development of an improved AFP using positive feedback 

Background 

The resul ts unde r Subtask 2.3 show tha t AFD does not compare favorably with 

existing islanding prevention methods , particularly SMS (see Figure 52). However, it is 

possible to modify AFD to dramatically improve its effectiveness. In this Subtask , a new 

islanding prevention scheme called active frequency drift with positive feedback (AFDPF) 

is introduced and studied. It is shown tha t th is new method is significantly more 

effective t h a n AFD, and in fact can be made to be more effective t han SMS, making 

AFDPF one of the most effective islanding prevention techniques available. 

Experimental corroboration of the modeling resul ts shows tha t a l though the simplified 

models do not accurately predict the frequency-vs.-time behavior of the system, they do 

predict the location of the NDZ with reasonable accuracy. In addition, several real-

world concerns about the performance of AFDPF with respect to power quality are 

addressed, and finally it is shown tha t AFDPF is effective in the multi-inverter case, 

even if not all PCUs in the island use AFDPF. 

Procedure 

Definition of AFDPF 

The effectiveness of the SMS method clearly indicates how valuable instability 

can be in preventing islanding. This suggests tha t one way of increasing the 

effectiveness of AFD would be to make it uns tab le when the utility is not present . 

Therefore, a scheme was developed in which positive feedback is used to increase the 
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chopping fraction cf with increasing deviation of the frequency of v& (co) away from 

nominal: 

tfk =cfk_]+F(Aok) (59) 

where c/k-i is the chopping fraction in the previous (k-1111) cycle, and i*T(Acok) is a function 

of the sampled frequency error Acok = (Ok - coo. This scheme is called active frequency 

drift with positive feedback (AFDPF). The basic principle of AFDPF is that , when co 

deviates from the nominal utility frequency coo, cf is adjusted in such a way a s to make 

the frequency deviation larger. This will prevent the frequency from leveling off a s early 

a s was the case with AFD. Thus , if the utility h a s been disconnected, th is positive 

feedback on c/will cause Aco to increase to a larger value t han was the case with AFD, 

giving a greater chance of tripping the OFR/UFR. In order to clarify this, consider the 

following. The AFDPF implementation shown in Equation (59) h a s been called 

"cumulative AFDPF" because the deviation of c / a w a y from cfo accumula tes over time. 

This can be clearly seen by rewriting Equation (59) in the following form: 

00 

cfk=cf0+Y,F{A(^k-n) (60) 

If the summat ion in Equat ion (60) is dropped ("non-cumulative AFDPF", which 

will be discussed in more detail in a later section): 

cfk=cf,+F(A(Dk_n) (61) 
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into Equat ion (52): 

tan~l<R co t C-
&kL 

= y [ c / 0 + F ( c o , - c o 0 ) ] (62) 

Equat ion (62) helps to clarify the action of AFDPF. With AFD, since cfwas fixed, as the 

frequency deviated away from coo, the phase of the load would change until it became 

equal to the r ight-hand side of Equation (52), and steady state would result. However, 

with AFDPF, a s the frequency cok deviates from coo, the second term on the right side of 

Equat ion (62), the F term, increases in magni tude. Thus , the phase of the load on the 

left-hand side m u s t increase even further to move toward the s teady-state condition. 

This process cont inues, impeding the ability of the system to reach a steady state until 

m u c h larger frequency deviations are at tained. This resul ts in a narrowing of the NDZ. 

The function F may be any function which h a s the following property: i<l(Ac)k) 

should have the same sign a s AcOk. If a function were selected which did not have this 

property (for example, î Acok) = K (Acok)2, where K is a gain), then a negative frequency 

deviation would resul t in a positive cf deviation. This would resul t in negative, or 

regulating, feedback, which would act to increase run-on times. 

One candidate for î Acok) which h a s the above property p lus the advantage of 

simplicity is a linear function: 

tfk = <fk-\+K*{®k ^ o ) (63) 
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where K" is a gain (with un i t s of s ec / r ad , for AFDPF a s shown). This "linear AFDPF" 

will be the type of AFDPF studied and analyzed th rough most of this work to 

demons t ra te the effectiveness of the method. 

Locating the NDZ of AFDPF using the t ime-domain simulation approach 

In order to investigate AFDPF and its advantages over AFD, linear cumulative 

AFDPF a s defined by Equat ion (63) was incorporated into the t ime-domain simulation 

engine used to s tudy AFD in Sub task 2.3. The result ing MATLAB code is provided in 

Appendix IV. In order to m a p the NDZ of AFDPF, the same procedure was applied a s in 

the case of AFD, us ing the parameter values given in Table 5 with the initial chopping 

fraction, cfo, corresponding to cf. Four values of gain K were used: 0, l e -3 , l e -2 , and 

l e - 1 . Values of cfo, the gain K, and the load inductance and resis tance L and R were 

chosen, and then C was swept in order to discover at what C values AFDPF would fail. 

Resul ts 

The resul ts of s imulat ions performed us ing this model indicate clearly the above-

described operation of AFDPF, tha t it prevents the frequency of va from leveling off. To 

show this clearly, the frequency-vs.-time resul ts provided by the MATLAB simulation 

us ing K = 0.1 Hz 1 , R = 14.4 Q, L = 1 mH, and four values of C, are shown in Figure 57. 

The upper panel shows the frequency vs. time of an AFD-equipped system with cf= 5% 

(reproduced from Figure 55). Recall that , for two of the four loads shown, the frequency 

of va (note t h a t / ( H z ) is shown, not co (rad/sec)) levels off within the shaded region (the 

OFR/UFR NDZ), and AFD fails to prevent islanding. However, in the lower panel, the 

frequency vs. time behavior of an AFDPF-equipped system with the same loads and cfo = 

5% is shown. With the addition of the positive feedback, the frequency of ua does not 
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islanding in cases in which AFD does not. 

The NDZ boundar ies located by the above-described method are shown in Figure 

58, along with the NDZs of AFD, SMS, and the OFR/UFR. In these simulations, K = 0.1 

Hz 1 , R=14.4 Q and L = 1 mH. Again, the action of AFDPF is apparent—adding positive 

feedback to AFD h a s reduced the width of its NDZ th roughout the range of loads under 

consideration. 

Figure 57 . Demonstrat ion showing that AFDPF prevents the frequency leveling 

noted using AFD. In these s imulat ions , R = 14 .4 Q, L = 1 mH, c/o = 5%, and gain 

K=0.1 H z 1 . 
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Figure 5 8 . The NDZs of AFD and linear AFDPF, for c / = c/o = 5%, gain K = 0 .1 H z 1 , 

and R=14.4 Q. Also shown are the NDZs of SMS for R=14 .4 Q and the OFR/UFR. 

Linear AFDPF does still have an NDZ, bu t th roughout the range of L shown the range of 

capaci tances tha t lead to nondetection for each induc tance is significantly reduced. 

This subject is taken u p in more detail in the Results section. 

Experimental verification of the AFDPF modeling resul ts 

The AFDPF concept was well-received by manufac tu re r s of PV PCUs [60,61] and 

also by utilities [48,49,62]. Several PCU manufac tu re r s immediately initiated work on 

implementing AFDPF or var iants of it in their PCUs. One manufacturer , Ascension 

Technology, Inc. (ATI), was contracted by Sandia National Laboratories to build an anti-

islanding evaluation un i t (AIEU) based on their SunSine 300 PCU. The SunSine 300 is 

a 300 W PCU which is descended from the SunSine PCU manufactured by the American 
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Power Conversion Corporation (APCC) in the mid-1980s [31]. ATI modified the design 

for module-integrated (AC array) application and digital control. The AIEU was a 

SunSine 300 which had built into it several different islanding prevention methods that 

could be switched on and off, along with data acquisition circuitry to capture and record 

the PCU's measured output current and terminal voltage frequency (the frequency of va). 

One of the methods built into the AIEU was a variant of AFDPF called Sandia Frequency 

Shift (SFS). Without delving into the operation of SFS, the primary difference between 

SFS and AFDPF is that the dead zone is applied entirely at the end of the current cycle; 

there is no dead zone before the zero crossing at mid-cycle. 

ATI also built an islanding test setup in their laboratory. This apparatus, which 

is shown schematically in Figure 59, includes a large inductive load implemented using 

a transformer with one winding open-circuited, and a switchable capacitor bank which 

allows ATI experimenters to step the value of capacitance over a range in order to zero 

out the reactive power consumption of the inductor. Resistance could be added in a 

similar 
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Figure 59. Schematic of islanding test setup. 
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way as capaci tance. This type of se tup is ideally suited to experimental verification of 

the type of NDZ mapping done in this thesis. 

ATI graciously agreed to perform a series of experiments planned by the au thor 

in order to obtain verification of the modeling procedure described above. However, 

before under tak ing the t ask of experimental verification, let u s summarize briefly what 

the models have shown and what the experiments can be expected to demonstra te . 

1.) The NDZ of AFDPF, like tha t of AFD, becomes wider a s L decreases and C increases; 

tha t is, the effectiveness of AFDPF decreases with increasing C and decreasing L 

values (Figure 58). Another way of viewing this prediction is tha t it should be easier 

in an experimental setting to find loads which produce long run-on t imes when L is 

small and C is large. If L is large and C is small, the NDZ becomes so narrow tha t it 

would be difficult to match the experimental load pa ramete r s to those of the NDZ 

loads with sufficient precision. Therefore, it is expected tha t longer run-on times 

will be found for loads with small L and large C. 

2.) The NDZ of AFDPF, like tha t of AFD, becomes wider a s the value of R increases; tha t 

is, the effectiveness of AFDPF decreases a s the value of R increases. Again 

considering the implications of this prediction from a practical s tandpoint , it is 

expected tha t it will be easier to make the PCU r u n on when the real power 

consumpt ion of the load is low. Thus , it is expected tha t longer run-on t imes will be 

measured for loads with low values of R t h a n for higher-power loads. 

3.) The NDZ of AFDPF, like tha t of AFD, "bends" into the leading-dpf load range (Cnorm 

>1) when there is a nonzero cfo (Figure 58). Therefore, a s the value of L is increased, 

it is expected tha t the Cnorm at which run-on t imes are longest will also increase. 
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the behavior of the real system, the following experiment was designed: 

1.) Deactivate all is landing prevention methods other t h a n SFS (the 

OFR/UFR/OVR/UVR are not switchable; these are always active). 

2.) Select RLC loads according to the following matrix: 

R L c 
"high" (>110Q) "high" (>300 mH) Sweep over the range 0.8 < < 1.2. 

"low" (<70 Q) "high" (>300 mH) Sweep over the range 0.8 < Cnorm < 1.2. 
"high"(>110Q) "low" (<50 mH) Sweep over the range 0.8 < Cn0rm < 1.2. 

"low" (<70 Q) "low" (<50 mH) Sweep over the range 0.8 < Cn0rm < 1.2. | 

3.) Run a series of four tes ts . For the first and second tes ts , L will be fixed at its "high" 

value. In the first test , an R ("high") will be chosen, and Cn0rm will be swept over the 

prescribed range. In the second test, R will be changed to its "low" value, and Cnorm 

will again be swept over the prescribed range. For the third and fourth tes ts , L will 

be set to its "low" value. In the third test, R will be re turned to its "high" value (or a 

value a s near it a s allowed by practical considerations), and Cnorm will again be 

swept, and in the fourth test R will be set to its "low" value, and Cnorm will again be 

swept. In th i s way, all combinat ions of R, L and Cnorm will be tested. 

4.) For each test, in each line cycle, record frequency of va, magni tude or RMS of va, the 

length of the run-on , and PCU current output . 

ATI performed the experiments and provided the requested data . The actual 

load pa ramete r s used in the experiment are given in Table 6. Unfortunately, the 

available values of L in the laboratory se tup do not meet the requi rements set forth in 
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L values. The measured run-on times of the AIEU as functions of Cn0rm are shown in 

Figure 60 and Figure 6 1 . Each figure shows the resul ts for one value of inductance, 

and in each figure there are two curves, each corresponding to a different value of 

resistance. In addition, in Figure 62, the frequency-vs.-time and voltage-vs.-time 

behavior of the AFDPF-equipped system with L = 96.6 mH, C = 69.5 ^F, and R = 108.1 

Q is plotted, and in Figure 63 the same plots are shown for a load with L = 345.4 mH, C 

= 20.467 \iF, a n d R = 134.4 Q. Finally, the run-on time da ta is consolidated in the 

three-dimensional char t plotted in Figure 64 a s functions of R (high or low) and L (high 

or low). Note t ha t th is char t was plotted using four da ta points (at the corners of the 

surface). 

Table 6. RLC load parameters for ATI islanding exper iments using AFDPF (SFS). 

1 R(O) L 
(mH) 

C(^iF) Maximum 
run-on 

t ime 

Cnorm a t 
which 

m a x run-
on 

happens 
108.1 96.6 67 .5 , 69 .5 , 70 .5 , 71.22, 72.22, 73.22, 74.22, 

75 
125 0.954 

73.4 96.6 67 .5 , 69 .5 , 70.5 , 71.22, 72.22, 73.22, 74.22, 
75 

16 0.978 

134.4 345.4 19.72, 19.97, 20.22, 20 .467, 20.72, 20 .967, 
21.22, 21.467, 21.72, 21.967, 22.22 

26 1.005 

71.7 345.4 19.72, 19.97, 20.22, 20.467, 20.72, 20 .967, 
21.22, 21.467, 21.72, 21.967, 22.22 

7 1.091 
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Figure 61 . Run-on time of the ATI AIEU as a function of dorm for two values of 

load resistance. For these experiments, L = 345.4 mH. 
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Figure 63. Frequency vs. time and RMS voltage vs. time during an example long 

run-on with L = 345.4 mH, R = 134.4 Q, and C = 20.467 nF. 
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Discussion 

Experimental data vs. modeling results 

The plots of run-on times in Figure 60 and Figure 61, and the 3-D chart of the 

data in Figure 64 offer many significant insights. First and foremost, the data shows 

that the following behaviors are correctly predicted by the model: 

1.) Longer run-on times were obtained for loads with large values of C and small values 

of L, and that were near resonance at coo. This corroborates the expected narrowing 

of the NDZ of AFDPF at larger values of L and smaller values of C. 

2.) Longer run-on times were observed for low-power loads than for high-power loads. 

This verifies the finding that the NDZ of AFDPF is narrower for high-power loads. 

3.) The value of Cnorm at which the longest run-on times are obtained increased as L 

increased. This illustrates that the NDZ of AFDPF does in fact bend upward under 

the influence of a small amount of frequency bias (nonzero cfo). 

Further validation of the models was provided by the experimenters at ATI and 

also at Sandia National Laboratories, who indicated that the worst-case loads observed 

during their anti-islanding experiments were loads with small inductors, large resistors, 

large capacitors, and dpfs very near unity [61,64,63]. Therefore, the predictions of the 

location of the NDZ of AFDPF, which are the primary goal of this research, seem to be 

well-supported by the experimental evidence. The model has demonstrated significant 

value in determining the locations of the worst-case loads in RLC space, significant 

because it can serve as a guide for experimentation and also as an aid for developing a 

test of the islanding protection of PV PCUs. 
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weaknesses of the models used in this work. Note in Figure 62 and Figure 63 that the 

frequency-vs.-time behavior is very different from that predicted by the models as 

plotted in Figure 57. For the small-L, big-C case shown in Figure 62, there is a 

significant initial transient in frequency, followed by a "meandering" behavior until the 

PCU finally trips on underfrequency. (The system actually runs on for more than 2 

seconds, indicating that for this load it does not meet the specifications called for in 

IEEE-P929 [35].) Even more surprising is the behavior seen in the big-L, small-C case 

in Figure 63, in which the frequency measurement actually oscillates before finally 

shutting down. This is significant because it appears that at larger inductances and 

smaller capacitances, the behavior of the AIEU may be dominated by mechanisms not 

accounted for in the modeling. However, experimenters at Sandia National Laboratories 

report that this behavior was not seen in other converters [64], so it is believed that the 

oscillation itself is specific to the AIEU, and is not an inherent property of AFDPF. 

Furthermore, note the fact that the oscillation is slowly growing in amplitude. This 

growing amplitude is believed to be because of the presence of the positive feedback; in 

other words, if the system were using AFD and not AFDPF, the oscillation would be 

expected to be much more constant in amplitude, and run-on times would be much 

longer. Because the positive feedback makes the system less stable, it is not believed 

that this oscillation could increase run-on times so significantly as to change the 

predicted NDZ location. 

Note also that in Figure 60 the maximum run-on times are obtained for loads 

with Cnorm < 1; that is, loads which are slightly inductive, and slightly off of resonance. 

It is suspected that this is an indication of the influence on the load of the large 

capacitors in the output of the AIEU, an influence which is not included in the model. 

In fact, the PCU itself seems to contribute some amount of capacitance to the load, or 
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equivalently the PCU is capable of supplying a significant amount of reactive power to 

the load. This would have the effect of offsetting the NDZ of AFDPF to lower values of 

Cnorm- A second peculiarity is evident in Figure 61. Note that several of the data points 

are marked as "questionable". This is because in each case a sharp upward frequency 

transient like that shown in Figure 62 tripped the PCU immediately when the switch 

was thrown to form the island. Clearly, these points do not illustrate the behavior of 

AFDPF, but they are important because they illustrate the importance of Limitation 2 

pointed out in Subtask 2.1, which stated that potential transients at utility shutoff were 

ignored. Clearly, such transients are in fact possible and can significantly impact the 

behavior of the system in some cases. 

In summary, in spite of the differences between the experimental system and the 

system that was modeled, and in spite of the simplicity of the model, the modeling 

described in this work has proven highly valuable to the PV community because it 

accurately describes the ranges of loads in which islanding prevention methods can be 

expected to fail (or at least perform the least well). Such knowledge has already directly 

led to improved islanding prevention techniques, and also a test to determine whether a 

PV PCU may be certified as "non-islanding". 

153 



/ ^ K 
140 -r 

? 120 
o i 11120-140 
^ 1004 H100-120; 

c 8 0 

o 
| 60H 

i 40-
E 

1 20 

0 

\JBm ^T 
R high 

• 80-100 
• 60-80 
• 40-60 
• 20-40 
• 0-20 

c 8 0 

o 
| 60H 

i 40-
E 

1 20 

0 

\JBm ^T L low 
/ R low 

Lhigh 

Figure 64. Three-dimensional plot showing trend in maximum run-on times as 

functions of the R and L of the RLC load. Note that this plot was created using 

only four data points (at the corners of the surface). 

The effectiveness of AFDPF vs. other methods 

The NDZ locations predicted by the models have, in general, been experimentally 

validated. Therefore, it may be concluded that the NDZ results indicate that AFDPF is 

among the most effective islanding prevention methods available, in terms of its ability 

to prevent islanding. The addition of positive feedback leads to dramatic improvements 

over the performance of AFD. The width of the AFDPF NDZ ("width" being defined as 

the difference between the capacitances at the NDZ boundaries for a given value of L) is 

at least an order of magnitude less than the width of the AFD NDZ, and for L > about 1 
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mH the AFDPF NDZ is six orders of magni tude narrower t han tha t of AFD. An 

examination of Figure 57 indicates tha t AFDPF h a s significant advantages over SMS as 

well. In part icular , in the "midrange" of inductances between about 1 and 100 mH, the 

NDZ of AFDPF is narrower t h a n tha t of SMS. At larger L values, AFDPF h a s an NDZ 

where SMS does not, bu t th is NDZ is extremely narrow, and if a nonzero cf, is used it 

lies in a range of leading-dpf loads (Cn0rm > 1), which are m u c h less likely in practice 

t han lagging-dpf loads (Cnorm < 1). Therefore, AFDPF can arguably be declared to be the 

best islanding prevention method among those presented in th is thesis. 

Effect of AFDPF on PCU ou tpu t power quality: distortion of fry 

Under normal operat ing conditions (with the utility connected), the PCU will 

periodically detect deviations in co. These deviations could be caused by switching of 

large loads, particularly large loads with low dpfs, or by the switching of large utility 

reactances; nonlinear load components tha t inject sufficient harmonic cur ren t to lead to 

appreciable distortion of vA\ and noise and other d is turbances , both in the system itself 

and in the PCU's measu remen t of co. In an AFDPF-equipped PCU, these will cause cf to 

fluctuate while the utility is still connected, and as is demonst ra ted in Figure 50, this 

will increase the a m o u n t of distortion in ipv. Therefore, AFDPF will always cause greater 

ou tpu t distortion t han would AFD with the same s tar t ing value of cf. Since it is 

required to keep THDiPv below 5% [38,39], the fact t ha t AFDPF increases THDwv will 

impose a limit on how large the positive feedback gain can be. Instead of reducing the 

gain, one might impose a threshold on cf so tha t it would sa tu ra te a t some value 

chosen to keep THDipv within limits. However, either of these approaches will also 

reduce the islanding detection effectiveness by widening the NDZ. The effect of reducing 

the gain on NDZ size is demons t ra ted in Figure 65 . The NDZ for a gain of 0.1 Hz 1 , 
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0.01 Hz1. In both cases, c/o = 5%. 

Figure 65. NDZ of AFD for two different values of gain. Also shown are the NDZs 

of the OFR/UFR (dashed lines) and SMS for R = 14.4 Q (shaded). 

Another practical consideration that impacts THLHPV must be introduced at this 

time. Consider a case in which the frequency of va, co, is perturbed in one direction or 

the other but returns to zero without a deflection in the opposite direction. In this case, 

AFDPF as presented in Equation (63) would alter its value of cf but would never return 

to the original value. If several such deflections occurred, this could lead to large values 

of c/k and correspondingly large values of THDIPV. To prevent this, some mechanism 

must be provided that causes c/k to return to c/0 when several cycles pass without any 
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deviation in co. Such a mechanism has been referred to as "centering" or "forgetting". 

This mechanism may take any of several forms. One is simple forgetting, in which older 

values of cfk are multiplied by a coefficient that decreases as the c/k values become 

older. Note that Equation (63) may be rewritten as 

GO 

c/, =c/0+ * '£[ (©,_„-© 0 ) ] (64) 

To implement simple forgetting, all that is required is to multiply the summation term 

by a "forgetting factor" (FF) which decreases as the index n increases: 

CO 

cfk = cf0+K^FF„ - [K- -©<,)] (65) 
n=\ 

where FF may be 1/n, exp(-n), or any similar factor. An alternative to using FF would 

be to use an AFDPF function in which cfk does not depend on c/k-i: 

cfk =cf0 + K*((j}k -C00) (66) 

This is "non-cumulative" AFDPF, which the reader will recall was used earlier in the 

derivation of an AFDPF phase criterion. Non-cumulative linear AFDPF is much simpler 

than AFDPF with forgetting, but it has a wider NDZ unless Kis fairly large. 

A third alternative would be to use a sliding window, so that AFDPF uses only a 

finite number of past c/k values: 
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c / * = c / 0 + r X K - » - « > o ) (67) 

This alternative is more effective than non-cumulative AFDPF but requires less 

computing power than using forgetting factors. In this work, both the non-cumulative 

and sliding window approaches were investigated. If the sliding window used is fairly 

long (N > about 30), the NDZ of AFDPF with the sliding window is practically identical to 

that of cumulative AFDPF. Also, at the high gains used in this work, the NDZ of non-

cumulative AFDPF is nearly the same as that of cumulative AFDPF, but the difference 

becomes larger at smaller gains. 

The maximum allowable value of the gain is a complex function of several 

mechanisms that are not considered in the models presented here. A maximum gain of 

0.1 Hz1 has been used in the linear AFDPF demonstrated in this work. This value was 

derived by assuming that the maximum allowable frequency deviation is 0.5 Hz (larger 

frequency deviations would trip the OFR/UVR). Since to maintain THDIPV of less than 

5% it is required to keep c/less than 5% (Figure 50), the gain is selected such that the 

maximum frequency deviation of 0.5 Hz leads to a cf of 0.05, or 0.1 Hz1. This assumes 

that cfo = 0, and that "centering" has been employed. However, in practice, the true 

maximum gain allowable would need to be determined by testing of the PCU. 

Effect of AFDPF on PCU output power quality: system transient response 

In general, the utility voltage source, as seen from node a, is not an ideal voltage 

source with zero impedance. In particular, the transformers used to step the 

distribution voltage down to household voltage have non-negligible series resistance and 

inductance. Since the series impedance of distribution lines is in general very small 
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point of common coupling. 

Consider the system configuration shown in Figure 66. This is the now-familiar 

PV-load-utility interconnected system, except that this time the impedance of the utility 

source is explicitly shown. When large loads switch on or off, va will in general exhibit 

PV array 
PCU 

Node a R. 

R, C.+ 

r^i 
util 

Figure 66. Schematic of PV-load-utility system showing utility series impedances. 

a short transient. The magnitude and settling time of this transient will depend 

primarily on the size of the change in the load, and on the impedance of the utility 

voltage source. If the PV PCU in Figure 66 were equipped with AFDPF, it will react in 

such a way as to increase the magnitude of the frequency transient. Therefore, the 

potential impact of AFDPF on the system transient response must be investigated. 

To model the system in Figure 66, a state-space model was used. The derivation 

of this model follows the procedure outlined in the literature [66]. The load inductor 

159 



current iu, load capacitor voltage vci, and utility inductor cur ren t iiu were selected as the 

s tate variables, result ing in a third-order system: 

r- -i — -| 
*\ hi 

x2 = va 

_ * 3 _ Jl-u. 

(68) 

The derivatives of the s tate variables are: 

X] 

X2 
ft 

X3 

diu 

dt 
dv ci 

dt 
diLu 

dt 

L, 

J_ 
C, 
J_ 
T 

LI 

lCI 

Lu 

(69) 

To derive the state equat ions , Kirchhoff s Current and Voltage Laws are used to analyze 

the system and solve for vu, ics, and VLU in te rms of linear combinat ions of the state 

variables: 

1 
X i —• X-j 

, ! = ^ " ' ' 

_l_ . ) 
A T T J t i + I ay 

R, J 
l / 

(70) 

* 3 = ^ - ( - ^ 2 - ^ 3 ^ - ^ ) 
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Equation (70) can be writ ten in the matrix form x = Ax + DU , where 

A = 

0 
L, 

0 

1 1 1 

c, R,C, c, 
1 R 

0 
L L. 

B = 

0 

1 

c, 

0 

0 

0 
1 

u = 
• PV 

Mil 

(71) 

The MATLAB program used previously was modified to use this state equation 

model (instead of the algebraic model in Equation (58)) and to run in batch mode, as 

shown in Appendix V. To s imulate the switching of a large load, a step change in load 

was utilized in which the load impedance increases by a factor of five. The load 

paramete rs used are listed in Table 7. This s imulates the tu rn ing off of a high-power 

load. In each simulation, the s tep change occurred a t t = 0.25 sec (30 line cycles). The 

PV system output power was matched to the original load power (before the step 

change). 

Table 7. Load parameters used in modeling s y s t e m transient response. 

Parameter Initial value At step change, value changes to 
R 14.4-Q 72 Q 
L 10 mH 50 mH 

1 C 703.6 nF 140.7 ^ J 
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It has been previously noted that in general the utility source impedance is 

dominated by the series impedance of the pole-mounted transformer used to step the 

distribution voltage down to customer-level voltage. However, this impedance depends 

on the size (i.e. power rating) of the transformer and on the voltages at its windings. In 

order to model the utility source impedance realistically, parameter values for commonly 

used transformers were supplied by a manufacturer [67]. These values are listed in 

Table 8. Finally, simulations were performed using four different values of AFDPF gain, 

namely 0, 0.001, 0.01, and 0.1. In all simulations, cfo = 0. To summarize: a total of 

twenty simulations were performed. For each of the five transformers in Table 8, 

Table 8. Parameters of Howard Industries 7.62kV-240V distribution transformers. 

Transformer power rating (kVA) R (mo) L(^iH) 
10 135 169 
15 77.3 162 
25 36.3 115 

37.5 22.2 100 
50 15.0 57 

simulations were run using each of the four gains. In all simulations, the step change 

in the load was of the same magnitude (increased by 5x) and at the same time (t = 0.25 

sec). 

Examples of the results of these simulations for the smallest and largest 

transformers are shown in Figure 67, Figure 68, Figure 69, and Figure 70. The most 
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important result of these simulations is that in no case does AFDPF cause the transient 

to be significantly larger than it would be without AFDPF (the zero gain case). This is 

evident from the fact that in all four figures all four curves lie essentially atop one 

another. Therefore, this modeling suggests that the effects of AFDPF on the system's 

transient response will be negligible. However, one interesting point to note is that the 

effect of AFDPF on the transient response is greater for the lower-impedance (higher-

power) transformer. This at first seems somewhat counterintuitive; one might expect 

that a higher utility source impedance would lead to larger problems. However, 

apparently the higher impedance of the lower-powered transformer serves to damp the 

oscillations introduced by the AFDPF-equipped PCU, and this damping effect is reduced 

as the utility source impedance decreases. This effect could be significant and warrants 

further attention. (Note: the slight "jump" at the beginning of each simulation is due to 

a small mismatch between the initial conditions used and those required for a correct 

steady-state startup. Exact determination of the true steady-state initial conditions 

proved to be very difficult, but the match achieved is actually very close, as indicated by 

the fact that the "jump" is very small in all cases.) 
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Figure 67. Frequency of ib vs. time, showing the effect of a step change in the 

RLC load, for the 10-kVA transformer (highest impedance). Four curves, one for 

each gain value, are shown. 
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Figure 69. Frequency of % vs. time, showing the effect of a step change in the 

RLC load, for the 50-kVA transformer (lowest impedance). Four curves, one for 

each gain value, are shown. 
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Effectiveness of AFDPF in the multiple inverter case 

AFDPF has the potential to eliminate the problem of reduced effectiveness in the 

"multiple inverter case" in which there are many PV systems within the island. This is 

because the positive feedback action enables an AFDPF-equipped PV system to reinforce 

whatever frequency deviation is produced by the other PV systems, or by any other 

device in the island. If all PV systems in the island were equipped with AFDPF, they 

would detect islanding as a group in the same way that they would individually, albeit 

perhaps in a slightly longer time due to differences in gains and other practical 

considerations such as impedances between the PCUs. However, it is not required that 

all PV systems use AFDPF for this synergistic effect to occur. To illustrate this, consider 

a simplified simulated island containing four PV systems, as shown in Figure 71. In 

this system, the top PV system is equipped with linear AFDPF, while the other three 

have no islanding prevention methods beyond the four standard relays. The total power 

of the four PV systems is always set to match the load's real power requirement (the PV 

generation to load ratio is approximately 1). Impedance between the PCUs is ignored, 

which is essentially the same as assuming that there are no transformers between the 

PCUs and the POCC. The load has R = 14.4 Q, L = 10 mH, and C = 700 fxF, 

corresponding to a Cnorm of 0.995. This load lies within the NDZ of the 

OFR/UFR/OVR/UVR, but outside that of AFDPF. A MATLAB program has been written 

to simulate this system, and the results of the simulations are plotted in Figure 72. 

This plot shows the frequency of the system as a function of time. Each 
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Figure 7 1 . Schemat ic of a s y s t e m used to invest igate the so-called "multiple-

inverter case". 

62.5 

62.0 

N 
E, 61.5 
>« o 
c 
Q) 
3 

g 61.0 

60.5 

60.0 

Fraction of PV power 
equipped with AFDPF 

T T - . O - 1 

0.1 
- ^ - 0 . 2 
_^_0.3 
- ^ - 0 . 4 
- * - 0 . 5 

0.2 0.3 

Time (sec) 

Figure 7 2 . Frequency of % vs . t ime for the s y s t e m in Figure 7 1 . Only one PCU is 

equipped wi th AFDPF (linear; gain = 0 .1 Hz 1 ) . 
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curve corresponds to a different fraction of the PV power being equipped with AFDPF. 

In other words, the single AFDPF-equipped PV system is varied in size (power rating), 

and the other three systems equally share the remaining real load power demand. The 

gain of the AFDPF system is 0.1 Hz 1 . The resul ts of this simulation show tha t even if 

only a small amoun t of the total PV generation within the island is equipped with 

AFDPF (20% or more), the frequency within the island can still be driven outside the 

OFR/UFR trip limits. Thus , this simulation demons t ra tes tha t AFDPF can help prevent 

islanding even if not all of the PCUs within the island are us ing it. 

In addition, AFDPF would work in conjunction with PV systems us ing other 

islanding prevention schemes. For example, it would enhance the islanding protection 

of a PCU us ing harmonic detection, because the THD of the AFDPF system's output 

cur ren t will increase when islanding begins, thereby increasing the THD of va. A PCU 

us ing phase- jump detection also may work better because AFDPF will increase the rate 

of change of the frequency in the island, leading to a larger phase j u m p from one cycle 

to the next. 

Other choices for the positive feedback function ffiAcok) 

For all the AFDPF work described u p to this point, the linear F(Ao)k) was used. 

However, any î Acok) which satisfies the condition tha t F(Awk) have the same sign a s Acok 

could be used to implement AFDPF. This includes nonlinear and piecewise-linear 

functions. In fact, it may be desirable to use some other function u n d e r certain 

condit ions. For example, an î Acok) might be selected in which the gain increases a s the 

frequency deviation increases. Such a function would shor ten run-on t imes in cases 

where the load was near the NDZ edge. Conversely, if the grid to which a PV system is 

connected were weak and frequency deviations were common, an î Aa>k) might be 
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improve power quality. However, care m u s t be exercised when selecting î Acok). To 

i l lustrate, the AFDPF MATLAB model in Appendix IV allows the use r to enter an 

exponent x which acts on the ACQ term: 

tfk =cfk-i+K*{®k-<i>oY (72) 

The exponent x may have any odd value (1, 3, 5...), and the resul t will be a function tha t 

meets the above-mentioned condition, tha t ^(AcoJ have the same sign a s Acok. Linear 

AFDPF corresponds to the x = 1 case, bu t s imulat ions were also performed with x = 3, 

the "cubic AFDPF" case. These s imulat ions showed that , in order to get from the x = 3 

case approximately the same NDZ as in the linear case, the gain m u s t be extremely 

large, on the order of 103. The reason is simple: for small deviations in co, the cubed 

frequency deflection is so small t ha t the change in cf is negligible. If such large gains 

are not used , the NDZ of cubic AFDPF is actually considerably larger t h a n tha t of linear 

AFDPF. 

Subtask 2.5: Investigation of the effect of the load composition on 

islanding prevention 

Background 

In most analytical or simulation s tudies of islanding of PV systems, the local 

load is usual ly represented by a parallel RLC circuit [31,32,38]. A concern tha t could 
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because such loads exhibit many characteristics which cannot be modeled by a 

constant-parameter parallel RLC. These include nonlinear (harmonic-producing) loads, 

induction motors connected directly to the utility supply, and constant-power loads, 

such as (to a first approximation) adjustable-speed drives (ASDs) and switching 

computer power supplies. The first two types of loads are extremely common, and the 

third is rapidly increasing in number. Therefore, because of their increasing 

importance, the effect of these types of loads on the behavior of AFD and AFDPF will be 

addressed at this time. 

Nonlinear loads 

Procedure 

There is an ever-increasing component of the utility load that draws harmonic 

currents from the utility; that is, loads whose input currents contain components at 

frequencies other than the nominal line frequency and are therefore nonlinear. All 

switching power converters fall into this category to some extent. However, probably 

the most common nonlinear load is a load which is interfaced to the utility through an 

uncontrolled rectifier. In addition to being one of the most common nonlinear loads, the 

rectifier is more nonlinear than most power converters in the sense that it draws a 

much more distorted current. Therefore, in order to investigate the effect of the 

presence of a nonlinear load component on islanding protection systems in a 

meaningful way, a load model has been derived which includes a parallel RLC load and 

a half-wave rectifier consisting of a diode D and capacitor Crect, shown in Figure 73 [68]. 

The diode will be "off" whenever L»0,rect > wn (in our case, Wn = va), and 

170 



c 
[l^i 

Figure 73. Half-wave rectifier. 

where qcrect is the charge on Crect. Crect will be assumed to be fully charged at the 

beginning of the simulation. The change in qcrect during each time interval of the 

simulation becomes 

^Hcrecl ~ \lin,recl,k *o,recl) ' ^ (74) 

where At is the length of the time step. At each time tk, using (73) and (74), V0,rect may be 

computed. During the conduction interval of the diode, the rectifier input current at 

time step k iin,rect,k is given by 

dv, 
— /"" 

in, reel, k reel i. 
+ 1 

o,recl (>0) (75) 
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As before, the derivative will be approximated by a difference, and the time step between 

solution points will be kept small (less t han 10 i^sec) to ensure accuracy. Armed with 

Equat ions (73) to (75), it is now possible to calculate the rectifier input cur ren t at each 

time step. To find the equation for va when the utility is disconnected, the rectifier 

cur ren t term is added to Equat ion (56): 

lPV,k =lR,k +lL,k + lC,k +lm,rect,k ('") 

When the utility is disconnected bu t D is not conducting, Equat ion (58) is used to find 

va. When D is conducting, the equat ions for the cu r r en t s drawn by the load 

components are subst i tu ted in to Equat ion (76), which is then solved for va: 

. _ . (C+Crec>a,k-l _ 

•PV,k lL,k-\ "*" t —t *o,rect 

/,-/,_, y(c+crecl) v i
 (77) 

^ h-h-i R 

This nonl inear load model was incorporated into the MATLAB program. In order 

to ascer ta in the effect of the nonlinear load, n u m e r o u s s imulat ions were performed with 

linear and nonl inear loads for comparison. In each case, the total real power of the load 

was kept cons tan t a t 4 kW. The rectifier parameters were Crect 2.9 m F (chosen to give a 

5% ou tpu t voltage ripple) and Io.rect = 2.95 A (approximately 1 kW of load a t an outpu t 

voltage of V, or 2 5 % of the total real power). For the linear (RLC) portion of the 

load, the pa ramete r s selected were R = 14.4 Q (if the rectifier was not present) or 19.2 Q 

(if the rectifier is present), L = 1 mH, and C = 7.1 mF. This represents a load which lies 
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demonstrate whether the addition of the rectifier could somehow widen the NDZ such 

that such loads now lie within the NDZ and result in failure to detect islanding. 
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Figure 74. Frequency-vs-time behavior of an AFD-equipped PV system with a 

linear (RLC) load and a nonlinear load (RLC plus the half-wave rectifier). Dashed 

heavy lines with hollow markers indicate curves for the nonlinear load; solid 

lighter lines with filled markers indicate curves for the linear load. 
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Results 

An example of the results is shown in Figure 74. This figure shows the 

frequency-vs-time behavior of the AFD-equipped system for two of the loads shown in 

Figure 55. Interestingly, the results in Figure 74 indicate that the system behaves as 

ifthe load were a linear parallel RLC combination but with a slightly larger capacitor. In 

fact, if a "time averaged" value of Crect is calculated by multiplying it by the ratio of the 

diode conduction time per period to the total period (the duty cycle of the diode), and 

this time-averaged Crect is added in parallel with that already present in the RLC load, 

keeping the total real power consumption constant, then the frequency-vs-time behavior 

of this new RLC load corresponds very closely to that of the RLC-plus-rectifier load. 

This also is demonstrated in Figure 74. The nonlinearity of the rectifier appears not to 

have affected the function of AFD at all. Thus, computer modeling and theoretical 

considerations both suggest that such nonlinear loads will not have a significant effect 

on the operation of AFD or AFDPF. 

The islanded behavior of induction motors connected to the utility supply 

Procedure and results 

The dynamic behavior of single-phase induction motors is complex. Fortunately, 

there are several excellent texts on the subject [69,70,71], and these will be drawn upon 

heavily in this section. There are two basic relationships which govern this behavior. 

The first is the "swing equation", which basically is Newton's law F = ma applied to the 

rotor of the motor: 

dt ®mJ /. ~ Pelec ~ ^mech C 7 8 ) 
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motor and its rotating load, Peiec is the electrical power input to the motor, and Pmech is 

the mechanical power output of the motor. The second relationship is the motor's 

equivalent circuit, shown in Figure 75. It interrelates the electrical parameters and also 

accounts for the rotation of the motor through the parameter S. S is called the "slip" 

and is a measure of how much the rotor is "slipping" with respect to the rotating 

magnetic fields in the machine. S is defined by 

cov - c o , 
S = — ' 

co, 
(79) 

Figure 75. Schematic of a single-phase induction motor. 
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number of pole pairs in the motor). When the motor is runn ing and in steady state, S 

will be a small nonzero n u m b e r (on the order of 0.05, depending on the design of the 

machine). 

A highly simplified t rea tment of the single-phase induction motor 's behavior as 

par t of the load in a n island is possible if one a s s u m e s t ha t the difference between 

electrical power input and mechanical power ou tpu t remains small (a "small-

d is turbance" case). In this case, the swing equation indicates tha t the rotational 

frequency of the motor will not change appreciably ( m/j. « 0). With this assumpt ion , 

under islanding conditions and a s suming tha t the PV power and load power are closely 

matched and have a similar power factor, the impedance of the motor will change as the 

PV PCS alters the frequency of the exciting cur ren t (iW) due to the changes in the 

impedances of the reac tances and the changes in the res is tances because of the change 

in the slip. The change in slip is apparen t from Equation (35), since the motor 's 

rotational frequency is a s s u m e d cons tan t over the time interval being considered. The 

derivative of Equation (79) 

dS CD„, 
" T (80) 

d®s (0^ 

shows tha t the change in S will have the same sign a s the change in cos; tha t is, if cos 

increases , S will increase. When an induction machine is operating u n d e r normal 

conditions, S is small (« 0.05). Likewise, the changes in S caused by the PV PCS will be 

small for small changes in cos. If the case of a sudden increase in frequency (the worst-
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case scenario which will give the largest impedance change in the motor) is considered, 

the impedance of the motor will change, but the amount of the change will not be large. 

Therefore, this simple model suggests that the presence of an induction motor in the 

island would not significantly affect the performance of either AFD or AFDPF. In fact, it 

suggests that the motor can cause the islanding prevention method to work better, 

because as the impedance changes the motor's current draw will change and cause the 

voltage in the island to change, introducing another method by which the PV system 

can detect the islanded condition and trip. 

This reasoning is best illustrated by an example. Consider a 60-Hz, 120 V, 4-

pole, single-phase induction machine with the following parameters [68]: 

R, = 10Q 

XL] = XL2 -12.5Q 

R2 = 11.5Q 

Xm =250Q 

S = 0.05 

Under normal conditions, the rotational frequency of the motor is 28.5 Hz from 

Equation (79), and the motor's equivalent series impedance is 71.67 + j'76.16 Q 

(104.6Z46.74°—notice that the power factor of the motor is very low, 0.685 lagging). 

The motor draws a current of 1.15Z-46.740 A. Assume that there is sufficient capacitive 

compensation in the island that the PV system does not trip immediately on a phase 

error, and disconnect the utility. Now if the PV system suddenly increased the 

frequency to 60.5 Hz (the largest upward jump which would not trip the OFR) while 

keeping the power constant, since the motor's rotational frequency cannot change that 

rapidly the slip becomes 0.058. With this parameter, the motor's new series impedance 

is found to be 70.30 + J67.78 Q (97.65Z43.950). The change in the magnitude of the 
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itself. If the current being fed into the motor has the same magnitude as before the 

utility was disconnected (1.15 A), then the new voltage at the motor terminals would 

have a magnitude of 112.3 V, which is comfortably within the voltage trip limits of the 

PV system. Thus, according to this simplified treatment, the change in impedance with 

frequency caused by the presence of the motor will not cause a change in the NDZ of 

AFD or AFDPF. 

Similarly, if the frequency were to undergo a step change in the downward 

direction to 59.5 Hz, the slip would suddenly change to 4.2%, and the impedance of the 

motor would increase. In this case also, the change is not large enough to cause a 

voltage trip. 

Two important facts, one general fact and one caveat regarding this simplified 

treatment, should be noted at this point. The general fact is this: it was pointed out 

that the above real-world single-phase induction motor has a very low power factor, 

0.685 lagging. Not all induction motors have power factors this low, but all do have a 

lagging power factor. Islanding of a motor of this type, if it were not capacitively 

compensated by some other part of the local load, could easily be prevented by phase 

jump detection or by the OFR/UFR. 

The other fact, the caveat, is this: the above modeling essentially ignores the 

interaction between the electrical and mechanical systems. This has been justified by 

the assumption that Peiec - Pmech * 0, so that the mechanical speed of the rotor could be 

assumed constant. The swing equation is thus effectively removed from the model. 

Such a simplification may not be justified in practice, with real motors and real loads. 

Experimental results 

Unfortunately, the results of recently-conducted experiments at Sandia National 

Laboratories and elsewhere appears to contradict the results of the simplified treatment 
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of the motor. Many researchers have concluded that in fact the presence of induction 

motors in islands tends to increase run-on times of converters using islanding 

prevention methods which depend on a frequency change [31,60,61]. In fact, one recent 

study suggested that, in the case of AFDPF and schemes like it, the worst-case load was 

a capacitively-compensated induction motor with a large rotational inertia, such as a 

bench grinder [63]. In this study, run-on times as long as 180 cycles were reported for 

high-Q, resonant, parallel RLC loads, but indefinite run-on times (requiring operator 

intervention to stop the PCU) were obtained when the load consisted of a capacitively-

compensated induction motor attached to a pair of large grinding wheels that acted as 

flywheels. 

The commonly-believed explanation for this behavior is that the kinetic energy of 

the rotating load drives the induction motor as a generator, supplying a voltage at the 

motor's terminals that counteracts the normally-expected change in frequency. 

However, an examination of Equations (78) and (79) along with Figure 75 does not 

appear to support this theory. In order for the motor to generate, the slip must become 

negative, so that a negative resistance appears in the equivalent circuit. The simplified 

treatment indicates that even with a step change from the nominal to minimum 

frequencies allowed without tripping the UFR, the slip never becomes negative. In order 

to fully understand what is happening in this case, detailed dynamic modeling of the 

capacitively-compensated motor load is required, and such a treatment is beyond the 

scope of the present work. 

Interestingly, there is another factor which may also need to be considered. 

Recall that, in general, the dpf of single-phase induction motors is quite low, and 

therefore in order to obtain a load which draws no reactive power a large capacitor must 

be connected in shunt across the motor's terminals. The reactive power draw of 

induction motors can be large, indicating that a large capacitance would be required to 
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reduces the effectiveness of AFDPF, and therefore it may be the large capacitor and not 

the motor which leads to the longer run-on times. 

The paramete rs of the loads used in the tes ts described above are listed in Table 

9. The inductance used in the parallel RLC load case (no motor) drew approximately 95 

VARs a t 117 VRMS, meaning tha t the value of L was approximately 381 mH. This L 

would be compensated at 60 Hz by a capacitance of about 18.4 \iF. However, the 

induction motor used in the tes ts drew 247.7 VARs at 117 VRMs, which would be an 

equivalent inductance of about 147 mH. The compensat ing capaci tance would be about 

48 |uF, more t h a n twice the value used in the no-motor case. In both cases , the real 

power consumpt ion of the load is relatively low, indicating tha t the value of R is 

relatively high. This factor also h a s been shown to decrease the effectiveness of AFDPF. 

It is possible that , a t least in part , the longer run-on t imes seen with induction motors 

Table 9 . Comparison between RLC and induct ion motor load parameters used in 

comparisons of run-on t imes . 

Parameter Value in RLC load Value (or equivalent) in 
induct ion motor load 

Real power consumpt ion (W) 58 112.8 
1 Inductance (mH) 147 381 
| Compensat ing capaci tance (|LJF) 18.4 48 J 
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where AFD and AFDPF are known to be less effective, and the value of R is high, which 

is known to reduce the effectiveness of both methods. Further investigation of this 

situation is warranted. 

The islanded behavior of a constant-power load 

Procedure 

Constant-power loads are becoming more prevalent in many applications. This 

category includes any loads which have switching converters regulating their power. If 

we assume the efficiency of the switching converter to be constant, then its power input 

is regulated as well, and the utility effectively sees a constant-power load. Adjustable 

speed drives and switching power supplies for electronic equipment such as computers 

fall into this category. Note that most constant-power loads are actually also producers 

of harmonic current; however, it was shown previously that significant amounts of 

harmonic currents do not affect AFD, and therefore this nonlinearity of constant-power 

loads will be neglected. 

Constant-power loads are usually designed to draw current at as close to unity 

dpf as possible. Therefore, a constant power load can be represented by a variable 

resistance rP which depends on the utility voltage. If Va is the RMS value of the PCS 

terminal voltage va and P is the constant power draw, then r? can be found by 

V2 V2 

P-^r,---- <8„ 

The impedance of a parallel RLC load with a constant-power component then becomes 
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z = 
1 

\ p ( 1 
+ ~^~ + 7 coC- —-

(82) 

Let us first examine the effect of a constant-power load on v j , the magnitude of 

the voltage va. Since 

\Va\ ~ \lPV Unload] (83) 

the magnitude of va may be expressed as 

v j = 
PV 

/R + A 

/ iKload 

+ X' 

(84) 

where P' = 2P to compensate for the fact that v I =y/2Va and X = coC- L 
coZ Note 

that |vfl| appears on both sides of Equation (84). Solving Equation (84) for this quantity 

yields 

v J = 

- , i / 

R -\i 
load 

PV 

+ 
R + X' 

load 

-|2 

Kad \IPV< 

R + X: 

load 

- 4 
P 

R + X' 
load 

(85) 
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be differentiated with respect to w to obtain 

4^ 
dco 

-{-b + ylb2-4c} 
db 1 db dc uu i r^ uu uc 

+ <-Jb24c\-\2b - 4 
dX [2 I 1 flHT <flT 

^ Y 

t/co 
(86) 

where 

From these definitions, 

b = 

c = 

R, . ~\1PV\ 
vload 

R 

P 

2 +X2 

load 

•2 

*L + x-

db \P/ 
' / 1 I2] \2X] 

dX~ 

dc 

V , 4- Y2 
/ „2 + vi 

_ / ^load 

2XP2 

12 

dX~ 1/ ,2 +X2 

'load 

2 

dX__ 

dco Leo 

(87) 
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Expressions for \va\ and its rate of change with respect to frequency have now 

been derived. From these, plots of vfl and its rate of change for i?ioad = 14.4 Q, L = 1 

mH, C = 7.03 mF, and several values of P' are shown in Figure 76 and Figure 77. Note 

also that \ipv | has been scaled so that, for each value of P, the load and PV power are 

balanced at 60 Hz. Figure 76 shows that the voltage magnitude response becomes 

steeper as the constant-power demand increases. The results in Figure 77 are 

consistent; the absolute value of the rate of change of |vfl | increases more rapidly as the 

constant power load demand rises, although the change is very small. This suggests 

that the presence of a constant-power load in the island will reduce the size of the NDZ 

of AFD or AFDPF because the range of loads that does not lead to a voltage trip will be 

reduced. Also, the amount of this reduction will not be large. 

To understand why this occurs, consider the example case used in Figure 76 

and Figure 77. L and C are near resonance at 60 Hz (-377 rad/sec), meaning that \Z\ 

is near its maximum value. When the frequency begins to shift under the control action 

of AFD or AFDPF, the magnitude of Z begins to decrease. Since p'/.̂  is fixed, if \Z\ drops 

then Equation (83) tells us that vfl must also drop. However, this decrease in va 

leads to a reduction in rp, and since \Z\ depends on the inverse of rp this will cause an 

additional decrease in \Z\, beyond what would have occurred without the constant-

power load component. Therefore, in a sense, there is a "positive feedback" action of the 

constant power load on the voltage magnitude; the presence of a constant power load 

causes any deviation in vfl to be reinforced. 
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Figure 76. Voltage magnitude as a function of frequency in the presence of a 

constant-power load. Calculated using Equation (85). 
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Figure 77. Plot of —— , calculated from Equation (86). 
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CHAPTER IV 

CONCLUSIONS 

Results and contr ibut ions of this work 

The work presented in this thesis provides several significant contributions to 

the field of photovoltaics. 

1.) A simplified procedure for modeling curved PV arrays was developed and shown to 

be useful not only for designing and optimizing such systems but also for obtaining 

theoretical predictions about these systems which can be used diagnostically. This 

procedure involves the use of a new efficiency derating factor called the curvature 

derating factor. Methods for obtaining a value for this parameter from existing 

software were described, and it was shown experimentally, using the GTAC PV 

system, that the procedure yields valid results. 

2.) A detailed study of the use of computer modeling in the design, optimization, and 

monitoring of a large UIPV system was conducted. The performance penalty 

incurred by the non-optimal orientation of the GTAC array was quantified, the PCU 

choice was justified on the basis of power rating and total system efficiency, and the 

general accuracy of the PV systems modeling programs was demonstrated. 

3.) Quantitative evidence was provided to reveal that, in fact, the four standard relays 

alone are not sufficient islanding protection, and further islanding prevention 

methods are required to guarantee the safety of personnel and integrity of 

equipment. 
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4.) A quantitative comparison of existing islanding prevention methods is presented, 

including the first-ever mapping of their nondetection zones in Cn0rm vs. L space, 

and a determination of which of these methods is the most effective in preventing 

islanding. The conclusion was that the best available islanding prevention method 

at the beginning of this work was the slide-mode frequency shift (SMS) method. It 

was further demonstrated that the mapping in dorm vs. L space provides vital 

information about islanding prevention methods which is overlooked in mappings in 

the traditionally-used "power mismatch space". 

5.) The first thorough and quantitative analysis and characterization of the AFD method 

of islanding prevention was presented. This analysis showed that, contrary to 

conventional wisdom, AFD has serious weaknesses and does not compare favorably 

with methods such as SMS. 

6.) A novel improvement to AFD was developed through the addition of positive 

feedback to create AFDPF. AFDPF is described and analyzed, and it is shown to be 

among the best available, if not the best available islanding protection. 

7.) An analysis of the effect of AFDPF on system transients and power quality was 

performed. This analysis was used to describe some practical considerations when 

using AFDPF, and it was shown that by proper selection of parameters it is not 

necessary that AFDPF create significant problems in the utility system. It was 

further shown that AFDPF remains effective in the multi-inverter case. 

8.) An investigation was conducted of the impact of nonlinear (harmonic-producing) 

loads, direct-connected motors, and constant-power loads on the NDZs of AFD and 

AFDPF. This investigation indicated that nonlinear and constant-power loads have 

little or no effect on the NDZs, but the effect of induction motors is still unclear. 
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Recommendations for further work 

Several possible avenues for future work have been revealed during the course of 

this research. Some of the most important are listed below. 

1.) There is a need for a software package which integrates I-V curve modeling with POA 

irradiance calculations on multiple surfaces, or which at least automates the 

procedure described herein for modeling curved PV arrays. It is believed that the 

number of PV systems with curved arrays will rise dramatically within the next two 

decades as innovative PV building products are developed, and PV system designers 

will require tools which can deal with these systems with maximum accuracy and 

speed. A significant window of opportunity exists for developing user-friendly, 

Windows@-based software which can accomplish these tasks. 

2.) The use of power line carrier (PLC) communications for islanding prevention is very 

much an open issue. Much study is possible on the types of signals best suited for 

this application; the optimum locations of PLC signal transmitters within the utility 

network; and multiple uses for PLC signals (for example, designing a receiver that 

uses a PLC signal normally used for automatic meter reading to detect utility 

disconnection reliably). 

3.) In this work, the use of positive feedback to reinforce a deviation in frequency has 

been explored and shown to be highly effective in preventing islanding. However, it 

is also possible to use positive feedback to reinforce deviations in other parameters, 

such as the node-a voltage. Schemes of this type are being investigated by several 

researchers at this time, and in fact the SFS method mentioned under Subtask 2.4 

has a companion islanding protection method called Sandia Voltage Shift (SVS) in 

which the PV system's output current is controlled in such a way as to increase any 

deviation in va. SVS has been shown experimentally to be highly effective in 
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islanding prevention, possibly even more effective than SFS. However, it poses 

several technical challenges in terms of converter/ MPPT design and also in terms of 

the effects of such a scheme on steady-state power quality and transient response 

when penetration levels are high. More research is needed to determine whether 

these challenges may be overcome while still preserving the effectiveness of this 

method. 

4.) The behavior of induction motors in islands warrants further examination. This 

work uncovered the fact that it is not known why induction motors tend to result in 

longer run-on times than RLC loads without induction motors. Perhaps if this 

question could be answered, more effective islanding prevention or more reliable 

PCU tests would result. 
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AQUATIC CENTER PHOTOVOLTAIC SYSTEM AND DATA ACQUISITION 

SYSTEMS 

Introduction 

The Georgia Tech Aquatic Center (GTAC), located near the southwest corner of 

the Georgia Tech campus , was the site of the aquat ic events of the 1996 Summer 

Olympic and Paralympic Games in Atlanta. Mounted on the roof of this facility, is the 

GTAC photovoltaic (PV) array. It is comprised of 2,856 modules and is rated at 342 kW. 

At the time of its installation, it was the world's largest roof-mounted PV array. 

This Appendix describes the electrical and physical layout of the PV system, and 

the associated da ta acquisition system (DAS) which monitors the performance of the 

system and collects measu remen t s of several important meteorological parameters . 

These sys tems were, in effect, the "experimental appa ra tus" used for the work 

performed unde r Task 1. 

Electrical design of the PV system 

The PV modules 

The electrical design of the PV system begins with the PV modules themselves. 

The modules used in this installation are Solarex MSX-120 modules. Each module 
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performance specifications of this module are given in Table Al- 1. These modules have 

a low-iron tempered glass front encapsulation, which also provides structural rigidity 

(i.e. the "structural front" design) and a Tedlar vapor barrier on the back, surrounded by 

a bronze-anodized extruded aluminum frame. 

Array layout 

The modules are connected in a DC array configuration. Twelve modules are 

connected in series to form a "series string" to provide the desired voltage for the 

system, and then 238 of these series strings are connected in parallel to achieve the 

desired power. This configuration is shown in Figure Al-1, and the resulting array 

parameters are given in Table Al- 2. Interconnection of the modules in this array was 

simplified by the plug-in pin-and-socket type connectors provided by Solarex. The pin-

type ("male") connector from each module is the negative terminal; the socket ("female") 

is the positive. 

The National Electric Code (NEC) states that photovoltaic systems cannot 

produce DC voltages in excess of 600V. Therefore, it is important to choose the number 

of modules in series such that the maximum voltage produced by the array will not 

exceed this limit. This maximum array voltage is its open circuit voltage, which 

increases as temperature decreases. Underwriters' Laboratories (UL) recommend using 

the lowest known ambient temperature at the site with the known module voltage 

derating coefficient in calculating this maximum voltage. 
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DC-side cu r ren t collection 

The DC-side cur rent collection scheme is shown in Figure A1-2. Note tha t all 

the components in Figure A1-2 are par t of the "+"-side of the array shown in Figure Al-

1. The "-" leg, or re turn leg, is actually connected to ground. 

Table A l - 1. Solarex MSX-120 module parameters. 

Parameter Value 
Modules used Solarex MSX-120 (24V configuration) 
Module area 1.1118 m2 = 11.97 ft2 

Voc 42.6 V 
Isc 3.8 A 

v m p 34.2 V 
Amp 3.5 A 
i m p 120 W 

Fill factor 0.7394 
Module efficiency 10.8% 

K-VOC -0.146 V/«C 

K, -0.38 %/°C 
NOCT 45°C 

Test condit ions 1 k W / m 2 i rradiance with AM 1.5 spec t rum, Tmoduie = 25°C 
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Figure Al-1 . Schematic of Aquatic Center roof PV array configuration. The dotted 

line through the array is the crest of the roof curvature and the location of the 

access catwalk. Series strings shown above that line face north; all others face 

south. 

Table Al- 2. Array parameters. 

Parameter Value 
Array power rating 341280 kWp 

Array configuration 12(s) x 238 (p) = 2856 modules 
504 modules on north-facing roof slope 
2352 modules on south-facing roof slope 

Nominal array voltage 410.4 V 
Nominal array current 833 A 
Array area 3162.1 m2 = 34,037 ft2 

Measured average array tilt: south-facing 
side 

6.4° up from horizontal 

Measured average array tilt: north-facing 
side 

5.9° up from horizontal 

Measured array azimuth 12° west of south 
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Figure Al-2. DC-side current collection scheme showing combiner boxes (©), 

rooftop disconnect switches (©), collection circuits and feeders ((D). Note also the 

further subdivision of the array into "sections". In each column, each of the four 

rooftop disconnect switches © controls one "section". 

Series string combiners 

The boxes labeled © are string combiner boxes; each of these combines the 

output of two series strings. The combiner boxes used in this installation are Ascension 

Technology source circuit protectors. Fuse protection is provided for each series string 

connected to the box. The source circuit protectors contain the blocking diodes 

necessary in the DC array design configuration; each box contains one blocking diode 

per series string. These prevent shadowed or damaged series strings from operating in 

a region of the I-V curve in which they absorb power. A surge suppressor is provided in 
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the combiner box to prevent transients from getting to or from the series strings. The 

combiner boxes are series-connected up to the current limit of the device, for a 

maximum of five boxes in series. Thus, in each column, there are four "collection 

circuits" as shown in Figure A1-2. All conductors used on the roof are run through 

conduit, and the cables themselves are Type RHH/THHN, with insulation rated at 90° F. 

Type RHH/THHN cables are rated for use in humid or moist environments, and most 

can tolerate direct sun exposure. The boxes also include a ground lug to which is 

connected a bare copper wire for grounding the frames of the PV modules. Without this 

ground, it would be possible for the metal module frames to float above ground potential 

if a short should develop within the module which connected the cells to the frame. 

This failure mechanism is frequently seen; therefore, in this array, every single module 

frame is grounded to a ground lug in a combiner box. 

Rooftop disconnect switches 

The boxes labeled © are the rooftop disconnect switches mounted on the 

catwalk. These contain three-pole DC disconnect switches and give the ability to isolate 

any of the four collection circuits in each column. These switches are wired such that, 

when the switch is thrown, the fuse is isolated, but the grounded negative leg of the 

circuit is not broken, thus maintaining ground continuity. A bar of copper with size 

chosen to match the conductor ampacity is inserted into the fuse bracket of the first 

pole. A jumper wire, again sized to match the conductors, is inserted between the first 

and third poles, and a fuse is inserted into the fuse bracket of the third pole, thus 

completing the circuit. This fuse is intended to protect against faults on the array itself. 

The second (middle) pole of the switch is not used. The box itself is connected to the 

system ground. 

Each column in the array is separated into four sections, each with its own 

disconnect switch as shown in Figure A1-2. The arrangement of switches and 
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connections is as shown in Figure A1-2; a person standing in front of the switch boxes 

would see, from left to right, disconnect switches for sections 1, 4, 3, 2 in that order. 

The two boxes on the left are smaller because their ampacities need not be as high since 

fewer series strings are connected to them. 

Power transport to the inverter room 

Jus t downstream from the disconnect switches, the four collection circuits are 

combined to form a main DC feeder. At point ©, there are seven of these feeders, one 

for each column. The feeders run through conduit down from the roof, where they go 

underground and run the length of the building back to the inverter room. 

The main DC collection switchboards 

In the inverter room, the layout of which is diagrammed in Figure A1-3, there 

are two main DC collection switchboards. These switchboards, made by Siemens 

Energy and Automation Division, are near the corner of the inverter room in large grey 

cabinets. The seven lines from the roof first enter a switchboard (the "first DC 

switchboard") with a separate circuit breaker for each feeder (seven circuit breakers). 

These breakers protect against faults between point ® in Figure A1-2 and the first DC 

switchboard. The seven feeders, after passing through the seven breakers, are joined on 

a common bus into one main feeder. This main DC bus is in turn connected through 

another circuit breaker, the main DC circuit breaker, to the power conditioning system 

(PCS). This breaker protects against faults between the DC collection switchboard and 

the PCS. This main breaker is wired in a slightly unusual way to ensure proper 

operation. It is a standard three-phase AC breaker. To ensure that it will trip under 

the proper conditions, all three poles must be energized; therefore, the positive leg of the 

DC bus passes through one pole and is doubled back through a second pole. The 

negative leg passes through the third pole. Note that the main breaker does break the 
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negative leg of the DC circuit. The ground leads coming down from the roof pass 

through the DC switchboard cabinets directly to the ground bus of the power 

conditioning system (PCS) without passing through any switches. This is necessary to 

allow the PCS to properly detect ground faults on the system. It should be noted that 

two of the ground leads from the roof are connected to the ground rail of the main DC 

breaker cabinet. Another, much smaller cable runs from this ground rail through the 

conduit to the system ground in the DC isolation switch box on the PCS cabinet, thus 

grounding the DC switchbox chassis. The reason for the connection of two of the roof 

grounds to the ground rail in the main DC breaker box is unclear; however, it 

introduces a situation of two heavy-gauge grounds being connected to earth ground via 

a lighter-gauge cable. 

The power conditioning system (PCS) 

Functional /electrical description of the PCS 

The PCS in this installation is a 315 kW unit supplied by Trace Technologies, 

Inc. (formerly Kenetech Windpower). A block diagram of the PCS is shown in Figure Al-

4. The PCS is equipped with a "no-load-break" switch which isolates it from the array; 

this switch is shown in Figure A1-4 between the array and the boost stage. The term 

"no-load-break" means that the switch does not have the capability to interrupt the full 

array current, and therefore it cannot be opened while the DC-side line is energized. 

The array must be disconnected by opening the main DC breaker, all seven main feeder 

breakers, or all 28 of the 
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Figure A l - 3 . Layout of the inverter room. EX stands for "existing"; these are 

other devices (lighting panels , breaker boxes etc.) which are not part of the PV 

sys tem. The first DC breaker box containing the s even feeder breakers is labeled 

"DC SW 1"; the main DC breaker cabinet is "DC SW 2". The arrows between 

components indicate the power cable conduit runs. 
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Figure A1-4. Block diagram of the Aquatic Center PV s y s t e m power condit ioning 

s y s t e m (PCS). The boost stage s teps the (variable) array voltage up to 7 5 0 VDC; the 

inverter bridge is an IGBT bridge circuit that performs the inversion. The 

capacitor be tween the DC-DC boost stage and the inverter bridge is the "DC link". 

rooftop disconnect switches before the no-load-break switch can be opened. A similar 

switch (not shown in Figure Al-4) is supplied on the AC side, to isolate the PCS from AC 

power. Both of these switches should be locked open before the inverter cabinet is 

opened. Normally, the switches should be locked in the closed ("1") position. 

The power switching stages of the PCS uses 1200V, 1200A insulated gate bipolar 

t rans is tors (IGBTs) a s the semiconductor switches, switching at 6 kHz. The converter 

topology conta ins twelve IGBTs divided into two sets . One set forms a DC-DC "boosts-

type converter, with the switches acting in parallel; the other is a six-switch, three-
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both the boost stage and the inverter bridge. In the boost stage, the control variable 

used to determine the PWM duty ratio is the array power output; the switching 

function is controlled so as to keep the array operating at its maximum power point. In 

the inverter bridge, by sinusoidal modulation of the duty ratio, an output waveform with 

a large fundamental-frequency component (at the frequency of the sinusoidal 

modulation) but with small low-order harmonic amplitudes is obtained, allowing for 

easy filtering to obtain the desired sinusoidal output current. The inverter bridge 

switching is also controlled in order to maintain the DC link voltage at 750 V. The 

bridge is self-commutated, allowing for a near-unity power factor. However, the line 

voltage waveform is used by the inverter controller as a template for the output current 

waveform (i.e. to modulate the IGBT duty ratios). The line filter just downstream from 

the inverter bridge removes unwanted harmonics from the bridge output, particularly 

harmonics at and above the switching frequency. Because of its size, the line filter is 

contained in a separate enclosure from the rest of the PCS. The manufacturer's 

specifications state that this configuration produces an output current waveform with 

less than 5% THD at full load. 

It is important to note that the PWM output waveform of the inverter bridge is 

asymmetric about zero; that is, its maximum value is the voltage across the DC bus, 

and its minimum is zero, since the DC bus is not grounded at its center and is not 

neutral-point controlled. Therefore, this output waveform has a DC component 

approximately equal to half the DC bus voltage. To prevent injection of this component 

into the grid, a three-phase isolation transformer is provided on the AC side between the 

bridge and the grid. This transformer is A-Y connected, with the Y on the delta side. 

The center of the Y is grounded. This isolation transformer is the only mechanism in 

this inverter for prevention of DC injection into the grid. 
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performance specifications of the PCS. The efficiency quoted for the PCS is its efficiency 

unde r "full load" conditions; tha t is, when the PV array is producing power equal to the 

PCS's con t inuous rat ing (315 kW). The efficiency is not cons tan t u n d e r all loading 

conditions, however, and Figure A1-5 shows a curve of the PCS efficiency vs. PV array 

power production. 

Table A l - 1 0 . Specif icat ions of the Aquatic Center array PCS 

| Parameter Value 
1 Cont inuous rated DC (PV) power input 315 kW 
[ Maximum rated DC (PV) power input 324 kW 
1 Nominal DC-terminal voltage 380V 
1 Maximum DC-terminal voltage 600V 
1 Efficiency 9 5 % at full load 
1 Ou tpu t power factor 1.00 
1 THD of AC ou tpu t cu r ren t < 5%, in compliance with IEEE-519 
1 Semiconductor switching device IGBTs rated at 1200V, 600A 
| Switching frequency 6 kHz 1 
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Figure Al-5. Efficiency of Trace 315 kW PCS as a function of PV power input, x-

axis values are in terms of "fractional loading", which is the input power to the 

PCS (in this case the PV array's power production) divided by the PCS's continuous 

rating. 

Control functions 

The PCS provides many control and protection functions for the system. 

a.) Maximum power point tracking: the PCS uses a "dithering" scheme in which the 

PV array's output current is changed in 5A increments and the resulting output 

power is calculated. If the power has increased since the last increment, the 

next 5A increment will have the same sign (i.e. be in the "same direction"); if the 
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power has decreased, the sign will be reversed in subsequent increments. The 

current is incremented as follows: to increase the current flowing through the 

inverter, the controller will increase the switch "on" time in order to raise the 

amount of current flowing in the (very large) inductor in the boost stage. As the 

boost stage increments the current from the array, the capacitor voltage will 

tend to increase. The inverter switching function is controlled to maintain the 

750 VDC across the link capacitor. In this way, the PV array current is controlled 

such that it operates at or near its maximum power point at all times. 

Self-protection: DC overvoltage and overcurrent and also overtemperature 

conditions are monitored by the PCS's control system. Device protection is 

accomplished in part by an "over-power" protection function: if the input power 

from the array attempts to go over 324 kW, the maximum power point tracking 

circuit acts as a limiter and prevents the array current from increasing, thus 

preventing the PV array output power from exceeding 324 kW. 

Islanding protection: AC-side over/undervoltage and over/underfrequency 

monitors are included in the PCS's control system to enable detection of 

islanding from the utility grid. In addition, if the grid voltage decays to zero, the 

template for the inverter bridge output current also goes to zero, meaning that 

the inverter output current in turn will vanish. 

DC-side ground-fault detection: the PCS is capable of shutting down the system 

in the event of a short to ground on the DC side. A current sensor is provided 

on the ground bus from the PCS to the actual earth ground. When large 

currents in the ground bus are detected, some type of ground fault exists and a 

command is generated to stop power production and disconnect the PV array. It 

is because this function is provided in the PCS that it is important for the array 

ground lines to pass directly from the roof to the PCS ground bus, with no other 
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ground pa th . If ano the r ground pa th were provided, two conditions would exist: 

first, the PCS may not detect the ground fault because cur ren t flow would be 

divided between the multiple ground pa ths ; and second, if the fault were 

detected, the PCS would be unable to in terrupt it because the fault cur ren t could 

cont inue to flow through the other ground pa ths . The PV array would 

indefinitely feed the ground fault with essentially its short-circuit current , which 

would very likely lead to a fire. 

e.) Lightning protection: MOV surge ar res ters are provided on both the AC and DC 

terminals for the purpose of preventing high-voltage lightning-induced t rans ients 

from reaching the semiconductor switches. 

f.) Automatic normal s t a r t -up and shut-down: the PCS automatically begins 

conditioning power each morning when the array voltage exceeds 400V and 

remains above t ha t level for five minutes . The extra time is inserted to prevent 

the system from "cycling", or s tart ing and stopping repeatedly. Similarly, the 

system automatically "sleeps" a t night, shu t t ing down when the array power 

drops below 3kW a n d remains below tha t level for fifteen minutes . This long 

time interval is required to prevent the system from cycling dur ing the passage 

of unusua l ly dark clouds. 

The isolation t ransformer 

The AC ou tpu t of the PCS is then fed into the main isolation transformer, which 

is 480 VA-480 VY connected. This transformer provides electrical isolation from the grid 

and also prevents passage of the DC component of the ou tpu t of the inverter bridge into 

the grid. A circuit breaker is provided on one side of the cabinet. This breaker 

frequently t r ips dur ing s t a r t -up due to in rush cur ren ts ; more t h a n one a t tempt is 

usually necessary to reclose it. 
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There are two main system circuit breakers. The first is a standard, three-phase 

AC breaker located on the system's AC switchboard. The second is a specific protection 

system made up of three different components. The first, called an 86 device, is a 

locking circuit breaker. This is the actual switch that disconnects the PV system from 

the building service entrance. This 86 device can be tripped by either of the other two 

components: a phase imbalance detector and a device called a "32 device". 

The phase imbalance sensor monitors the current flows in the three phases 

coming from the PV system. In the event that an unbalance condition occurs, 

indicating any of a number of abnormal operating conditions, the phase imbalance 

sensor "trips" (opens) the 86 breaker, which locks open and disconnects the PV system 

from the grid. 

The 32 device monitors the direction of power flow in the main isolation 

transformer. If the power flow attempts to reverse, flowing from the grid to the PV 

system, the 32 device trips the 86 breaker and disconnects the system. The threshold 

value of reverse power flow, above which the 32 device generates a trip, must be chosen 

carefully to avoid false trips due to the array going off-line at night. To avoid this 

problem, the designers of this installation realized that the core loss of the main 

isolation transformer will appear to the grid as a load when the PV system is off-line, 

and this is a normal condition in the case of nighttime PV system shutdown. Therefore, 

this core loss is used as the threshold value for reverse power flow. If the reverse power 

flow is at or below this threshold, no trip is generated. However, if reverse power flow 

exceeds this core loss, an abnormal condition exists, and the 86 device is tripped. 
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The array is protected against lightning strikes by two air terminals, one located 

on each main steel support structure at either end of the roof. These air terminals were 

designed by Lightning Arrestor of America, Inc. Each is designed to provide a radius of 

protection of approximately 250 feet. The air terminals are bonded directly to the steel 

support structure and are thus grounded via this structure. There is no other ground 

connection for these terminals. The installer reports testing the resistance from the air 

terminal to ground at "not more than 5Q", which is deemed sufficient for this 

application. One potential problem with this arrangement is that the aluminum roof 

skin is also electrically connected to the steel support structure and is thus in the 

ground path for the air terminals. In this way, the roof appears as a shunt-connected 

resistance between the two air terminal-to-ground paths, and in the event of a lightning 

stroke on either terminal, part of the current could travel through the roof structure to 

the other ground path. The resistance offered by the roof is unknown, however; it could 

well be much higher than the 5Q specified for the air-terminal-to-ground path, and in 

that case the current through the roof could be negligible. 

Physical design of the PV array 

Module mounting scheme 

The roof structure provides a convenient way to mount the PV array. In Figure 

A1-6, this structure, called a standing-seam design, is illustrated. The array is 

mounted to the roof using clamps that clamp directly to the aluminum standing seams, 

as shown in Figure A1-6. This mounting configuration results in an array-roof standoff 

height of 1.5 inches (the height of the clamps themselves) + 2 inches (the height of the 
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module frames. The array is laid out on the roof essentially as illustrated in Figure Al-

1. There is a two-foot-wide aisle between columns of series strings. This allows a space 

along which maintenance workers may reach all parts of the array. Also, the Ascension 

Technology string combiner boxes and the conduit containing the conductors for each 

collection circuit are placed in these aisles. 

Figure Al-6. Method used in mounting PV modules to the Aquatic Center roof. 
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Since the array is flush-mounted to the roof, its tilt is continuously changing 

with the roof curvature, and thus the orientations of all of the rows of modules will be 

slightly different. The tilt angles of all rows of series strings were measured using a 

protractor with a self-leveling indicator needle. The results of this measurement are 

given in Table Al-11. (The row number-letter designations are taken from Figure Al-1.) 

Also, the azimuth angle of the entire array was measured using a magnetic compass. 

According to the magnetic declination chart supplied by the compass manufacturer, the 

magnetic declination correction required in Atlanta is, conveniently, 0°. For the south-

facing modules, the measured azimuth angle was 12° west of south; for the north facing 

angles, it is 192° west of south, or 12° east of north. 
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Table Al-11. Measured module tilts on the Aquatic Center roof. 

Row designation (from Figure 3-1) Measured tilt angle, ° up from horizontal 
6N 9.75 
5N 8.0 
4N 6.5 
3N 5.0 
2N 3.75 
1N (north side of catwalk) 2.25 
1S (south side of catwalk) 0.0 
2S 0.0 
3S 1.0 
4S 1.0 
5S 2.0 
6S 2.5 
7S 2.5 
8S 3.0 
9S 3.0 
10S 4.5 
U S 5.0 
12S 5.5 
13S 6.0 
14S 6.0 
15S 6.5 
16S 7.25 
17S 7.0 
18S 9.0 
19S 9.25 
20S 9.25 
21S 10.0 
22S 10.0 
23S 11.0 
24S 11.0 
25S 11.0 
26S 11.5 
27S 12.5 
28S 13.0 

210 



The data acquisition system (DAS) 

The Aquatic Center PV array is heavily instrumented for measurement of many 

performance and meteorological parameters, thus allowing for accurate determination of 

the array's performance and enabling thorough research of the system. This section 

describes the DAS, its function, and its operation. The DAS is divided into three 

functional parts: the rooftop DAS, the inverter room DAS, and the data 

communications system, as illustrated in Figure A1-7. 
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Figure Al-7. The Aquatic Center array data acquisition system (DAS), showing its 

three functional units: the rooftop DAS, which collects the meteorological 

parameters, the inverter room DAS, which collects system performance data, and 

the data communications system (which includes all three MD-9's), which allows 

remote retrieval. 

Primary components of the DAS 

Campbell Scientific CR-10 datalogger 

The datalogger is the heart of the DAS. It performs several vital functions: 

212 



can be in any of several forms, including analog voltage signals from 

thermocouples and pyranometers , digital signals such as the s t a tu s indication 

from the inverter, and "pulse" type signals from anemometers . 

b.) It performs initial da ta manipulat ion, such a s conversion of the electrical signals 

into measu remen t da ta with the proper un i t s (scaling, etc.) and averaging of a 

set n u m b e r of da ta points . This averaging is very commonly done in order to 

reduce the required a m o u n t of data storage space. The datalogger can also 

identify maxima and minima, or compute s t andard deviations. 

c.) It s tores this manipula ted data . The CR-10's long-term or "final" storage can 

hold over 29 ,000 processed values. 

The rate at which the raw da ta from the various sensors is sampled, a s well as 

the processing done before final storage, is set in the datalogger's program. This 

program is writ ten on a PC us ing the PC-208 software provided by Campbell Scientific. 

PC-208 conta ins a subprogram called EDLOG which provides a programming language 

for sett ing u p the ins t ruct ions to be executed by the datalogger. In the Aquatic Center 

DAS, all da ta will be sampled every 10 seconds, and averages stored every 10 minu tes 

for all the variables listed below. The PC-208 software also allows real-time monitoring 

and verification of the operation of the DAS. In addition, the program can generate 

tabular or graphical repor ts and check for missing or out-of-range da ta points. 

Campbell Scientific MD-9 mult idrop interface 

The MD-9 interface " translates" serial-port da ta signals to or from a format tha t 

can be sent via coaxial cable. In this way, the MD-9's allow a coaxial "data bus" to be 

built which can connect all the da ta loggers to a single computer for long-term storage 

and remote access to this da ta . In the GTAC installation, use of coaxial cable facilitates 

the long cable r u n s necessary to connect the rooftop and inverter room DAS uni t s . 
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Ribbon (serial) cable is m u c h more susceptible to electrical noise and is m u c h less 

physically robust , and would also be difficult to pull th rough conduit . 

Rooftop DAS 

The rooftop DAS is, a s i ts n a m e implies, mounted on the roof with the PV array 

itself. This uni t of the DAS monitors four meteorological pa ramete rs a s given in Table 

Al -12 . All da ta from all sensors is collected by a CR-10 datalogger mounted in a 

Hoffman electrical enclosure s i tuated roughly in the center of the catwalk on the roof. 

The two pyranometers are also located atop this enclosure. The CR-10 is connected to 

the communicat ion system of the DAS by an MD-9 interface, which is also located in 

the Hoffman box on the roof. The CR-10 is powered by an uninterrupt ible power supply 

(UPS), which is connected to a s t andard 110 Vac supply connected at the AC breaker 

board in the inverter room. The MD-9 is powered by the CR-10. 

Table A l - 1 2 . Meteorological parameters measured by rooftop DAS. 

Parameter Sensor 
Global horizontal irradiation horizontal pyranometer 
Plane-of-array global irradiation pyranometer at average array tilt 
Ambient (air) temperature shielded thermistor 
Array temperature six (6) module-mounted thermocouples 
Wind speed anemometer mounted 2 feet above roof 

surface 
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Inverter room DAS 

The configuration of this system is essentially the same as the one on the 

rooftop, except tha t the Hoffman box in which it is contained is wall-mounted on the 

north wall of the inverter room. It monitors the system performance parameters shown 

in Table Al -13 . 

Table A l - 1 3 . S y s t e m performance parameters measured by inverter room DAS. 

Parameter Sensor 
Inverter tempera ture Thermocouple mounted on IGBT heat sink 
Real AC power (3-phase, 480 Vac) Available directly from inverter; also 

monitored independently by DAS sensors 
Reactive AC power (3-phase, 480 Vac) 
DC str ing cur ren t (x 4) Four Hall-effect cur ren t t ransformers 
Total DC current Available directly from inverter; also 

monitored independently by DAS sensors 
Array DC voltage (inverter DC input 
voltage) 

Available directly from the inverter; also 
monitored independently by DAS sensors 

Inverter s t a tu s (x 6) Available directly from the inverter 

Data communicat ion system 

The da ta communicat ion system provides access to the DAS da ta from remote 

computers . Each DAS enclosure includes one MD-9 mult idrop interface linking its 

datalogger to the coaxial cable "data bus". On the other end of th is "bus" is another 

MD-9 which connects the coaxial network to a DC-112 Campbell Scientific modem 

which can be accessed by telephone from a remote computer runn ing the PC-208 

software from Campbell. 
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Operation of the PV system and the DAS 

General operation of the PCS 

Under most normal circumstances, it will not be necessary to intervene into the 

operation of the PCS. However, it is often necessary to observe the system parameters 

being measured by the PCS. These are continuously displayed on the front panel LCD. 

The parameter to be displayed may be selected using the up/down arrow keys. 

It should not become necessary to change the PCS operation settings. However, 

this can be done from the front panel keypad by pressing the Menu key and entering 

the password 659. The menu of settable parameters is shown in the operator's manual. 

DO NOT change these settings without first consulting Trace Technologies 

(formerly Kenetech Windpower). Alteration of these settings without a thorough 

understanding of what they are and why they were set as they were could lead to 

extremely serious consequences such as compromising of the PCS's anti-islanding 

protection, loss of maximum power point tracking, and serious safety hazards. 

Collection of data from the DAS 

The server computer allows for easy collection of both real-time data and daily 

data files via modem. The telephone number of the modem is (404) 894-7507. The 

following procedure may be used to download data from the server using the Campbell 

Scientific software called GraphTerm. 
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GraphTerm will obtain communicat ions parameters . If you have not set u p a 

station file, follow the following procedure: type "gt" at the DOS prompt, then 

enter the name you wish to give to the stat ion file. When the parameter editing 

screen appears , enter the following: 

Table A l - 1 4 . Communicat ions parameters for the GTAC PV s y s t e m DAS. 

1 Station name (enter here whatever you have called the 1 
stat ion file, without extension) 

1 Datalogger type CR10 
1 Security Code 0 
I Asynchronous Communicat ions Adaptor (whichever COM port on your computer 1 

your modem is connected to) 
I Communicat ions Baud Rate 1200 

Data File Format Comma Delineated ASCII 1 
1 Final Storage Collection Area Area 1 1 
1 Interface Device #1 Hayes Modem; phone # 894-7507 
1 Interface Device #2 MD-9; address = 1 for the roof, 2 for the 1 

inverter room 
Interface^ Device #3 _ _ End 

Use Ctrl-P to exit the parameter editor and save your stat ion file. (If you do not 

wish to save the stat ion file, hit Esc.) 

b.) Then, r u n GraphTerm (by typing "gt" at the DOS prompt), and when it a s k s you 

for the stat ion file name, give it the n a m e you assigned to your station file. If 

you have set u p the program correctly, it will dial your modem and contact 

either the roof or inverter room DAS. 

c.) When contact is established, a menu will pop u p on the screen. You then enter 

the letter of your choice. If you wish to download the data from the datalogger, 
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real time by selecting "M". If you select M and are monitoring the inverter room 

DAS, you will not see all of the data channels because the default setting for 

GraphTerm is to display only the first 12 data channels. You can increase this 

by typing "L" for Ljocations in the monitoring screen, then type "1..31". This will 

cause GraphTerm to display all of the inverter room data. 
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APPENDIX II: C O D E FOR MATLAB PROGRAM NDZFINDER.M 

This appendix contains a listing of a MATLAB code which uses phase criteria to 

plot the approximate NDZs of three islanding prevention methods. This code was used 

for a portion of the work under Subtask 2.2. 

% G e n e r a l N D Z F i n d e r . M 

% M i k e Ropp 
% 0 6 . 1 6 . 9 8 
% (ALWAYS back up your files!) 

% M-file to find the NDZs of several islanding prevention methods 
% based on phase criteria. 

clear all 

% U U SSS EEEE RRRR I I I I I N N PPPP U U TTTTT SSS 
% U U S E R R I N N N P P U U T S 
% U U SSSS EEEE RRRR I N N N PPPP U U T SSSS 
% U U S E R R I N N N P U U T S 
% UUU SSS EEEE R R I I I I I N NN P UUU T SSS 

% U s e r i n p u t s e c t i o n : t h e u s e r n e e d s t o s e t t h e v a r i a b l e s 

% i n t h i s s e c t i o n t o w h a t e v e r v a l u e s a r e d e s i r e d . 
% 

%Rmx=[3.6 14.4 57.6]; %Load resistance (ohms) 

LineFreq=60; %Utility line frequency (Hz) 
UpperFreqThresh=60.5; 
LowerFreqThresh=59.5; 

IslStopMethod=menu('For which method do you want the 
NDZ?' , 'OFR/UFR' , 'PJD' , 'AFD') ; 

RInPrompt={'Enter an array of resistances to be tested (ohms).'}; 
RInTitle='Load resistances'; 
RInLineNo=l; 
RInDef={'[3.6 14.4 57.6]'}; 
Rlnlnp = inputdlg(RInPrompt,RInTitle,RInLineNo, RInDef) ; 
Rmx=str2num(Rlnlnp{l}); 

OutMx= [] ; 

switch IslStopMethod 
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case 1, 
Promptl = {'Smallest inductance (enter only the power of ten desired) ', . . . 

'Largest inductance (enter only the power of ten desired)',... 
'Upper frequency threshold (Hz)','Lower frequency threshold (Hz)'}; 

Titlel='OFR/UFR parameters'; 
LineNol=l; 
Defl={ '-5', ' 0' , '60.5', '59.5'}; 
Inp=inputdlg(Prompt1,Titlei,LineNol,Defl); 
L=logspace(str2num(Inp{l}),str2num(Inp{2}),100); 
UpperFreqThresh=str2num(Inp{3}); 
LowerFreqThresh=str2num(Inp{4}); 

case 2, 
Prompt2={'Smallest inductance (enter only the power of ten desired)',... 

'Largest inductance (enter only the power of ten desired) ', . . . 
'Phase trip threshold (degrees)'}; 

Title2='PJD parameters'; 
LineNo2=l; 
Def2={'-5','0','2'}; 
Inp=inputdlg(Prompt2,Title2,LineNo2,Def2); 
L=logspace(str2num(Inp{l}),str2num(Inp{2}),100); 
PhaseTol=str2num(Inp{3}); 

case 3, 
Prompt3 = {'Smallest inductance (enter only the power of ten desired) ' , ... 

'Largest inductance (enter only the power of ten desired) ' , . . . 
'Upper frequency threshold (Hz)','Lower frequency threshold (Hz)',... 
'Chopping fraction (fraction, not percent)'}; 

Title3='AFD parameters'; 
LineNo3=l; 
Def3={'-5', '0*, ' 60 . 5' , '59.5', '0.05'}; 
Inp=inputdlg(Prompt3,Title3,LineNo3,Def3); 
L=logspace(str2num(Inp{l}),str2num(Inp[2}),100); 
UpperFreqThresh=str2num(Inp{3}) ; 
LowerFreqThresh=str2num(Inp{4}); 
ChopFrac = str2num(Inp{5}) ; 

end 

RadLineFreq=2*pi*LineFreq; %Convert line frequency to radians/sec 
UpThreshRad=UpperFreqThresh*2*pi; 
LoThreshRad=LowerFreqThresh*2*pi; 
CRes=l./(RadLineFreqA2.*L); %Finds resonant capacitor for each L. (Note 

%it's a mx.) 

% That's the end of the user inputs 

% Main program 
% Finds NDZs for each method using phase criteria 

for RInd=l:length(Rmx), 
R=Rmx(Rind); 

switch IslStopMethod 
case 1, %0FR/UFR 

Cupper=l./(LoThreshRad^2*L); 
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case 2, %PJD 
Cupper=l/LoThreshRad*(1./(LoThreshRad*L)+l/R*tan(PhaseTol*pi/l80)); 
Clower=l/UpThreshRad*(1./(UpThreshRad*L)+l/R*tan(-PhaseTol*pi/l80)); 

case 3, %AFD 
Cupper=l/LoThreshRad*(1./(LoThreshRad*L)+l/R*tan(pi/2*ChopFrac)); 
Clower=l/UpThreshRad*(1./(UpThreshRad*L)+l/R*tan(pi/2*ChopFrac)); 

end 

CupperNorm=Cupper./CRes; 
ClowerNorm=Clower./CRes; 
OutMx=[OutMx; CupperNorm; ClowerNorm]; 

end 

figure(1) 
semilogx(L,OutMx);grid;xlabel('Inductance (H)') 

ylabel('Normalized capacitance; C/Cres'); 
axis([10"str2num(Inp{l}) 10Astr2num(Inp{2}) 0.95 1.2]); 
%save d:\mer\COutMx.dat COutMx -ascii; 
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APPENDIX III: CODE FOR MATLAB PROGRAM AFD.M 

This appendix contains a listing of the MATLAB code for the basic simulation 

engine for the AFD anti-islanding method. This code is described unde r Sub task 2.3. 

Several modifications of this basic simulation engine were used in the work; however, 

for brevity, only this basic version is included here. All o thers may be derived from it. 

% AFD.M 

% Mike Ropp 
% REwritten 08.26.97 
% Always back up your files! 

% M-file to model the islanded behavior of a PV inverter. 

% Islanding prevention method: AFD 
% Positive feedback implementation: none 
% Load model: constant-parameter parallel PLC, implemented using difference 
equations 
% iPV harmonics capability: yes 
% Vutil harmonics capability: yes 
% Va noise capability: no 
% ZCD input filtering: no 
% ZCD linear interpolation: yes 
% Converter model: ideal signal source 

clear all 

% Parallel RLC load model variables--user chooses these 
Ll=le-2; % Load inductance (H) 
Cl=7.03e-4; % Load capacitance (F) 
Rl=14.4; % Load resistance (ohms)--4kW load @ 240 Vrms = 14.4 
ohms 

% Note: to make it island, try Cl = 7.036e-3 F, LI = 0.001 H. 

% PV Model parameters 
% 

iPVAmp=27; % Amplitude (NOT RMS!!!) of PV output current wave (A) 
i3Amp=iPVAmp*0; % 3rd harmonic amplitude 
i5Amp=iPVAmp*0; % 5th harmonic amplitude 

222 



ChopFrac=0.0; Chopping fraction; fraction of current zero time 
per half-cycle. 

% Utility parameters 

RMSUtilVoltageAmp=240; % RMS utility voltage amplitude 
UtilVoltageAmp=sqrt(2)*RMSUtilVoltageAmp; 
UtilityOffInd=3 994; 

UtilFreq=60; 
Va3Amp=UtilVoltageAmp*0 
Va5Amp=UtilVoltageAmp*0 
Va7Amp=UtilVoltageAmp*0 
MeasLineFreq=UtilFreq; 
MeasLineFreqVec(1)=MeasLineFreq; 

Time-vector index at which the utility is shut 
off. 
Current UtilityOffInd: Two complete cycles, 
then 95% of next 
cycle (position of UtilityOffind in cycle #3 = 
0.95). 
Nominal utility frequency (Hz). 
3rd harmonic amplitude of utility voltage 
5th harmonic amplitude of utility voltage 
7th harmonic amplitude of utility voltage 

% Flow control 

NumLineCycles=10; % This sets the length of the simulation; see the 
% end of the next section where the variable 
% "SimLength" is defined. 

% Initialization 

NumPts=2~10; Number of points per half cycle. This is set as 
a power of 2 because most of these inverters use 
a binary counter with N points per half-cycle and 
a look-up table to define their sine-wave references 
Watch the sample rate; most inverters won't be able 
to use more than about 2^8 or 2^10 points per half-
cycle . 

Timelnd=l; 
TimeVec(1)=0; 
PVInd=0; 
ZeroCross(1)=0; 
PrevZeroCross=(1/UtilFreq)/(2*NumPts); 
ZCInd=l; 
iPV(l)=0; 
iL(l)=-UtilVolt 

%iL(l)=0; 
SimLength=(l/Ut 

ageAmp*(1/(MeasLineFreq*2*pi))*(l/Ll); %Inductor current 
%initial condition 

ilFreq)*NumLineCycles; % Simulation length is converted from 
% a number 
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line 
ZCIndVec=[0]; 

h=waitbar(0,'% Completed'); 

% Main program 
% 
% There are three separate counters, or indices, in this loop. One, 
% Timelnd, is the index used in the timing (increment of the time 
% vector). Another, PVInd, increments the sine-wave reference in the 
% inverter model. The third, ZCInd, numbers the zero crossings of 
% Va. 

while TimeVec(Timelnd)<=SimLength, 
waitbar(TimeVec(Timelnd)/SimLength); 
PVInd=PVInd+l; 
TimeInd=TimeInd+l; 
delta_t=(1/(2*MeasLineFreq))*(1/NumPts); 
TimeVec(Timelnd)=TimeVec(Timelnd-1)+delta_t; 

% 

%Inverter model--frequency-shifted sine output waveform 
% (The two if-else blocks simulate the two states of the unfolding 
% bridge.) 
if PVInd<=NumPts, 

if (PVInd/NumPts)<=(l-ChopFrac), 
i3(Timelnd)=i3Amp*sin((3*PVInd/(NumPts*(1-ChopFrac)))*pi); 
i5(Timelnd)=i5Amp*sin((5*PVInd/(NumPts*(1-ChopFrac)))*pi); 
i7(Timelnd)=i7Amp*sin((7*PVInd/(NumPts*(1-ChopFrac)))*pi); 
iPV(Timelnd)=iPVAmp*sin( (PVInd/(NumPts*... 
(1-ChopFrac)))*pi)+i3(Timelnd)+i5(Timelnd)+i7(Timelnd); 

else 
iPV(Timelnd)=0; 

end 
end 
if PVInd>NumPts, 

if ((PVInd-NumPts)/NumPts)<=(1-ChopFrac) , 
i3(Timelnd)=-i3Amp*sin((3*(PVInd-NumPts)/(NumPts*(1-ChopFrac)))*pi) 
i5(Timelnd)=-i5Amp*sin((5*(PVInd-NumPts)/(NumPts*(1-ChopFrac)))*pi) 
17(Timelnd)=-i7Amp*sin((7*(PVInd-NumPts)/(NumPts*(1-ChopFrac)))*pi) 
iPV(Timelnd)=-iPVAmp*sin(((PVInd-NumPts)/(NumPts*(1-

ChopFrac)))*pi)+i3(Timelnd)+i5(Timelnd)+i7(Timelnd); 
else 

iPV(Timelnd)=0; 
end 

end 

% 

%Load and Va model 
if TimeInd<=UtilityOffInd, 

Va3(Timelnd)=Va3Amp*sin((3*UtilFreq*2*pi)*TimeVec(Timelnd)); 
Va5(Timelnd)=Va5Amp*sin((5*UtilFreq*2*pi)*TimeVec(Timelnd)); 
Va7(Timelnd)=Va7Amp*sin((7*UtilFreq*2*pi)*TimeVec(Timelnd)); 
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Va(Timeind)=UtilVoltageAmp*sin((UtilFreq*2*pi)*TimeVec(Timeind))+Va3(Timeind)+Va 
5(Timeind)+Va7(Timeind); 

iL(Timeind)=iL(Timelnd-l)+(l/Ll)*(Va(Timeind))*(delta_t); 
iC(Timeind)=C1*(Va(Timeind)-Va(Timeind-1))/delta_t; 
iR(Timeind)=Va(Timeind)/Rl; 

else 
iLP=iL(TimeInd-l); 
VaP=Va(Timeind-1); 
Va (Timeind) = (iPV (Timeind)... 

-iLP+(Cl*VaP)/delta_t)/((delta_t/Ll)+(Cl/delta_t)+(l/Rl)); 
iL(Timeind)=iL(Timelnd-l)+(l/Ll)*(Va(Timeind))*(delta_t); 
iC(Timeind)=C1*(Va(Timeind)-Va(Timelnd-l))/delta_t; 
iR(Timeind)=Va(Timeind)/Rl; 

end 

%Negative-to-positive zero crossing (of Va) detector 
if sign(Va(TimeInd-l))<0, 

if sign(Va(Timeind))>=0, 
ZCInd=ZCInd+l; 
RealZeroCrossTime=TimeVec (Timelnd-l)+ (-Val* (TimeVec (Timeind)... 

-TimeVec(Timeind-1))/(Va2-Val)); 
TimeMeasErr(ZCInd)=-TimeVec(Timeind)+RealZeroCrossTime; 
ZeroCross(ZCInd)=RealZeroCrossTime; 
MeasLineFreq=l/ (ZeroCross (ZCInd) -PrevZeroCross) ,-
MeasLineFreqVec(ZCInd)=MeasLineFreq; 
PrevZeroCross=ZeroCross(ZCInd); 
PVInd=0; 

end 

end 

end 

iLoad=iR+iL+iC; 
iPVprime=iPV/iPVAmp; 
Vaprime=Va/Ut i1VoltageAmp; 

% Output section 

figure(1) 
plot (TimeVec, iPVprime, ' b: ' , TimeVec, Vaprime, ' k . ' , ... 

TimeVec (UtilityOf f Ind) , iPVprime (UtilityOf f Ind) , ' ro ' ) ;grid;... 
xlabel('Time (sec)');ylabel('Normalized PV current (in blue); normalized 
Va (in black)'); 

figure(2) 
plot (ZeroCross, MeasLineFreqVec, ' kd: ' , TimeVec (UtilityOf find) ,UtilFreq, ' ro ' ) ,-grid; 
xlabel('Time (sec)');ylabel('Frequency (Hz)'); 

figure (3) 
subplot(3,1,1) 
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plot (TimeVec, iL, 'b. ' , TimeVec (UtilityOf find) , iL (UtilityOf find) , ' ro ' ) ; ... 
grid;xlabel('Time');ylabel('Inductor current'); 

subplot(3,1,2) 
plot (TimeVec, iC, 'g. ' , TimeVec (UtilityOf find) , iC (UtilityOf find) , ' ro' ) ; ... 

grid;xlabel('Time');ylabel('Capacitor current'); 
subplot(3,1,3) 
plot (TimeVec, iR, 'k. ' , TimeVec (UtilityOf find) , iR (UtilityOf find) , ' ro' ) ;... 

grid;xlabel('Time');ylabel('Resistor current'); 

figure(4) 
plot(TimeVec,iC,'g',TimeVec,iL,'r',TimeVec,iR,'k',TimeVec,Va,'b' 

TimeVec(UtilityOffind),Va(UtilityOffind),'ro');grid;xlabel('Time'); 
ylabel('iC (green), iL (red), iR (black), Va (blue)'); 

% That's more than enough, I think. 
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APPENDIX IV: CODE FOR MATLAB PROGRAM AFDPF.M 

This appendix contains a listing of the MATLAB code for the basic simulation 

engine for the AFDPF anti-islanding method. This code is described under Subtask 2.4. 

Several modifications of this basic simulation engine were used in the work; however, 

for brevity, only this basic version is included here. All others may be derived from it. 

AFDPF.M 

Mike Ropp 
Edited 03.06.98 
Always back up your files! 

M-file to model the islanded behavior of a PV inverter. 

Islanding prevention method: AFDPF 
Positive feedback implementation: cf(k)=cf(k-1)+ChopGain*(MeasLineFreq-
UtilFreq)"n. 

Feedback is applied to cf, not to iPV frequency. 
Load model: constant-parameter parallel RLC, implemented using difference 
equations 
iPV harmonics capability: yes 
Vutil harmonics capability: yes 
Va noise capability: yes 
ZCD input filtering: no 
ZCD linear interpolation: yes 
Converter model: ideal signal source 

clear all 

% Parallel RLC load model variables--user chooses these 
Ll=1.74e-1; % Load inductance (H) 
Cl=4.075e-5; % Load capacitance (F) 
Rl=248; % Load resistance (ohms)--4kW load @ 240 Vrms =14.4 

% ohms 

% Note: to make it island, try CI = 7.036e-3 F, LI = 0.001 H. 

% PV Model parameters 

iPVAmp=0.4*sqrt(2); % Amplitude (NOT RMS!!!) of PV output current wave (A). 
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InitChopFrac=0.O; 
ChopFrac=InitChopFrac;% Chopping fraction; fraction of current zero time 

% per half-cycle. 
ChopGain=0.02; 
UpperChopThreshold=0.5; 
LowerChopThreshold=-0.5 ; 
FeedbackExp=l; 

% Utility parameters 

RMSUtilVoltageAmp=120; % RMS utility voltage amplitude 
UtilVoltageAmp=sqrt(2)*RMSUtilVoltageAmp; 
UtilityOffInd=54 00; 

UtilFreq=60; 
MeasLineFreq=UtilFreq; 
MeasLineFreqVec(1)=MeasLineFreq; 
VaNoise=UtilVoltageAmp*0.0*(2*(rand-0.5)); 

Time-vector index at which the utility is shut 
off. 
Current UtilityOffInd: 3/4 into cycle #3. 
Nominal utility frequency (Hz). 

Flow control 

NumLineCycles=60; % This sets the length of the simulation; see the 
% end of the next section where the variable 
% "SimLength" is defined. 

Initialization 

NumPts=2 10; Number of points per half cycle. This is set as 
a power of 2 because most of these inverters use 
a binary counter with N points per half-cycle and 
a look-up table to define their sine-wave references 
Watch the sample rate; most inverters won't be able 
to use more than about 2^8 or 2^10 points per half-
cycle . 

Timelnd=l; 
TimeVec(1)=0; 
PVInd=0; 
ZeroCross(1)=0; 
PrevZeroCross=0; 
%PrevZeroCross=(1/UtilFreq)/(2*NumPts); 
ZCInd=l; 
iPV(l)=0; 
iL(l)=-UtilVoltageAmp* 

%iL(l)=0; 
SimLength=(l/UtilFreq) 

(1/(MeasLineFreq*2*pi))*(l/Ll); %Inductor current 
%initial condition 

*NumLineCycles; % Simulation length is converted from 
% a number 
% of cycles to a length of time in 
% this line 
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h=waitbar(0,'% Completed'); 
set(h,'name1,'AFDPF.M'); 

%====================================================================== 
% Main program 
% 
% There are three separate counters, or indices, in this loop. One, 
% Timeind, is the index used in the timing (increment of the time 
% vector). Another, PVInd, increments the sine-wave reference in the 
% inverter model. The third, ZCInd, numbers the zero crossings of 
% Va. 
% = = = = = = = = = = = =S = = = = = = ==S = = = = = = = = = = = = = Z= = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 

while TimeVec(Timeind)<=SimLength, 
waitbar(TimeVec(Timeind)/SimLength); 
PVInd=PVInd+l; 
TimeInd=TimeInd+l; 
delta_t= (1/(2*MeasLineFreq))*(1/NumPts) ; 
TimeVec(Timeind)=TimeVec(Timeind-1)+delta_t; 

% 

%Inverter model--frequency-shifted sine output waveform 
% (The two if-else blocks simulate the two states of the unfolding 
% bridge.) 
if PVInd<=NumPts, 

if (PVInd/NumPts)<=(1-ChopFrac) , 
iPV(Timeind)=iPVAmp*sin((PVInd/(NumPts*(1-ChopFrac)))*pi); 

else 
iPV(Timeind)=0; 

end 
end 
if PVInd>NumPts, 

if ((PVInd-NumPts)/NumPts)<=(1-ChopFrac) , 
iPV(Timeind)=-iPVAmp*sin(((PVInd-NumPts)/(NumPts*(1-ChopFrac)))*pi); 

else 
iPV(Timeind)=0; 

end 
end 

% 

%Load and Va model 
if TimeInd<=UtilityOffInd, 

Va(Timeind)=VaNoise+UtilVoltageAmp*sin((UtilFreq*2*pi)*TimeVec(Timeind)); 
iL(Timeind)=iL(Timelnd-l)+(l/Ll)*(Va(Timeind))*(delta_t); 
iC(Timeind)=C1*(Va(Timeind)-Va(Timelnd-l))/delta_t; 
iR(Timeind)=Va(Timeind)/Rl; 

else 
iLP=iL(TimeInd-l); 
VaP=Va(Timeind-1); 
Va(Timeind)=VaNoise+(iPV(Timeind)-iLP+(Cl*VaP)/delta_t)... 

/((delta_t/Ll)+(Cl/delta_t)+(l/Rl)); 
iL(Timeind)=iL(Timelnd-l)+(l/Ll)*(Va(Timeind))*(delta_t); 
iC(Timelnd)=C1*(Va(Timelnd)-Va(Timeind-1))/delta_t; 
iR(Timeind)=Va(Timeind)/Rl; 
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% 

end 

close (h) ,-

OutMx=[ZeroCross;MeasLineFreqVec]; 
save d:\mer\OutMx.dat OutMx -ascii; 

iLoad=iR+iL+iC; 
iPVprime=iPV/iPVAmp; 
Vaprime=Va/UtilVoltageAmp; 

% = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 

% Output section 

figure(1) 
plot (TimeVec, iPVprime, 'b: ' , TimeVec, Vap rime, 'k . ' , ... 

TimeVec (UtilityOf f Ind) , iPVprime (UtilityOf f Ind) , ' ro ' ) ;... 
grid;xlabel('Time (sec)');ylabel('Normalized PV current (in blue); 
normalized Va (in black)'); 

figure(2) 
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grid;xlabel('Time (sec)');ylabel('Frequency (Hz)'); 

figure(3) 
subplot(3,1,1) 
plot (TimeVec, iL, 'b. ' ,TimeVec (UtilityOf find) , iL (UtilityOf find) , 'ro') ; ... 

grid;xlabel('Time');ylabel('Inductor current'); 
subplot(3,1,2) 
plot (TimeVec, iC, 'g. ' , TimeVec (UtilityOf find) , iC (UtilityOf find) , 'ro') ; ... 

grid;xlabel ( ' Time ' ) ,-ylabel ( ' Capacitor current ' ) ; 
subplot(3,1,3) 
plot (TimeVec, iR, 'k. ' , TimeVec (UtilityOf find) , iR (UtilityOf find) ,'ro') ; ... 

grid;xlabel('Time');ylabel('Resistor current'); 

figure(4) 
plot(TimeVec,iC,'g',TimeVec,iL,'r',TimeVec,iR,'k',TimeVec,Va,'b' 

TimeVec(UtilityOffind),Va(UtilityOffind),'ro');grid;xlabel('Time') 
ylabelCiC (green), iL (red), iR (black), Va (blue) ' ) ; 

% Whew! Made it. That's the end. 
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AFDPFSTATEEQUSMODELBATCHMODE.M 

This appendix contains a listing of the MATLAB code used to simulate the 

transient response of the system shown in Figure 66. It illustrates the use of MATLAB's 

state equations solver, conversion of a continuous system to a discrete-time system, 

and the necessary setup (loops) to run the program in batch mode. 

% 
% AFDPFStateEqsModelBatchMode.M 
% 
% Mike Ropp 
% Edited 09.15.98 
% Always back up your files! 
% 
% M-file to model the islanded behavior of a PV inverter. 
% 
% Islanding prevention method: AFDPF 
% Positive feedback implementation: cf(k)=cf(k-1)+ChopGain*(MeasLineFreq-
% UtilFreq)An. 
% Feedback is applied to cf, not to iPV frequency. 
% Load model: constant-parameter parallel RLC, implemented using state 
% equations 
% Utility impedance included: yes 
% iPV harmonics capability: yes 
% Vutil harmonics capability: yes 
% Vutil noise capability: yes 
% ZCD input filtering: no 
% ZCD linear interpolation: yes 
% Converter model: ideal signal source 

clear all 

LuMx=[169e-6 162e-6 115e-6 100e-6 5 7 e - 6 ] ; 
RuMx=[135e-3 7 7 . 3 e - 3 3 6 . 3 e - 3 2 2 . 2 e - 3 1 5 e - 3 ] ; 
ChopGainMx=[0 0 . 0 0 1 0 . 0 1 0 . 1 ] ; 
FreqOutMx= [] ; 
VOutMx=[] ; 
TimeVecMx= [] ; 
FreqOutMx2= [] ; 
VOutMx2=[] ; 
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TimeVecMx2= [] ; 

h=waitbar(0,'% Completed'); 
set(h,'name','AFDPFStateEqsModelBatchMode.M'); 

for UInd=l:length(LuMx), 
waitbar(Ulnd/length(LuMx)); 
for CGInd=l:length(ChopGainMx), 

CGInd 

% 

% Parallel RLC load model variables--user chooses these 
Ll=le-2; % Load inductance (H) 
Cl=7.036e-4; % Load capacitance (F) 
Rl=14.4; % Load resistance (ohms)--4kW load @ 240 Vrms 

% 14.4 ohms 

% Note: to make it island, try CI = 7.036e-3 F, Ll = 0.001 H. 

% 

% PV Model parameters 

iPVAmp = 240/Rl*sqrt(2) ; % Amplitude (NOT RMS!!!) of PV output current 
% wave (A). 

InitChopFrac=0.0; % Starting chopping fraction. 
ChopFrac=InitChopFrac; % Chopping fraction; fraction of current zero 

% time 
% per half-cycle. 
ChopGain=ChopGainMx(CGInd); % Gain coefficient in AFDPF 

% formula. 
UpperChopThreshold=0.5; % Thresholds may be set. If ChopFrac reaches 

% either 
LowerChopThreshold=-0.5; % threshold, it will saturate at that value. 
FeedbackExp=l; 
% 
% Utility parameters 

RMSUtilVoltage=240; % RMS utility voltage amplitude 
UtilVoltageAmp=sqrt(2)*RMSUtilVoltage; 
UtilityOffInd=lel0; % Time-vector index at which the utility is 

% shut off. 
% Enter a negative number to disable. 
LoadJumpPoint=2"8*2*15; 
UtilFreq=60; % Nominal utility frequency (Hz). 
MeasLineFreq=UtilFreq; 
MeasLineFreqVec=[]; 
MeasLineFreqVec(1)=MeasLineFreq; 
VutilNoise=UtilVoltageAmp*0.0*(2*(rand-0.5)); 

Lu=LuMx(UInd); 
Ru=RuMx(UInd); 

VutilStartPhase=-0*atan((Lu*2*60*pi)/Ru); 
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Vutil(1)=UtilVoltageAmp*sin(VutilStartPhase); 

% Flow control 

NumLineCycles=3 0; % This sets the length of the simulation; see the 
% end of the next section where the variable 
% "SimLength" is defined. 

% Initialization 
% 

NumPts=2A8; % Number of points per half cycle. This is set as 
% a power of 2 because most of these inverters use 
% a binary counter with N points per half-cycle and 
% a look-up table to define their sine-wave references. 
% Watch the sample rate; most inverters won't be able 
% to use more than about 2^8 or 2^10 points per half-
% cycle. 
Timelnd=l; 
TimeVec(1)=0; 
PVInd=0; 
ZeroCross(1)=0; 
PrevZeroCross=0; 
%PrevZeroCross=(1/UtilFreq)/(2*NumPts); 
ZCInd=l; 
iPV(l)=0; 
SimLength=(1/UtilFreq)*NumLineCycles; % Simulation length is converted 
% from a number 
% of cycles to a length of time in this line 
VaSumForRMS=0; 
Vrms= [] ; 
Vrms(1)=RMSUtilVoltage; 
IUtilSumForRMS=0; 
IUtilrms(1)=0; 
ZCIndVec=[0]; 

% Build state matrices 

delta_t=(1/(2*UtilFreq))*(1/NumPts); 
A=[0 1/L1 0 

-1/C1 -1/(R1*C1) 1/C1 
0 -1/Lu -Ru/Lu]; 

B= [0 0 
1/C1 0 
0 1/Lu]; 

[Ad,Bd]=c2d(A,B,delta_t); 
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x=[-(2*pi*UtilFreq*UtilVoltageAmp*Cl);0;0*iPVAmp/2]; 
% To get the initial conditions, assume that at the rising zero crossing 
% of Va (which 
% is where the simulation starts) the inductor current is approximately 
% equal to the 
% opposite of the capacitor current (they're resonating and the resistor 
% current = 0 
% since it's a voltage zero crossing). That gives x(l) at t=0. x(2) at 
% t = 0 is assumed 
% zero (zero crossing of Va). 

^====================================================================== 
% Main program 
% 
% There are three separate counters, or indices, in this loop. One, 
% Timelnd, is the index used in the timing (increment of the time 
% vector). Another, PVInd, increments the sine-wave reference in the 
% inverter model. The third, ZCInd, numbers the zero crossings of 
% Va. 
% = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 

while TimeVec(Timelnd)<=SimLength, 
PVInd=PVInd+l; 
TimeInd=TimeInd+l ; 
TimeVec(Timelnd)=TimeVec(Timelnd-1)+delta_t; 
% These next "if" blocks change the state matrices to account for 
% utility cutoff 
% or a step change in the load parameters. 
if TimeInd==UtilityOffInd, 

A=[0 1/L1 
-1/C1 -1/R1*C1]; 

B= [0 
1 / C 1 ] ; 

[ A d , B d ] = c 2 d ( A , B , d e l t a _ t ) ; 
end 
i f TimeInd==LoadJumpPoint , 

R1=R1*5; 
L1=L1*5; 
C l = C l / 5 ; 

A=[0 1/L1 0 
-1/C1 -1/(R1*C1) 1/C1 
0 -1/Lu -Ru/Lu]; 

B=[0 0 
1/C1 0 
0 1 / L u ] ; 

[ A d , B d ] = c 2 d ( A , B , d e l t a _ t ) ; 
end 

% 
%Inverter model--frequency-shifted sine output waveform 
% (The two if-else blocks simulate the two states of the unfolding 
% bridge.) 
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if (PVInd/NumPts)<=(1-ChopFrac), 
iPV(Timelnd)=iPVAmp*sin((PVInd/(NumPts*(1-ChopFrac)))*pi); 

else 
iPV(Timeind)=0; 

end 
end 
if PVInd>NumPts/ 

if ((PVInd-NumPts)/NumPts)<=(1-ChopFrac), 
iPV(Timeind)=-iPVAmp*sin(((PVInd-NumPts)/(NumPts*(1-
ChopFrac)))*pi); 

else 
iPV(Timeind)=0; 

end 
end 

% • 

%Load and Va model 
if TimeInd<UtilityOffInd, 

Vutil(Timeind)=VutilNoise+UtilVoltageAmp... 
*sin((UtilFreq*2*pi)*TimeVec(Timeind)+VutilStartPhase); 

x(:,Timeind)=Ad*x(:,TimeInd-l)+Bd*[iPV(Timeind);Vutil(Timeind)]; 
else 

x(1:2,Timeind)=Ad*x(1:2,Timeind-1)+Bd*[iPV(Timeind)]; 
x(3,Timeind)=0; 

end 

VaSumForRMS=VaSumForRMS+x(2,Timeind)"2*delta_t; 
IUtilSumForRMS=IUtilSumForRMS+x(3,Timeind)A2*delta_t; 

% 
%Negative-to-positive zero crossing (of Va) detector 
if sign(x(2,Timelnd-l))<0, 

if sign(x(2,Timeind))>=0, 
ZCInd=ZCInd+l; 
RealZeroCrossTime=TimeVec(Timeind-1)-x(2,Timeind-1)*... 

(TimeVec(Timeind)-TimeVec(Timeind-1))/(x(2,Timeind)-
x(2,Timeind-1)); 

TimeMeasErr(ZCInd)=-TimeVec(Timeind)+RealZeroCrossTime; 
ZeroCross(ZCInd)=RealZeroCrossTime; 
MeasLineFreq=l/(ZeroCross(ZCInd)-PrevZeroCross); 
MeasLineFreqVec(ZCInd)=MeasLineFreq; 
PrevZeroCross=ZeroCross(ZCInd); 
PVInd=0; 
NextChopFrac=InitChopFrac+ChopGain*(MeasLineFreq-

UtilFreq)"FeedbackExp; 
SignFlag=sign(NextChopFrac); 
if 

NextChopFrao=UpperChopThreshold|NextChopFrac<=LowerChopThreshold, 
if ChopFrac<UpperChopThreshold|ChopFraoLowerChopThreshold, 

SatTimeInd=TimeInd; 
SatTime=RealZeroCrossTime; 

end 
if SignFlag<0, 

NextChopFrac=LowerChopThreshold; 
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NextChopFrac=UpperChopThreshold; 
end 

end 
ChopFrac=NextChopFrac; 
Vrms(ZCInd)=sqrt(1/(ZeroCross(ZCInd)-ZeroCross(ZCInd-

1))*(VaSumForRMS)); 
VaSumForRMS=0; 
lUtilrms(ZCInd)=sqrt(1/(ZeroCross(ZCInd)-ZeroCross(ZCInd-

1))*(IUtilSumForRMS)); 
IUtilSumForRMS=0; 

end 
end 

end 

Freq0utMx2=[Freq0utMx2; ChopGain Lu MeasLineFreqVec]; 
V0utMx2=[V0utMx2; ChopGain Lu Vrms]; 
TimeVecMx2=[TimeVecMx2;ChopGain Lu ZeroCross]; 

% FHighOutMx(UInd;CGInd)=max(MeasLineFreqVec) ; 
% FLowOutMx(UInd, CGInd) =min (MeasLineFreqVec) ; 
% VHighOutMx(UInd,CGInd)-max(Vrms(15:length(Vrms))) ; 
% VLowOutMx(UInd,CGInd)=min(Vrms(15:length(Vrms))); 
% VFinalOutMx(UInd,CGInd)=Vrms(length(Vrms)); 

end 
end 

save c:\mer\Freq0utMx2.dat FreqOutMx -ascii; 
save c:\mer\V0utMx2.dat VOutMx -ascii; 
save c:\mer\TimeVecMx2.dat TimeVecMx -ascii; 

%save c:\mer\FreqOutMx.dat FreqOutMx -ascii; 
%save c:\mer\VOutMx.dat VOutMx -ascii; 
%save c:\mer\TimeVecMx.dat TimeVecMx -ascii; 
%save c:\mer\FLowOutMx.dat FLowOutMx -ascii; 
%save c:\mer\FHighOutMx.dat FHighOutMx -ascii; 
%save c:\mer\VLowOutMx.dat VLowOutMx -ascii; 
%save c:\mer\VHighOutMx.dat VHighOutMx -ascii; 
%save c:\mer\VFinalOutMx.dat VFinalOutMx -ascii; 
close(h); 
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