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SUMMARY

The transistor is one of the key components that has made possible the plethora

of electronic gadgets that one finds in use today. Investigating the possibilities of

providing an additional degree of design freedom to this fundamental element is the

subject of this research. This is achieved using a floating-gate transistor that provides

programmability in circuits and thereby positively impacts a wide range of applica-

tions from traditional analog circuits to systems that learn on-chip.

Using a programmable analog framework, precision analog circuits have been de-

veloped that are compact and power efficient. Floating-gate transistors form an in-

herent part of the circuits of interest. Candidate circuits demonstrated include pro-

grammable references and low-offset amplifiers. Lack of programmability in analog

circuits has been the biggest stumbling block in implementing key signal processing

operations such as multiplication and addition in an area and power efficient man-

ner in the analog domain. Using floating-gate transistors, an analog current-mode

multiply-accumulate unit has been developed. Experimental results show significant

power savings when compared with digital implementations.

Programmable analog sets the stage for on-chip learning and adaptation as well.

An analog architecture has been presented that implements an adaptive filter with on-

chip learning of the necessary weights such that the error between the system output

and a target signal is minimized. The fundamental building block of this system is a

floating-gate synapse that modifies the charge stored on its floating-gate using a least-

mean-square learning algorithm. A simulation model for the floating-gate synapse has

also been developed in order to help design large-scale adaptive filters. In summary,

this research involves developing techniques for improving analog circuit performance

and in developing power-efficient circuits for signal processing and on-chip learning.
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CHAPTER 1

PROGRAMMABLE TECHNIQUES

Electronic devices today are small, smart and flaunt an array of previously unimagin-

able features. This has been the result of several years of creativity at both the circuit

and system levels and has been further enabled by the aggressive scaling of transistors

following Moore’s Law. However, from a circuit designer’s standpoint, such a scaling

has given rise to several impediments. Designers now have to deal with mismatch and

noise under conditions of reduced signal swings caused by lower power supplies and

yet, deliver the high accuracy and low-power demands of consumer electronics. At

this juncture, what could the possibilities be if an additional degree of design freedom

was available to circuit designers? This research aims to explore this question from

the context of a floating-gate transistor as a programmable element in analog circuit

design and demonstrates applications beyond traditional analog circuit designs.

A floating-gate transistor is a transistor whose gate is completely surrounded by a

high quality oxide and hence has no DC path to ground. This provides a floating-gate

transistor with non-volatile charge storage capability. The ability to alter the stored

charge leads to programmable analog circuits, the implications of which are enormous.

The ability to alter the transistor’s characteristic provides an alternative to addressing

the effects of mismatch in analog circuits, thereby resulting in precision analog circuits

with minimal additional overhead. Programmable analog, apart from solving analog

design issues, opens the door to a paradigm shift in signal processing. A co-operative

analog-digital signal processing is now possible with computationally intensive tasks

such as multiplication being performed with extremely low power dissipation in the

analog domain. Achieving programmability coupled with a power efficient analog

implementation of signal processing sets the stage for more complicated tasks such

as adaptive filtering. This work develops a programmable analog framework using
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floating-gate transistors and demonstrates the advantages of such a technique in the

above areas by way of example circuits such as amplifiers, references, multipliers and

synapse circuits that achieve adaptation and on-chip learning.

1.1 Precision Analog Circuits

Precision analog circuit design has been limited primarily due to mismatch and vari-

ations in parameter values in integrated circuit components such as transistors, re-

sistors and capacitors. Mismatch, by way of offsets in amplifiers, limits the available

input signal dynamic range. Offsets in comparators place a lower limit on avail-

able signal resolution. Continuous-time gm-C filters require design effort in realizing

tuning schemes to correct for variations in both the capacitance and the transcon-

ductance. Matching between transistors directly impact the achievable accuracy in

current-mode digital-to-analog converters. Also, mismatch is the key issue when de-

signing high-accuracy analog-to-digital converters and precision references.

Manufacturing imperfections and tolerances result in parameter variations. For

instance, the random variations in the number of dopant atoms under the gates of

identical transistors result in random variations in their device characteristics and

such variations are classified as device mismatch [3]. Device mismatch between two

geometrically identical transistors has been studied extensively by several researchers,

notably [4, 5]. It has been observed experimentally that the threshold voltage differ-

ence between the transistors (∆VT ) and the difference between their transconductance

parameter (∆β) are the dominant sources of device mismatch [3]. These result in dif-

ferences in drain currents between devices for identical bias conditions when used as

current mirrors or gate-source voltage difference that result in an offset voltage when

used as a differential pair.

These random variations in threshold voltage difference and transconductance

parameter difference have been modeled as a gaussian distribution with zero mean
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and a variance that is given by [4],

σ(∆VT ) =
AV T√
WL

(1)

and,

σ(∆β)

β
=

Aβ√
WL

(2)

where, AV T and Aβ are process dependent constants. Also, experimental data indicate

a low correlation between these two random variations. It can be observed from the

above equations that mismatch can be countered by increasing the area of the device

resulting in a minimum area requirement for a given accuracy specification. Such

an approach increases the parasitic capacitance of the device, thereby, increasing the

power dissipation required in order to achieve a given bandwidth. In summary, device

mismatch results in a fixed bandwidth-accuracy-power tradeoff that is set by process

parameters [3].

From an architecture perspective, offsets in amplifiers have been addressed using

schemes such as autozeroing, correlated double sampling and chopper stabilization

[6]. In analog-to-digital converters (ADCs), it is common to use digital calibration

to correct for errors due to mismatch [7]. Continuous time filters employ elaborate

tuning schemes to account for variations in transconductance and capacitance [8].

Current-mode digital-to-analog converters (DACs) use segmented architectures with

current sources designed based on the area requirements of (1) and (2) along with

complicated switching schemes to further improve accuracy [9].

On the physical layout level, a number of techniques can be used to result in

matched devices. These include, the use of dummy devices, common centroid layout

techniques to cancel the effects of process gradients, maintaining orientation between

devices and avoiding metal coverages [10]. For passive components such as resis-

tors, post-fabrication trimming techniques using laser and poly-fuses are commonly

employed to correct mismatch and process induced variations. It can be observed
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that be it the device level, physical layout level or the architecture level, mismatch is

corrected at the cost of area, power and design complexity.

Programmable analog presents a viable solution to addressing mismatch at the

transistor level. The design methodology uses floating-gate transistors as programmable

elements that correct mismatch in analog circuitry. Rather than using floating-gate

MOSFETs as seperate trimming elements, transistors that are an inherent part of

the circuit architecture are designed to be floating-gates such that circuit imperfec-

tions due to mismatch can be accounted for through programming. Such an approach

is scalable with process, reduces design overhead and results in a compact architec-

ture with minimal extra power dissipation. Also, the non-volatile charge retention of

floating-gates obviates the need for constant refresh cycles.

In this dissertation, the technique of using floating-gate transistors as both pro-

grammable elements and as an inherent part of the circuit of interest has been applied

to demonstrate two high performance analog circuits, namely, offset cancellation in

amplifiers and a programmable reference. A single stage folded cascode amplifier has

been implemented in a 0.5µm CMOS process using floating-gate transistors to cancel

the offset voltage of the amplifier to ±25µV with the offset voltage displaying a total

variation of 130µV over a 170◦C temperature range. The programmable reference

has been implemented in a 0.35µm CMOS process and displays a temperature sen-

sitivity of 53µV/◦C for a 0.4V reference with a programming accuracy of ±40µV .

These circuits demonstrate the practical feasibility of a floating-gate transistor based

programmable approach. The circuits display comparable performance with other ap-

proaches with a significant area and power advantage while not compromising other

performance metrics of the circuits.
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1.2 Co-operative Analog-Digital Signal Processing

Traditionally, signal processing has been performed in the digital domain with analog

circuits handling the interface with the outside world. There are a number of reasons

that explain such a partitioning of responsibilities. The most important of these in-

clude the benefits of programmability and accuracy that digital designs offer. Analog

designs, although can be designed to be precise, suffer from a lack of programmabil-

ity. However, such a partitioning is not the most optimum in terms of overall power

consumption. A power optimized partitioning of tasks between the analog and digital

domains is the subject of co-operative analog-digital signal processing.

Consider a commonly used digital signal processing task, namely, finite impulse

response (FIR) filtering. This involves repeated multiplication and addition oper-

ations. These operations can be implemented in both an area and power efficient

manner in the analog domain. The key to the popularity of the digital approach over

an analog implementation, as mentioned earlier is programmability. In the case of the

FIR filter, in a digital implementation, the weights of the filter can be re-programmed

such that a fixed filter architecture can be made to realize not only different frequency

responses but also different filter types such as low-pass, high-pass, band-pass etc.

Programmable analog by way of using floating-gate transistors opens the door for a

paradigm shift in signal processing. Programmability that has been the biggest stum-

bling block in analog designs is addressed using floating-gate transistors. Exploiting

the current-voltage relationship of a floating-gate transistor, analog multiplication

can be achieved by using the floating-gate device as both memory and computational

element. The resulting circuits are compact and power efficient.

In this research, an analog implementation of basic signal processing primitives

such as programmable multiply-and-accumulate units are analyzed from an accuracy
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and power standpoint. A current-mode approach has been adopted in this work as ad-

dition can be implemented very effectively with virtually no additional power dissipa-

tion by invoking Kirchoff’s current law. Programmable, current-mode analog multiply

and accumulate units have been designed that achieve a million multiply-accumulate

operations by dissipating 0.27µW of power. This is three orders of magnitude lower

than those achievable by commercially available chips.

1.3 On-Chip Adaptation and Learning

Adaptive systems are inherently non-linear and time varying in nature. The key

advantages to such systems are that these are self-optimizing and can be trained

to perform specific filtering or decision-making tasks. Adaptive filters find use in a

variety of applications such as adaptive equalization, prediction, system identification

and interference cancellation.

Adaptive filters comprise of a collection of nodes interconnected through a num-

ber of synapses. Synapses provide the computation and adaptation in an adaptive

system. They multiply the input signals by gain parameters called weights, store

the weights in a local memory and change the weights according to some learning

algorithm. Implementation of adaptive filters in the analog domain is motivated

by the benefits of low-power multiplication and addition operations and the use of

floating-gate transistors provide a compact non-volatile memory that is used to store

weights.

The synapse that is the fundamental element of adaptive filters is implemented

by using a floating-gate transistor for both weight storage and for weight adaptation.

Adaptation is achieved by continuously enabling Fowler-Nordheim tuneling and hot-

electron injection that are used to program floating-gate transistors. Exploiting the

non-linearities inherent in these mechanisms yield a Least-Mean-Square learning rule.

The resulting floating-gate based synapse circuits are compact, low-power and offer
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the benefits of non-volatile weight storage.

In this work, a large scale 16×4 adaptive node has been designed using the floating-

gate synapse along with all other supporting circuitry on-chip. Simple experiments

that demonstrate adaptation such as a Fourier decomposition have been performed.

In the Fourier decomposition experiment, the chip is presented with a target square

wave and the first five harmonics at its inputs. The system adapts such that it learns

the appropriate weights necessary to output a square wave thereby demonstrating

learning. A simulation model (All Transistor Synapse (ATS)) for the floating-gate

synapse has been developed as well. The developed simulation model, that models

the physical phenomenon of hot-electron injection and tunneling using transistors is

particularly advantageous for simulating large-scale adaptive filters and for circuits

that require faster adaptation rates.

This dissertation begins with chapter 2 presenting a brief review of MOSFET equa-

tions that are used extensively in later chapters. Chapter 3 introduces floating-gate

transistors, their programming techniques, design techniques for improving program-

ming precision and retention in these devices along with experimental results from

0.5µm and 0.35µm CMOS technologies. Chapter 4 explains offset cancellation using

floating-gate transistors and demonstrates the technique using a single stage folded

cascode amplifier with measured results that show an offset voltage of 25µV being

achieved. A programmable floating-gate based CMOS reference is discussed in chap-

ter 5. Experimental results indicate references programmed to within ±40µV with a

temperature sensitivity of 130ppm/◦C for a 0.4V reference. Chapter 6 discusses the

programmable floating-gate based multiplier along with results from a 128×32 vec-

tor matrix multiplier that achieves a 3 order power improvement over commercially

available digital DSPs. Chapter 7 describes an adaptive system using a floating-gate

synapse circuit along with experimental results. Chapter 8 discusses the simulation

model for the floating-gate adaptive system and demonstrates adaptation by way of
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a fourier decomposition experiment. Finally, chapter 9 concludes by presenting the

impact of the work along with applications and future work.
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CHAPTER 2

REVIEW OF MOSFET MODELING

In this chapter, a brief review of the key equations that model the operation of the

MOS transistor is presented. Equations from the bulk referenced model [11, 12] are

summarized. The charge sheet model is first presented followed by a derivation of

the bulk referenced model. Only key equations that are necessary to understand the

analyses that follow in the rest of dissertation are presented. The interested reader

is referred to [11, 12] for a more detailed and thorough analysis of the MOSFET

operation from weak to strong inversion.

2.1 Charge Sheet Model

Assuming that the inversion layer charge is of infinitesimal thickness and noting that

the channel current is composed of both drift and diffusion components, the charge

sheet model that is valid in all regions of inversion results. The channel current from

drain to the source of a transistor is given by,

IDS = IDRIFT + IDIFF (3)

where, IDRIFT is the component of the current due to drift and IDIFF is the component

of the current due to diffusion.

Consider an nMOS transistor of width W and length L with the length measured

with respect to the source end of the transistor. The surface potential is denoted

by ψs with ψs0 and ψsL denoting its value at the source and drain ends respectively.

Assuming that the surface mobility (µ) is constant across the length of the channel,

the drift and diffusion currents can be expressed as,

IDRIFT =
W

L
µ

∫ ψsL

ψs0

(−Q′

I)dψs (4)
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and,

IDIFF =
W

L
µUT (Q

′

IL −Q
′

I0) (5)

where, Q
′

I is the inversion layer charge per unit area and Q
′

I0 and Q
′

IL represent the

inversion layer charge at the source and drain ends respectively with UT being the

thermal voltage. An approximate expression for the inversion layer charge is given

by,

Q
′

I = −C ′

ox

(

VGB − VFB − ψs +
Q

′

B

C ′

ox

)

(6)

where, VFB is the flatband voltage, VGB is the gate-bulk voltage, C
′

ox is the oxide

capacitance per unit area, ψs is the surface potential and Q
′

B is the bulk depletion

charge per unit area that is given by,

Q
′

B = −γC ′

ox

√

ψs (7)

where, γ is the body-effect co-efficient given by,

γ =

√
2qǫsNsub

C ′

ox

(8)

with Nsub being the subtrate doping concentration, ǫs is the dielectric constant of sil-

icon and q is the electronic charge. Substituting the expression for the bulk depletion

layer charge in (6) results in the inversion layer charge as,

Q
′

I = −C ′

ox

(

VGB − VFB − ψs − γ
√

ψs

)

(9)

Using the above equation for the inversion layer charge, the drift and diffusion current

components can be expressed as,

IDRIFT = µC
′

ox

W

L

[

(VGB − VFB)(ψsL − ψs0)−
1

2
(ψ2

sL − ψ2
s0)−

2

3
γ(ψ

3/2
sL − ψ

3/2
s0 )

]

(10)

and,

IDIFF = µC
′

ox

W

L

[

UT (ψsL − ψs0) + γUT (
√

ψsL −
√

ψs0)
]

(11)
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The source and drain end surface potentials can be expressed in terms of the externally

applied terminal voltages as,

ψs0 = VGB − VFB − γ

√

ψs0 + UT exp
(

ψs0 − 2φF − VSB
UT

)

(12)

and,

ψsL = VGB − VFB − γ

√

ψsL + UT exp
(

ψsL − 2φF − VDB
UT

)

(13)

where, φF is the bulk Fermi potential that is given by,

φF =
kT

q
ln

(

Nsub

ni

)

(14)

with k being the Boltzmann’s constant, T being the temperature in kelvins and ni

being the intrinsic carrier concentration. Solving the above set of equations results

in the channel current through the device.

Although, the charge sheet model is accurate, it is complicated on account of the

presence of powers of 1/2 and 3/2 in the diffusion and drift equations respectively.

Tracing back, it is clear that these terms arise from the
√
ψs term that is present in

the expression for the bulk depletion layer charge and thereby in the inversion layer

charge as well. Linearizing the expression for Q
′

B around a convenient point results

in a simplified expression for the channel current without the 1/2 and 3/2 power

terms. Based on the choice of the point around which Q
′

B is linearized, two modeling

approaches have appeared in the literature over the years. Linearizing Q
′

B around ψs0

results in the source-referenced model while linearizing around the point ψsa (surface

potential in the absence of an inversion layer) results in the bulk-referenced model.

The bulk-referenced model handles weak inversion better and preserves the symmetry

inherent in a simple MOS transistor [11]. For these reasons, the bulk-referenced

model has been used extensively in this dissertation and these model equations will

be discussed next.
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2.2 Bulk-Referenced Model

In the bulk referenced model, the bulk depletion layer charge is linearized around the

point ψs = ψsa. This results in,

−Q′

B

C ′

ox

= γ
√

ψsa + (n− 1)(ψs − ψsa) (15)

where, n is given by,

n = 1 +
γ

2
√
ψsa

=
1

κ
(16)

and ψsa is given by,

ψsa =
[

− γ

2
+

√

γ2

4
+ VGB − VFB

]2

(17)

The above linearization results in a close approximation of the depletion layer charge

in weak inversion. It should be noted that the depletion layer charge is dominant in

weak inversion. The errors in the approximation increase in moving from the weak

inversion to strong inversion operation. However, in strong inversion, the inversion

layer charge dominates over the bulk depletion layer charge, with the result that errors

in the depletion layer charge do not result in appreciable errors in the drain current.

The above approximation models Q
′

B accurately in regions where Q
′

B is dominant and

the errors occur in regions where the contribution of Q
′

B to the total semiconductor

charge is negligible.

Using the linearized expression for the bulk depletion layer charge, the inversion

layer charge is now given by,

Q
′

I = −C ′

ox[VGB − VFB − ψsa − γψsa − n(ψs − ψsa)] (18)

Notice that in comparison with (9), the above equation does not contain a
√
ψs term.

As will be shown below, this results in a simple expression for the drain current in

both the weak and strong inversion regions of operation.
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2.2.1 Strong Inversion

In strong inversion, the drift component of the channel current dominates over the

diffusion component. Therefore, the drain-source current can be approximated to be

composed only of the drift current. Using this approximation along with the linearized

expression for the inversion layer charge and integrating (4) after making a change of

variables results in,

IDS =
W

L

µ

2nC ′

ox

(Q
′2
I0 −Q

′2
IL) (19)

In strong inversion, the inversion layer charge can be approximated as,

Q
′

I = −nC ′

ox(VP − VCB) (20)

where, VCB is the channel to bulk potential and VP is called the pinch-off voltage and

is given by,

VP = ψsa − φo≈
VGB − VTo

n
(21)

where, ψo = 2φF + several UT and VTo is the bulk referenced threshold voltage of the

device that is given by,

VTo = VFB + ψo + γ
√

ψo (22)

In non-saturation, both the source and the drain ends are strongly inverted. There-

fore, using the above set of equations, the drift current is given by,

IDS = µC
′

ox

(

W

L

)[

(VGB − VTo)(VDB − VSB) − 1

2κ
(V 2

DB − V 2
SB)

]

(23)

It is easy to show that forward saturation occurs at VDB = VP and therefore, the

drain-source current at saturation is given by,

IDS = µC
′

ox

(

W

2κL

)[

κ(VGB − VTo) − VSB

]2

(24)

The above set of equations model the transistor operation in strong inversion with (23)

modeling the linear region of operation and (24) modeling strong inversion saturation.
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2.2.2 Weak Inversion

In weak inversion, the inversion layer charge is negligible and therefore, diffusion is the

primary current transport mechanism. On account of this, the drain-source current

is approximated to be consisting entirely of the diffusion current component and is

given by (5). In weak inversion, the inversion layer charge is given by,

Q
′

I = − γC
′

ox

2
√
ψsa

UT exp
(

ψsa − 2φF
UT

)

exp
(−VCB

UT

)

(25)

Using the above expression, the inversion layer charge per unit area at the source

and drain ends of the channel can be calculated. Using this along with (5) and the

expression for the pinch-off voltage and its relationship with ψsa, the drain-source

current in weak inversion is given by,

IDS = I
′

o exp
(

κ(VGB − VTo)

UT

)

exp
(−VSB

UT

)(

1 − exp
(−VDS

UT

))

(26)

where, the pre-exponential constant I
′

o is given by,

I
′

o =
(

1 − κ

κ

)

µnCox
W

L
UT

2 exp
(

ψo − 2φF
UT

)

(27)

In weak inversion, saturation occurs for values for drain-source voltage higher than

100 − 150mV . In this case, the last term in (26) becomes equal to 1 and the drain-

source current in weak inversion saturation is given by,

IDS = I
′

o exp
(

κ(VGB − VTo)

UT

)

exp
(−VSB

UT

)

(28)

Note that the currents in the weak inversion region are exponential functions of the

terminal voltages.

2.2.3 Moderate Inversion

In moderate inversion, the drain current is composed of both drift and diffusion

components thereby complicating the development of a simple analytical expression

for the drain current in this region. The popular approach to modeling in this region

is to use semi-empirical expressions that provide an acceptable level of accuracy.

14



2.2.4 Complete Current Expression

The expressions developed using the charge sheet model are valid in all regions of

operation from weak to strong inversion. In the sections following the treatment of

the charge sheet model (sections 2.2.1 & 2.2.2), simplified expressions were given that

model transistor operation in individual regions of operation. In order to unify the

modeling in the various regions of operation to result in a complete continuous model

that is valid in all regions of operation, the popular EKV model [12] approximates

the drain current as,

IDS = µC
′

ox(2n)U2
T

(

W

L

){[

ln
(

1+e(VP−VSB)/2UT

)]2

−
[

ln
(

1+e(VP−VDB)/2UT

)]2}

(29)

The above semi-empirical expression is valid in all regions of operation in both satu-

ration and non-saturation modes.

In weak inversion, the exponential term inside the natural logarithm expression

is small and therefore, one can invoke the expression ln(1 + x)≈x to simplify the

above expression. This results in the non-saturation weak inversion expression given

in (26) with the term 2n in place of (n − 1)e(φo−2φF )/2UT . This causes an error in

the drain current IDS that is usually adjusted for by varying the value of some other

model parameter [11]. In strong inversion, the exponential term inside the natural

logarithm expression dominates and the drain current expression reduces to the one

given in (23). No such simplification is possible for moderate inversion with the result

that the complete drain currrent expression has to be used.

2.3 Summary

Key equations that represent the operation of the MOS transistor have been presented

to aid in the analyses that follow in the later chapters. The charge sheet model

that is valid in all regions of operation has been discussed. In order to reduce the

computational complexity involved in the charge sheet model, the bulk depletion layer

charge is linearized around ψsa. This results in the bulk referenced model. The bulk
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referenced model equations that model transistor operation in the weak and strong

inversion regions have been summarized. The EKV model that uses a semi-empirical

expression to give a continuous model valid in all regions of operation has been briefly

discussed for the sake of completeness. The equations presented in this chapter have

been extensively used in this dissertation. Wherever needed, the model equations are

repeated for the convenience of the reader. Also, the equations presented here are

valid for an nMOS transistor. Corresponding equations for a pMOS transistor can

be obtained by making appropriate sign changes.
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CHAPTER 3

FLOATING-GATE TRANSISTORS

The concept of a floating-gate device was proposed in 1967 by Kahng and Sze

[13]. The first commercially available floating-gate based memory, the floating-gate

avalanche-injection MOS device (FAMOS) was developed in 1970 [1]. Since then

floating-gate transistors have been used extensively as non-volatile memory elements

in EPROMs, EEPROMs and Flash memories [14]. Apart from being memory ele-

ments, floating-gate transistors can be used as computational elements as well. Ex-

ploiting this property of a floating-gate transistor, one can design high performance

analog circuits, power-efficient signal processing primitives and synapses for building

adaptive filters and neural networks for on-chip learning.

The successful use of floating-gate transistors in analog circuits depends on un-

derstanding certain key aspects of floating-gate transistors. These include, (1) Tech-

niques that are used to transfer charge onto and from the floating-gate, thereby

programming the device, (2) Translating system level specifications to programming

accuracy of floating-gate transistors and understanding the design aspects that impact

programming precision and (3) Charge retention capabilities of floating-gate transis-

tors. In this chapter, a detailed discussion of these topics along with experimental

results are presented.

3.1 Basics of Floating-Gate Transistors

A floating-gate MOS transistor is a transistor whose poly-silicon gate is completely

surrounded by SiO2, a high quality insulator. This creates a potential barrier that

prevents charge stored on the floating-gate from leaking from the floating node. Fig-

ure 1 shows the circuit schematic and layout of a single-poly floating-gate pMOS

transistor. In order to maintain the non-volatile charge storage of the floating-gate,
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Figure 1. Circuit schematic and layout of a pFET floating-gate transistor: The floating-
gate node Vfg is completely surrounded by SiO2 and external inputs are coupled onto
the floating node through an input capacitor Cin. The capacitor Ctun is used for Fowler-
Nordheim tunneling. The input capacitor is implemented using a poly-poly capacitor
while the tunneling capacitor is implemented using a MOS capacitor.

external inputs are capacitively coupled through an input capacitor Cin. It should be

noted that the second polysilicon layer shown in Figure 1 is used primarily to imple-

ment the input capacitor. The tunneling capacitor Ctun is implemented using the gate

oxide between the gate poly-silicon and n-well. A key advantage of the floating-gate

device is that it provides programmability in a standard digital CMOS process.

Figure 1 shows the circuit diagram of a pFET floating-gate transistor. As can be

observed, a floating-gate transistor is very similar to a normal transistor with a critical

difference being that inputs are capacitively coupled onto the floating-gate. Consider,

a floating-gate transistor in the strong inversion region of operation. Neglecting Early

effects and assuming saturation, the drain current through the device is given by

[11, 15, 12],

Isd =
µpCoxW

2κL
(Vs − κVfg − κ |VTo| + (κ− 1)Vb)

2 (30)

where, Isd represents the source-drain current, µp represents the effective hole mobil-

ity, Cox is the oxide capacitance per unit area, W is the effective width of the device,

L is the effective length of the device, Vfg is the floating gate voltage, Vs is the source

voltage, Vb is the bulk voltage, VTo is the threshold voltage of the device referred to
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the bulk, and κ is given by,

κ≈ Cox
Cox + Cdep

(31)

where, Cdep is the depletion capacitance per unit area. The above set of equations are

part of what is commonly referred to as the bulk referenced model for MOS transistors

as described in Chapter 2.

The floating-gate voltage can be expressed in terms of the terminal voltages and

the charge stored on the floating-gate. Using these, the floating-gate voltage is given

by,

Vfg =
Cin
CT

Vg +
Q

CT
(32)

where, Q is the charge stored on the device and CT is the total capacitance of the

floating-node. Substituting (32) in (30) results in the source-drain current expression

being modified as,

Isd =
µpCoxW

2κL

(

Vs − κeffVg − κ(Q/CT + |VTo|) + (κ− 1)Vb)
)2

(33)

where, κeff is the effective κ of the floating-gate device and is given by,

κeff = κ
Cin
CT

(34)

From (33), it is clear that the charge stored on the floating-gate can be viewed as

modifying the threshold voltage of the device. Thus, by removing electrons from the

floating-gate of a pFET, the effective threshold voltage of the device can be increased

and the threshold voltage can be decreased by adding negative charge. The opposite

will be true in the case of an nFET floating-gate transistor.

Now consider, a pFET floating-gate transistor operating in the weak inversion

region of operation. The source-drain current through the device, ignoring Early

effects and following the analysis as before is given by,

Isd = I
′

o exp
(−κeffVg

UT

)

exp
(

Vs
UT

)

exp
(−κ(|VTo| +Q/CT )

UT

)

exp
(

(κ− 1)Vb
UT

)

(35)
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where, UT = kT/q is the thermal voltage, I
′

o is a pre-exponential constant made up of

fundamental device parameters and the other terms are as defined earlier in Chapter

2. As in the case of strong inversion, the floating-gate charge can be lumped along

with the threshold voltage of the device. In the case of a pFET, a net positive charge

on the floating-gate results in a lower current through the device and shifts the weak

inversion I−V characteristic to the left and a net negative charge on the floating-gate

results in a higher current through the device and shifts the I−V characteristic to the

right. Similar results can be derived for an nFET taking care to reverse the polarities

of all terminal voltages.

3.2 Floating-Gate Charge Modification Techniques

Programming a floating-gate transistor involves adding or removing charge from the

floating-gate thereby modulating the threshold voltage of the device as shown ear-

lier. There are a number of techniques that can be used to modify the charge on a

floating-gate and the three commonly used techniques include (1) Exposure to ultra-

violet radiation, (2) Fowler-Nordheim Tunneling and (3) Hot-electron injection. The

following paragraphs discuss these in detail.

3.2.1 Ultra-Violet Radiation

Exposure of floating-gate transistors to ultra-violet (UV) radiation is a commonly

used technique in EPROM devices to “erase” the information stored on the floating-

gate [1]. In EPROM devices, information is stored by transferring electrons onto the

floating-gate. Exposing the floating-gate transistor to high energy UV rays imparts

sufficient kinetic energy to the electrons stored on the floating-gate to surmount the

Si − SiO2 barrier, thereby “erasing” the floating-gate. The obvious disadvantage

of this technique is the requirement of a seperate set-up that generates UV radia-

tion. Also, the exact amount of charge transferred to/from the floating-gate is not
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Figure 2. Fowler-Nordheim Tunneling Process: (a) Si − SiO2 energy band diagram for
the case of no applied electric field. The average thermal energy of electrons in the
conduction band of Si is such that the probability of electrons surpassing the Si−SiO2

barrier is very low. (b) The distortion of the bands when a high enough electric field
is applied across the Si − SiO2 interface. Under these conditions, there is a finite
probability that electrons quantum-mechanically tunnel across the Si − SO2 barrier.

controlled. This makes the technique unsuitable for accurate programming of floating-

gate transistors. Besides, the technique is inefficient and time-consuming on account

of significant absorption of UV rays by silicon and poly-silicon [1].

3.2.2 Fowler-Nordheim Tunneling

Fowler-Nordheim (FN) tunneling, named after Fowler and Nordheim, was first de-

scribed in a Si − SiO2 system by Leslinger and Snow in 1969 [16]. Using this phe-

nomenon, electrons tunnel across the Si− SiO2 barrier as a consequence of the high

electric field that is applied across the Si− SiO2 interface. Figure 2 shows the band

diagram at the Si − SiO2 interface both in the presence and absence of an electric

field. In the absence of an electric field, shown in Figure 2(a), the difference between

the conduction bands of Si and SiO2 is approximately 3.2eV . It should be noted

that Si has an energy band-gap of about 1.1eV while SiO2 has an energy band-gap

of around 9eV . At room temperature, the average electrons have an energy of around

0.025eV , thereby, leading to a very low probability that the electron would surmount
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the 3.2eV Si − SiO2 barrier [1]. However, when a high enough electric field is ap-

plied at the Si − SiO2 interface, the bands are distorted as shown in Figure 2(b).

Under these conditions, there is a finite probability that an electron can quantum-

mechanically tunnel through the barrier and make it to the conduction band of SiO2.

In Figure 2(b), the electric field was applied in the direction that caused electrons to

tunnel from Si to SiO2. Applying an electric field in the opposite direction causes

electrons to tunnel from SiO2 to Si.

This phenomenon is exploited in a floating-gate system to both add and remove

electrons. Figure 1 shows the layout and schematic of the tunneling junction used

to remove electrons from the floating-gate. The tunneling junction is nothing but a

capacitive connection to the floating-gate. The floating-gate forms one terminal of the

capacitor while the other terminal is called the tunneling voltage, Vtun. The tunneling

capacitor is fabricated as a MOS capacitor formed on an n-well. The tunneling voltage

makes an ohmic contact to the n-well using an n+ diffussion layer. It should be noted

that the poly-silicon floating-gate is directly connected to the poly-silicon gate of the

tunneling MOS capacitor. Using the above scheme, applying a high tunneling voltage

(> 15V for a 0.5µm CMOS process), high electric fields are generated at the Si−SiO2

interface and electrons tunnel across and are collected at the n-well. The tunneling

current can be modelled as a function of the terminal voltages as [17, 18],

Itun = Itun0exp
(

Vtun − Vfg
Vx

)

(36)

where, Vfg is the floating-gate voltage, Vx is a process dependent parameter and Itun0

is an equilibrium tunneling current.

Figure 3 shows the practical implementation of the FN tunneling process in

floating-gate transistors. Initially, the tunneling voltage is held low such that electric

fields across the Si − SiO2 interface is low enough that the probability of electrons

tunneling across the barrier is negligible. Next, the tunneling voltage is increased

to a high enough voltage that causes conditions conducive for tunneling to occur.
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Figure 3. Performing Fowler-Nordheim tunneling in floating-gate transistors: Pictorial
representation of the Fowler-Nordheim tunneling process in floating-gate device. Elec-
trons tunnel from the floating-gate when the tunneling voltage is increased to a high
enough value > 15V for a 0.5µm CMOS process.

The amount of charge transferred due to tunneling depends on the tunneling volt-

age and the amount of time the high electric field is sustained across the Si − SiO2

barrier. Since, the tunneling currents depend exponentially on the tunneling volt-

age, care should be taken when increasing the tunneling voltage to prevent accidental

complete erasure of the floating-gate.

3.2.3 Hot-Electron Injection

Figure 4 schematically represents hot-electron injection process in pFETs. Hot-

electron injection occurs in pFETs when carriers are accelerated to a high enough

energy level to surmount the Si − SiO2 barrier. At high electric fields and in the

presence of drain currents, electrons are created at the drain edge of the drain-to-

channel depletion region via hot-hole impact ionization. These electrons travel back

into the channel region, gain sufficient kinetic energy such that they cross the Si−SiO2

barrier and are injected onto the floating-gate [19]. Electrons that do not cross the

Si−SiO2 barrier are swept away towards the bulk and flow as bulk currents. Condi-

tions conducive for hot-electron injection are created when the transistor experiences

a high source-drain potential and when there is channel current flowing through the

device. In order for hot-electron injection to occur, the electric fields in the channel

must be greater than 10V/µm and the electric field across the oxide must be in a
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Figure 4. Hot-Electron Injection Process: Under high electric fields caused by a high
source-drain voltage, impact ionization occurs creating electron-hole pairs. Electrons
that have a high enough kinetic energy surmount the Si−SiO2 barrier and are injected
onto the floating-gate. The other electrons flow out through the bulk terminal while
the holes flow through the drain terminal.

direction that aids transport of the electrons across the barrier.

A simplified model for hot-electron injection is given in detail in [19]. The model

relates the injection current (Iinj) to terminal voltages and to the channel current as,

Iinj = Iinj0

(

Is
Is0

)α

exp
(−∆Vds

Vinj

)

(37)

where, Is is the channel current, Iinj0 is the injection current corresponding to a

channel current of Is0, ∆Vds is the incremental drain-source voltage across the device,

α = UT/Vinj and Vinj is a process and bias-dependent parameter. Typical values for

Vinj range from 100mV − 250mV for a 0.5µm CMOS process. As can be observed,

hot-electron injection depends on the presence of a channel current and high electric

fields made possible through a large value of source-drain voltage.

Figure 5 shows the practical implementation of the hot-electron injection process

in a floating-gate device. To perform hot-electron injection on a floating-gate transis-

tor, the chip is ramped up such that VDD is increased to 6.5V with all other voltages

increased with respect to VDD as well. Next, the high fields necessary for injection
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Figure 5. Performing hot-electron injection in floating-gate transistors: Pictorial rep-
resentation of the hot-electron injection process. Hot-electron injection occurs when
a high enough source-drain voltage is applied across the device while there is drain
current flowing through the device.

are created by pulsing down the drain voltage (VD) for a certain amount of time tpulse

such that a high source-drain voltage appears across the device. Typical VSD voltages

used for hot-electron injection range from 4V - 6.5V for a 0.5µm CMOS process while

for a 0.35µm process, typical values for VSD range from 3V − 5.5V . After injection

is completed, the chip is ramped down such that all voltages are restored to their

original values. The number of electrons injected and hence the change in the drain

current is a function of the source-drain potential VSD and the time interval tpulse for

which VSD is held high enough.

3.3 Automatic Programming of Floating-Gate Transistors

Given the techniques used for modifying charge on a floating-gate, tunneling and hot-

electron injection are more suited for precision programming than using UV radiation.

To demonstrate programming using hot-electron injection and tunneling, a floating-

gate pFET transistor has been programmed to different threshold voltages with their

magnitudes ranging from 0.75V − 2.75V as demonstrated in Figure 6. It should be

noted that the absolute value of the threshold voltage of a pFET device that is not

a floating-gate in the 0.5µm CMOS process used is 0.9V . Figure 6(b) demonstrates

programming in a 0.35µm CMOS process. As can be observed, a floating-gate pFET
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Figure 6. Programming a floating-gate pFET transistor in a 0.5µm CMOS process: A
floating-gate pFET has been programmed using a combination of hot-electron injection
and Fowler-Nordheim tunneling where the threshold voltage of a vanilla pFET in the
process is 0.9V .

has been programmed to threshold voltages ranging from 0.3V − 2.3V while the

threshold voltage of a non floating-gate pFET in the process is 0.7V . These figures

clearly demonstrate scalability along with a wide range in programming capabilities

of the floating-gate device.

As can be observed from (36), the relationship between the tunneling current and

the tunneling voltage is logarithmic in nature and this makes precision programming

time-consuming. Techniques have been proposed to improve the speed and preci-

sion of tunneling based programming [20, 21]. However, in this work, tunneling is

used primarily as a global erase and precision programming is achieved through hot-

electron injection. Such a scheme has a number of advantages over a tunneling based

programming scheme as in [22, 23]. These include avoiding special processing steps

such as ultra-thin tunneling oxides that are needed to increase the speed of tunneling

and constant application of high voltages of both positive and negative polarities.
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Figure 7. Programming a floating-gate pFET transistor in a 0.35µm CMOS process: A
floating-gate pFET has been programmed using a combination of hot-electron injection
and Fowler-Nordheim tunneling where the threshold voltage of a vanilla pFET in the
process is 0.7V .

Automatic programming of floating-gate transistors is achieved using a program-

ming algorithm that calculates the value of the source-drain potential and the number

of pulses required (with tpulse held fixed) such that a target current is reached with-

out any overshoot. The value of VSD for a given pulse interval is estimated from the

relationship between the initial drain current and the desired target current. This is

obtained from a first-principles model for hot-electron injection and is described in

detail in [19, 2]. A single initial calibration step that characterizes the hot-electron

injection rates for a given process is performed such that the algorithm can predict

an optimal value of VSD during injection. Programming proceeds by first measuring

the initial drain current of the device. This is used by the programming algorithm

along with the target drain current to calculate the optimal value of VSD for a fixed

pulse interval of about 100µs. The chip is then ramped up and the calculated VSD is

applied. The chip is then ramped down and the drain current is measured again. If
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Figure 8. Convergence of the programmaing algorithm[2]: The convergence of the
programming algorithm for different target currents from an initial starting current of
10nA is shown. The algorithm convergences to within 0.1% of the target current in all
cases with the pulse width being 100µs.

the measured current is different from the target current, the algorithm calculates a

new VSD value and injection is performed again. The above steps are repeated until

the drain current of the device reaches the target value within a pre-defined tolerance.

Since the injection rates vary between devices, programming is performed asymptot-

ically such that overshoot is avoided. Typical convergence to target to within a 0.1%

accuracy takes about 7 − 12 pulses.

Figure 8 [2] demonstrates the programming algorithm when the drain current of

the device is programmed to different target currents (logarithmically spaced) from

an initial current of 10nA. As can be observed, typically around 7 pulses are required

to reach the target with the worst-case of 11 pulses for a programming change of 2

orders of magnitude. A pulse width of 100µs has been used in this case.
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3.4 Floating-Gate Programming Precision

The accuracy to which one can program floating-gate transistors to a target current

depends on the smallest drain current change that can be programmed onto a floating-

gate device. In order to estimate the design choices available to improve programming

precision, a figure of merit (FOM) is defined as,

FOM = −log2

(

∆I

I

)

(38)

where, ∆I is the minimum programmable change in drain current that is necessary

to meet a system level accuracy specification and I is the bias current of the floating-

gate transistor. It should be noted that such a definition results in the FOM being

represented in the familiar binary system, as number of bits of accuracy achievable.

In the discussion below, the FOM is related to floating-gate circuit parameters for

operation in both the weak and strong inversion regimes such that the floating-gate

transistor can be designed to achieve the required bits of precision.

3.4.1 FOM in Weak Inversion

Consider a floating-gate pFET operating in the weak inversion regime. The source-

drain current of the device ignoring Early effect and using (35) is given by,

I = Ioexp
(−κVfg

UT

)

exp
(

Vs
UT

)

(39)

where, Io is the pre-exponential constant that includes I
′

o and the threshold voltage

and bulk voltage terms given in (35).

Now, for a ∆Vfg change in the floating-gate voltage, a ∆I change in drain current

results. The net programmed drain current of the device is given by,

I + ∆I = Ioexp
(−κ(Vfg + ∆Vfg)

UT

)

exp
(

Vs
UT

)

(40)

Dividing (40) by (39) and noting that ∆Vfg = ∆Q/CT , the achievable change in

drain current due to programming relative to the initial drain current is given by,

∆I

I
= exp

(−κ∆Q
UTCT

)

− 1 (41)
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where, CT is the total capacitance at the floating-gate and ∆Q is the programmed

charge.

Note that for most cases, the term inside the exponential is much less than one,

and therefore, the Taylor series approximation for the exponential can be used to

arrive at the simplified expression shown below,

∆I

I
≈−κ∆Q
UTCT

(42)

It is clear from (42) that the achievable precision is inversely proportional to the charge

that can be reliably transferred onto the floating-gate and directly proportional to

the total floating-gate capacitance.

3.4.2 FOM in Strong Inversion

Consider a floating-gate nFET operating in the strong inversion region and pro-

grammed using an indirect programming scheme as outlined in [24]. Ignoring Early

effects, the drain current of the device in saturation is given by [11, 12],

I =
µnCoxW

2κL
(κVfg − Vs − κVTo)

2 (43)

where, µn is the effective mobility of electrons and all other variables are as defined

earlier in Chapter 2.

Programming the device such that a charge transfer of ∆Q results in a change in

the floating-gate voltage of ∆Vfg, modifies the drain current to be,

I + ∆I =
µnCoxW

2κL
(κ(Vfg + ∆Vfg) − Vs − κVTo)

2 (44)

Dividing (44) by (43) and manipulating the algebra with the assumption that

(∆Vfg) is much smaller than the overdrive voltage Vod = κVfg − Vs − κVTo results in,

∆I

I
=

2κ∆Vfg
κVfg − Vs − κVTo

=
2κ∆Q

VodCT
(45)

As can be observed from (45), the achievable precision is inversely proportional to

the charge that can be transferred onto the floating-gate and directly proportional to

the overdrive voltage of the device and the total floating-gate capacitance.
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Comparing the above expression for programming precision in strong inversion

with that in weak inversion, it should be noted that with exactly the same total

floating-gate capacitance and equal amounts of charge transferred, the achievable

precision is higher in the strong inversion region than in the weak inversion region.

This can be verified by analyzing (42) and (45). Apart from a factor of 2, the equa-

tions differ in the denominator with the thermal voltage (UT ) being replaced by the

overdrive voltage (Vod) in strong inversion. Typically, the thermal voltage is ≈26mV

at room temperature (298K) while the overdrive voltage is a design parameter in

analog circuits with values in the range of 150mV −300mV . This results in the FOM

being a lot higher in strong inversion than in weak inversion.

3.4.3 FOM Experimental Results

In order to verify the theory presented above, a test chip was fabricated in a 0.5µm

standard CMOS process that consisted of an array of floating-gate pFET transistors

with the same aspect ratio but with varying input capacitors such that CT varied from

one transistor to another. According to (42), for a given charge transfer ∆Q onto the

floating-gate transistor, the FOM varies inversely with capacitance. This was verified

by injecting a constant charge ∆Q onto floating-gate transistors with different total

gate capacitance (CT ) and measuring the change in the drain current to the initial

drain current before injection. In order to ensure a constant charge transfer on all

devices, the initial drain current for all devices was kept constant and a source-drain

voltage (Vsd) of 6V was applied for a time period of 1mS for all devices. Figure 9

shows a plot of the measured ∆I/I vs. 1/CT . The plot is linear as expected from

theory.

Noting that for a transistor operating in the strong inversion regime the overdrive

voltage can be expressed as Vod =
√

2κI
β

, it can be inferred from (45) that the FOM is

inversely proportional to the square-root of drain current. Also, from (42), it is clear

that the FOM is independent of drain current in the weak inversion regime. Therefore,
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Figure 9. Plot of ∆I/I vs. floating-gate capacitance:Measured plot of ∆I/I against the
total floating-gate capacitance (CT ) for a constant charge injected at a drain current of
100nA with a source-drain voltage of 6V for a time period of 1mS. The plot is linear as
expected from theory.

one would expect that the plot of FOM vs. drain current would be constant in the

weak inversion regime and would increase in the strong inversion regime. This was

verified by injecting a constant charge onto a floating-gate transistor and by measuring

the I − V characteristic both before and after injection. Calculating the difference

in currents between the I − V sweeps and plotting against the initial set of currents

results in the plot shown in Figure 10. As can be observed, the plot is constant in the

weak inversion regime and increases in the strong inversion regime thereby verifying

the theory.

Table 1 presents quantitative numbers for the FOM for both the weak inversion

and strong inversion regions based on the theory developed above. The FOM has

been calculated for different values of charge transfer and CT for a κ of 0.7, UT

of 26mV and an overdrive voltage of 250mV . Figure 11 presents experimental data

from programming an array of floating-gate transistors such that a sinusoid with a DC

offset of 1µA and an amplitude of 20nA results. Also, shown is the percentage error in
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Figure 10. The FOM plotted against the drain current of a floating-gate transistor:
The FOM is independent of the drain current in the weak inversion region of operation
and increases as the transistor enters the strong inversion regime. The experimental
results are consistent with the theoretical prediction.

programmed value of the sinewave to the ideal value [2]. The error is within ±0.05%

indicating an FOM of approximately 11 bits. The total floating-gate capacitance

for these transistors is approximately 100fF . With the devices operating in strong

inversion, it can be inferred from Table 1 that a little over 100e− worth of charge is

responsible for the measured precision.

Using the above developed theory and depending on the region of operation of

the floating-gate transistor, one can design a floating-gate transistor (CT ) such that

a target accuracy specification is met. For the sake of clarity, further discussions on

designing to meet a system-level specification is deferred until Chapter 4.

3.5 Retention in Floating-Gate Transistors

Floating-gate transistors inherently have good charge retention capabilities on account

of the gate being surrounded by a high quality insulator. Initial investigations of
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Table 1. Summary of the achievable bits of accuracy (FOM)

Weak Inversion Strong Inversion
⇓CT ∆Q⇒ 1e− 10e− 100e− 1e− 10e− 100e−

10fF 11.18 7.85 4.83 13.44 10.12 6.8
100fF 14.5 11.18 7.85 16.76 13.44 10.12
1pF 17.82 14.5 11.18 20.09 16.76 13.44

floating-gate retention were carried out by observing the drain current of a floating-

gate device for long periods of time. Figure 12(a) shows the drain current of a

floating-gate pFET measured over a period of 380 hours. The drain current was

programmed to an initial value of 30µA and displayed a mean value of 29.93µA

with a standard deviation of 28nA. The current exhibits a short-term drift in the

beginning beyond which no significant drift can be observed. This short-term drift is

on account of the interface trap sites settling to a new equilibrium after programming

[23]. Similar results have been observed in a 1.5µm CMOS process [25]. Although

this is a good indicator of the charge retention capabilities of floating-gate transistors,

accurate estimates of the long-term charge retention can be made through accelerated

life time tests.

Long-term charge loss in floating-gates occur due to the phenomenon of thermionic

emission [26, 27, 22, 23]. The amount of charge lost is a function of both temperature

and time and is given by,

Q(t)

Q(0)
= exp

[

− tυ·exp
(−φB
kT

)]

(46)

where, Q(0) is the initial charge on the floating-gate, Q(t) is the floating-gate charge

at time t, υ is the relaxation frequency of electrons in poly-silicon, φB is the effective

Si− SiO2 barrier potential in electron-volts, k is the Boltzmann’s constant and T is

the temperature. As expected from (46), charge loss in floating-gates is a slow process

that is accelerated at high temperatures.

Floating-gate charge loss is measured indirectly by measuring the change in the
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Figure 11. Programming precision [2]: Programming a 20nA sinusoid riding on a DC
value of 1µA is shown along with the percentage error between the programmed current
and the desired target. As can be observed, an error of ±0.05% has been achieved.

transistor’s threshold voltage. Programming floating-gates by adding/removing charge

modifies the threshold voltage of the device. The effective threshold voltage of the

device, V
′

To, is given by,

V
′

To = VTo +
Q

CT
(47)

where, Q is the floating-gate charge, VTo is the threshold voltage of the transistor

with zero floating-gate charge or that of a non floating-gate device and CT is the

total capacitance at the gate node. Using the above approximation for the threshold

voltage of a floating-gate device the charge loss in a floating-gate can be rewritten as,

Q(t)

Q(0)
=
V

′

To(t) − VTo
V

′

To(0) − VTo
(48)

where, V
′

To(t) indicates the effective threshold voltage of the device after time t and

V
′

To(0) represents the initial programmed threshold voltage.

Estimating the amount of charge loss in floating-gate transistors using (46) re-

quires the estimation of the parameters υ and φB as these parameters exhibit a wide
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Figure 12. Drain Current of a Floating-Gate pFET: The drain current of a floating-
gate pFET measured over 16 days. The floating-gate transistor was programmed to an
initial value of 30µA.

spread in their values and therefore need to be extracted for each process. For the

0.5µm process used in the design, floating-gate pFETs were programmed to a thresh-

old voltage of −0.5V and stored at high temperatures for a predefined time period.

The change in threshold voltage is measured and using (48) the charge loss is esti-

mated. Using (46), (48) and the measured data points, υ and φB can be extracted

using,

φB =
kT1T2

T1 − T2

ln
[

t2
t1
· ln(x1)

ln(x2)

]

(49)

and,

υ =
−ln(x1)

t1·exp( φB

kT1

)
(50)

where, x denotes the ratio of the floating-gate charge at time t to the initial floating-

gate charge and the subscripts denote two different data points measured at two

different temperatures (T1, T2) and times (t1, t2). Using the above procedure, the

values for the barrier potential and the relaxation frequency were extracted to be

0.9eV and 60s−1 for the 0.5µm CMOS process used in the experiments. For a 0.35µm
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Figure 13. Current Distribution of a Floating-Gate pFET: The drain current distribu-
tion indicates a mean of 29.927µA with a standard deviation of 27.8nA. The gaussian
nature of distribution indicates the presence of thermal noise on the measured data.

CMOS process, similar experiments have been conducted and the values of barrier

potential and relaxation frequency have been extracted to be 0.618eV and 55ms−1

respectively.

Figure 14 shows the measured floating-gate charge loss along with a theoretical

extrapolated fit using the estimated model parameters. The measured data (0.5µm

CMOS process) agrees well with the theoretical prediction and the trends observed in

Figure 14 have been observed across many floating-gate devices and across processes

as well.

3.5.1 Retention in Floating-Gate Transistor Pair

In analog applications using floating-gate transistors, a structure that commonly ap-

pears is the ”differential floating-gate pair (DFGP)”. The DFGP is nothing but two

identical floating-gate transistors that have been programmed such that a difference

in current of ∆I exists between them. The DFGP is used in circuits such that the
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Figure 14. Charge loss in floating-gate transistors plotted versus temperature and time:
Charge loss measured at different temperatures and time periods as estimated from
threshold voltage changes is plotted using ◦’s. Parameters for a thermionic emission
model were extracted using the measured data and the model is then used to calculate
charge loss at different temperatures and time periods. This extrapolated theoretical
fit is plotted using solid lines.

difference current ∆I plays a key role in influencing the circuit’s performance. There-

fore, it is worthwhile to evaluate charge retention in such a structure.

Consider the DFGP and assume weak inversion operation. Note that the analysis

is similar to that in section 3.4 and so the difference in charge between the two

floating-gate transistors is given by,

∆Q = CT
UT
κ
ln

(

1 +
∆I

I

)

= CT∆Vfg (51)

where, all the variables have their usual meaning. Now, using (46) and the extracted

values of φB and υ, the difference in charge at time t, namely, ∆Q(t) can be estimated.

From this, the difference in floating-gate voltage can be calculated, based on which

and using (51), the value of the programmed difference current at time t (∆I(t)) can

be estimated. Table 2 summarizes the data retention numbers for the 0.5µm process

for two different cases of programmed difference currents, namely, a 10% change and

a 50% change for a time period of 10 yrs for different temperatures. A total floating-

gate capacitance of 100fF and a κ of 0.7 has been assumed for these calculations.
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Table 2. Summary of floating-gate parameter change in 10 years

10% Programmed Change 50% Programmed Change
Temperature ∆Q/Q ∆Vfg ∆I/I ∆Q/Q ∆Vfg ∆I/I

25◦C 10−3% 36.7nV 2×10−4% 10−3% 156nV 9×10−4%
90◦C 0.62% 16.4µV 0.06% 0.62% 65µV 0.47%
140◦C 18.2% 0.45mV 1.8% 18.2% 1.92mV 10.7%

As can be observed from Table 2, the percentage change in charge over time at

different temperatures is the same, irrespective of the programmed current difference

between devices. However, the change in the floating-gate voltage with time for

different temperatures depends on the programmed current difference. This is on

account of the fact that larger the current difference, larger is the difference in charge

and so larger is the absolute change in the charge with time for a given temperature.

This results in the change in the floating-gate voltage being larger for a larger current

difference. For the same reasons, the percentage change in programmed currents is

larger for the case of the 50% programmed current difference as against the 10%

programmed current difference.

3.6 Floating-Gate Transistors in Analog Circuitry

As has been demonstrated, floating-gate transistors provide programmability along

with non-volatile memory capability. These features can be exploited to enhance

performance in traditional analog circuits and to develop novel circuits built around

the framework of programmability. In order to effectively use floating-gate transistors

as part of a larger system, it is important that there is a way to individually isolate

each floating-gate device such that it can be programmed and that each floating-gate

device be designed such that the achievable programming precision is sufficient to

meet the specifications of the system that the floating-gate transistor is a part of.

Figure 15 shows the use of floating-gate transistors as part of analog circuitry.
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Figure 15. Floating-gate transistors in Analog Circuitry: The use of multiple floating-
gate transistors as part of analog circuitry is shown. Applying a digital High to prog
switches the floating-gate transistors into program mode. The floating-gate transistor
of interest is then selected using the digital selection circuitry.

During normal operation, a digital Low is applied to prog thereby switching the

floating-gate transistors into the circuit of interest. The operating VDD is 3.3V during

normal operation for a 0.5µm process. Programming is achieved by first isolating the

floating-gate transistor from the rest of the circuitry such that one can access the

gate and drain terminals of the device. This is achieved by applying a digital High

to the prog terminal. The drain of the floating-gate transistor of interest that needs

to be programmed is then switched to the external drain terminal Vd using the digital

selection circuitry shown. The drains of the unselected devices are tied to VDD. It

should be noted that all floating-gate transistors share the same gate terminal during

program mode. The tunneling terminal is shared amongst all floating-gate devices as

well.

3.7 Summary

Floating-gate transistors are similar to normal transistors with the key difference be-

ing that their gate has no DC path to ground and all inputs are capacitively coupled

onto the floating-gate. Floating-gate transistors can be fabricated on standard digi-

tal CMOS processes and require no special processing steps. The non-volatile charge

retention when combined with programmability, makes floating-gate transistors well
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suited for use in precision analog circuits and signal processing. In this work, precision

programming is achieved using hot-electron injection while tunneling is used primarily

for a global erase operation. Designing a floating-gate transistor to achieve a target

programming precision is critical to its successful implementation as a part of a larger

system. Towards this end, design equations have been developed in both the strong

and weak inversion regions of operations that can be used in designing the aspect

ratio and CT of the floating-gate transistors. Charge loss in floating-gate transistors

has been studied using the framework of a thermionic emission model. Model pa-

rameters have been extracted for two different processes, using which, extrapolations

can be made for charge loss in floating-gate transistors. In summary, floating-gate

transistors provide programmability with excellent charge retention. Exploiting these

characteristics for achieving high performance in analog circuits and signal processing

will be presented in the following chapters.
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CHAPTER 4

PRECISION CMOS AMPLIFIER

Mismatches between MOS transistors pose a serious challenge to analog circuit design-

ers and most commonly manifest themselves as an offset voltage in operational am-

plifiers. Techniques commonly used to reduce the offset voltage include auto-zeroing,

correlated double sampling and chopper stabilization [6]. Auto-zeroing and correlated

double sampling are techniques applicable to sampled data systems while chopper sta-

bilization allows continuous-time operation of the amplifier. Resistor trimming using

laser trims is another popular approach. This, however, is usually expensive. An-

other technique includes using current-mode digital-to-analog converters (DAC) to

compensate for amplifier offsets by adjusing amplifier load currents [28].

In this chapter, a floating-gate based offset cancellation scheme is presented that

results in a continuous-time operation of the amplifier with long-term offset cancella-

tion that obviates the need for any refresh circuitry. A prototype amplifier has been

fabricated with its offset voltage reduced to 25µV . The use of floating-gate transis-

tors for correcting mismatches in analog circuitry is particularly advantageous as it

offers programmability, long-term retention and can be fabricated in a standard digi-

tal CMOS process. This approach involves no sampling and hence avoids such issues

as charge injection, clock feedthrough and undersampled wideband noise that are se-

rious limitations to autozeroing and correlated double sampling [6, 29]. Also, unlike

chopper stabilization [6], the proposed scheme is not limited to low-bandwidth appli-

cations, while, at the same time offering continuous-time operation with comparable

offset reduction.

The proposed scheme involves using floating-gate transistors as both an integral

part of the circuit of interest and as programmable elements. Figure 16 shows a con-

ceptual representation of the proposed scheme applied towards offset cancellation in
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Figure 16. Offset Cancellation Macromodel: The offset voltage of the amplifier Vos is
cancelled by programming an offset current Ios

′ in the opposite direction on floating-
gate transistors.

an operational amplifier. Floating-gate transistors are used as programmable current

sources (Ios′ ) that provide offset compensation while being a part of the amplifier of

interest during normal operation. Such an approach results in a compact architecture

with a simple design strategy that avoids the overhead of using floating-gate transis-

tors as separate trimming elements as in [22, 23] or current-mode DACs as trimming

elements [28]. Also, the proposed offset cancellation scheme is independent of other

amplifier parameters unlike other approaches [6, 30] and the offset cancellation by

itself dissipates no additional power.

4.1 Amplifier Architecture

A single stage folded cascode amplifier shown in Figure 17 demonstrates a practical

implementation of the proposed approach shown pictorially in Figure 16. The currents

through the floating-gate transistor pair M3 and M4 are programmed such that

they cancel the offset arising from mismatches in the input differential pair (M1,

M2) and the cascoded current mirrors (M5 −M8). During normal operation, the

multiplexors S1 and S2 are set such that the floating-gate transistors are a part of the
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Figure 17. Operational Amplifier Circuit Schematic: A single stage folded cascode
amplifier that uses floating-gate transistors as trimming elements is shown. During
normal operation switches S1 and S2 are set such that floating-gate transistors M3 and
M4 are a part of the operational amplifier. Offset voltage cancellation is achieved by
programming a current difference between M3 and M4. Using floating-gates both as
a part of the amplifier and as trimming elements makes the architecture compact and
easy to design.

operational amplifier. During programming, the floating-gate transistors are isolated

from the amplifier such that the drains of the transistors are externally available.

Note that both the transistors share the same tunneling voltage and the same gate

voltage. During programming the gate voltage is externally available as well. Using

the programming techniques described in chapter 3, the floating-gate transistors are

programmed to exhibit a difference current ∆I(I3 − I4) such that the offset voltage

is nullified.

A key advantage of this architecture is that the programming transistors are an

integral part of the amplifier thereby simplifying the design process. Initially, all

transistors including M3 and M4 are made non floating-gate transistors and are

designed to meet the amplifier’s specifications. Next, these transistors M3 and M4

are made floating-gate transistors and based on the offset requirement of the amplifier,
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an estimate can be made of the programming precision required. In other words, an

approximate value of the difference current (∆I) that needs to be programmed can

be estimated from which the FOM is calculated. Next, depending on the region of

operation of the transistors M3 and M4, appropriate design equations developed in

section 3.4 can be used to estimate the total floating-gate capacitance needed. With

the aspect ratio of the transistors set during the amplifier’s design stage, the input

capacitance and the tunneling capacitance can be sized to either meet or exceed the

CT requirement. Appropriate switches are then added to isolate the floating-gate

transistors during programming. For this design, the floating-gate current sources

were set to be 10µA nominally and the total floating-gate capacitance was designed

to be around 200fF . From Table 1 it can be seen that a programming precision

greater than 10 bits can be achieved for a charge transfer of around 100e− in strong

inversion operation which is sufficient for the design.

4.2 Input Referred Offset Voltage

In this section, the input referred offset voltage of the amplifier is analyzed both in

the small-signal domain and the large signal domain. In the large signal analysis,

both weak inversion operation and strong inversion operations are considered for the

sake of completeness.

4.2.1 Small Signal Analysis

The amplifier exhibits zero offset voltage when all currents are balanced at its output.

Assume that the amplifier has an uncompensated offset voltage given by V
′

off . Let

a current difference of ∆Ifg be programmed onto the pFET floating-gate transistors

such that this difference current creates a voltage at the output equal to ∆Ifgro,

where, ro represents the effective output impedance at the output of the amplifier.
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The input referred offset voltage of the amplifier therefore becomes,

Voff = Voff
′

+
∆Ifg
gm1

(52)

where, gm1 is the transconductance of the input differential pair. Based on (52),

one would expect the input referred offset voltage of the amplifier to exhibit a linear

dependence with the programmed floating-gate difference current. Note that the

above expression has been derived without assuming any specific region of device

operation. By varying the polarity of the difference current ∆Ifg and choosing an

appropriate value for ∆Ifg/gm1, the original offset voltage of the amplifier can be

cancelled.

4.2.2 Large Signal Analysis - Weak Inversion

As before, the condition for zero offset is that all currents must be balanced at the

output. Assume intially that all transistor pairs except M9/M10 are matched. Fur-

ther assume that all transistors are in saturation and ignore Early effects. The current

through transistor M9 is given by,

I9 = Ioexp
(

κ(Vg − VTo)

UT

)

exp
(

Vs
UT

)

(53)

where, all variables have their usual meaning as defined earlier. Now assume that

the threshold voltage of M10 is different from that of M9 by −∆Vth3, the current

through M10 now becomes,

I10 = Ioexp
(

κ(Vg − VTo + ∆Vth3)

UT

)

exp
(

Vs
UT

)

= I9 + ∆I (54)

Dividing (54) by (53) and re-arranging the terms results in,

∆I = I9

[

exp
(

κ∆Vth3
UT

)

− 1
]

(55)

The current of M10 is larger than that of M9 by ∆I. The objective is to translate

this mismatch to the input referred offset voltage. This can be achieved by noting
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that making the current of M2 smaller by ∆I results in the currents at the output

being balanced. In order to do this, one has to apply an offset voltage at the gate of

M2 in the negative direction, or a voltage of −Vos3 with respect to the gate of M1.

Therefore, the offset voltage contribution due to the mismatch in the transistor pairs

M9/M10 is the value −Vos3 that needs to be applied to the gate of M2 such that the

currents are balanced at the output.

Considering the currents of M1/M2 and assuming that the gate of M2 is offset

from that of M1 by −Vos3 resulting in its current being smaller than that of M1 by

∆I and following the steps outlined earlier, one can express Vos3 as,

Vos3 =
UT
κ
ln

(

1 − ∆I

I1

)

(56)

Substituting (55) in the above expression, one gets,

Vos3 =
UT
κ
ln

(

1 − I9
I1

[

exp
(

κ∆Vth3
UT

)

− 1
])

(57)

For typical values of threshold voltage mismatch, the term inside the exponential is

less than 1. Therefore, the exponential can be expanded using a Taylor series with

the second and higher order terms neglected. Also, designing such that I9 is less

than I1, the Taylor series expansion of the natural logarithm can be performed and

ignoring the higher order terms, the offset voltage due to mismatch in the M9/M10

transistor pair can be expressed as,

Vos3 = −I9
I1

∆Vth3 (58)

Next, consider the pFET floating-gate pair M3/M4. Assume that a difference

in their floating-gate voltage −∆Vfg exists between them such that the current of

transistor M4 is greater than that of M3 by ∆I. It should be noted that the threshold

voltage mismatches between the transistors and the differences in the programmed

charge can be accounted for by ∆Vfg. Proceeding, as in the case of the M9/M10
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pair, the difference current is given by,

∆I = I3

[

exp
(

κ∆Vfg
UT

)

− 1
]

(59)

Now to balance this excess current, a positive offset needs to be applied such that

the current of M2 is increased by ∆I. Performing the analysis as before, the offset

voltage contribution by the floating-gate pair (∆Vos2) is given by,

Vos2 =
UT
κ
ln

(

1 +
∆I

I1

)

(60)

Substituting (59) in the above expression results in,

Vos2 =
UT
κ
ln

(

1 +
I3
I1

[

exp
(

κ∆Vfg
UT

)

− 1
])

(61)

In this case, one can still apply the Taylor series expansion of the exponential and

ignore all the higher order terms. However, for typical designs, I3 is greater than I1

and so the higher order terms in the Taylor series expansion of the logarithm needs to

be included as well. Therefore, including the second order term while ignoring third

and higher order terms results in the offset voltage being,

Vos2 =
I3
I1

∆Vfg −
I3
I1

2 κ

UT
∆V 2

fg (62)

Finally, consider mismatch in the input differential pair. Let the threshold voltage

ofM2 be higher thanM1 by ∆Vth1. To compensate this mismatch, one needs to apply

a differential voltage of −∆Vth1 at the gate of M2.

Thus far, the mismatch in each of the transistor pairs M1/M2, M3/M4 and

M9/M10 has been analyzed individually with their contributions to the input referred

offset voltage estimated. The input referred offset voltage collectively due to all the

mismatch effects (Vos) can be estimated by applying superposition and noting that

Vos = Vos1 + Vos2 + Vos3. The input referred offset voltage is now given by,

Voff = ∆Vth1 +
I3
I1

∆Vfg −
I9
I1

∆Vth3 −
(

I3
I1

)2 κ

UT
∆V 2

fg (63)

48



Although in arriving at the above expression, specific signs have been assumed for

the threshold voltage offsets, there has been no loss in generality. The signs of the

various terms in the expression can be modified accordingly to take into account the

actual signs of the mismatch terms.

4.2.3 Large Signal Analysis - Strong Inversion

Consider saturation in strong inversion and ignore Early effects. The drain current

through the transistor M9 is given by,

I9 =
µnCoxW

2κL

[

κ(Vg − VTo) − Vs

]2

(64)

where, all variables have their usual meaning. As before, assume a threshold voltage

difference of ∆Vth3 between the transistors M9/M10 such that the current of M10

is higher than that of M9 by ∆I. Taking into consideration the threshold voltage

mismatch, the drain current of M10 can be written as,

I10 = I9 + ∆I =
µnCoxW

2κL
[κ(Vg − VTo) − Vs]

2
[

1 +
κ∆Vth3

κ(Vg − VTo) − Vs

]2

(65)

For typical designs, the value of the over-drive voltage (κ(Vg − VTo) − Vs) is on the

order of 100−200mV . This results in κ∆Vth3/(κ(Vg−VTo)−Vs) being much less than

1 for typical values of threshold voltage mismatch. Therefore, performing a Taylor

series expansion and ignoring higher order terms, the drain current of M10 can be

rewritten as,

I10 = I9

[

1 +
2κ∆Vth

κ(Vg − VTo) − Vs

]

(66)

Dividing, (66) by (64) and re-writing the over-drive voltage in terms of the drain

current, the difference in currents ∆I becomes,

∆I =
√

2κI9β9∆Vth3 (67)

Now, in order to balance the currents at the output, an offset voltage of −Vos3 needs

to be applied to the gate of M2 such that the current of M2 is smaller than that of
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M1 by ∆I. Expressing this difference current in terms of Vos3 and M1/M2 transistor

parameters results in,

∆I = −
√

2κI1β1Vos3 (68)

As before, defining the input referred offset voltage contribution due to mismatch in

the transistor pairs M9/M10 to be the voltage that needs to be applied to the gate

of M2 in order to balance the currents at the output, it is clear that the difference

current in the above expression has to be equal to that in (67). Using the above

relationship, Vos3 is given by,

Vos3 = −
√

I9β9

I1β1

∆Vth3 (69)

Similarly, the offset voltage contribution due to the floating-gates of M3/M4 being

different by −∆Vfg such that the current of M4 is greater than that of M3 by ∆I is

given by,

Vos =

√

I3β3

I1β1

∆Vfg (70)

Now, as before, assume that the threshold voltage of M2 is higher than that of M1

by ∆Vth1. This is compensated by assuming that a differential voltage of −∆Vth1 is

applied to the gate of M2. Performing superposition and taking into consideration

the mismatch in all the transistor pairs comprising the amplifier, the offset voltage

for operation in strong inversion becomes,

Voff = ∆Vth1 +

√

I3β3

I1β1

∆Vfg −
√

I9β9

I1β1

∆Vth3 (71)

Note that both equations (63) and (71) simplifies to (52) when the appropriate

values for ∆Vfg is expressed as ∆Ifg/gm3. It is clear from the above equations that the

offset voltage of the amplifer can be reduced to a very small value by appropriately

programming a difference current between the floating-gate transistors. This can be

accomplished by programming a difference between their floating-gate voltages. Also,

the above technique is well suited for applications that demand a particular offset

voltage, such as comparators used in a flash analog-to-digial converter (ADC)[31].
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In the large-signal analysis presented thus far, the effect of mismatch in the cas-

code transistors M7/M8 and M11/M12 on the offset voltage has been neglected. A

threshold voltage mismatch in the cascode transistors results in a difference in the

drain voltage of the current mirror transistors. This difference in the drain voltages

leads to a difference in the current on account of the Early effect. Also, the finite

output impedance of the cascode current mirrors leads to an offset voltage as well.

For well designed circuits, these errors can be minimized and the offsets arising out of

these errors are usually lesser than those arising out mismatches between the transis-

tor pairs considered earlier. Also, to a first approximation, these errors can be lumped

along with the threshold mismatch in the transistor pairs M3/M4 and M9/M10, if

needed.

4.3 Temperature Sensitivity of Input Referred Offset Voltage

Analyzing the temperature sensitivity of the input referred offset voltage is important

in order to gain insights into the parameters that influence the temperature behavior

of the offset voltage. Gaining such insights is critical in ensuring that the offset voltage

is fairly independent of temperature. Observing (63) and (71), it is clear that the

temperature sensitivity of the offset voltage can be estimated based on the sensitivities

of the threshold voltage mismatch and ratios of transistor currents and β’s. Note that

∆Vfg is temperature independent, as for a typical operating temperature range, the

charge loss on the floating-gate is negligible and therefore assumed constant, and to a

first-order, the total floating-gate capacitance is independent of temperature as well.

The temperature dependence of the threshold voltage is given by [11],

Vth(T ) = Vth(To) + α(T − To) (72)

where, T is the temperature in kelvin, Vth(To) represents the threshold voltage at a

temperature To and α represents the linear temperature co-efficient of the threshold

voltage. Now, the temperature dependence of the threshold mismatch between two
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devices can be written as,

∆Vth = ∆Vth(To) + ∆α(T − To) (73)

where, ∆Vth(To) represents the threshold mismatch at temperature To and ∆α is the

difference in their temperature co-efficients.

The temperature dependence of κ has been analyzed by incorporating the tem-

perature dependence of the terms describing κ and simulating using MATLAB. As-

suming an n-channel transistor with a threshold voltage of 0.7V with a temperature

co-efficient of −2mV/◦C, a substrate doping of 1×1017cm−3, a γ of 0.5 and a gate-bulk

voltage of 1V results in a κ of 0.8049 at room temperature (300K). The variation of

κ with temperature over a range of −40◦C to 140◦C was found to be ≈27ppm/◦C.

Therefore, it was decided to assume κ to be constant with temperature to simplify

the temperature analysis of the amplifier offset voltage.

4.3.1 Temperature Sensitivity - Strong Inversion

The expression for the input offset voltage, (71) contains a threshold voltage differ-

ence term and a
√
Iβ term. The temperature dependence of the threshold voltage

difference term is as given in (73). Next, consider the term
√
Iβ that appears in the

expression for the input offset voltage. This term can be rewritten as,

√

2Iβ = µnCox
W

L
(κ(Vg − VTo) − Vs) = gm (74)

where, all the terms are as defined earlier. Assuming fixed terminal voltages, the only

terms that have a temperature dependence in the above equation are the threshold

voltage and mobility.

The temperature dependence of mobility is modeled as [11],

µn(T ) = µn(To)(T/To)
αn (75)

where, µn(T ) is the mobility of electrons at a temperature T , µn(To) is the mobility

at a reference temperature To and αn is the temperature co-efficient of mobility. The
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expression for the hole mobility is similar to the above expression with the difference

being that the temperature co-efficient is modeled differently by αp. For doping

levels less than 1012cm−3, αn equals −2.42 while that of αp is −2.2. However, for

doping levels above 1017cm−3, the value of αn becomes equal to −1.2 while that of

αp equals −1.9 [32]. Therefore, the ratio of mobilities for two similar type devices

is independent of temperature while that of two dissimilar type devices is slightly

temperature dependent. However, for ease of analysis, the temperature co-efficients

of electron and hole mobilities will be assumed equal.

With the above observations, and (73), the third term in (71) can be written as,

√

√

√

√

I9β9(T )

I1β1(T )
=

(

β9(To)κVod9(To)

β1(To)κVod1(To)

)(1 − κα9∆T
Vod9(To)

1 − κα1∆T
Vod1(To)

)

(76)

where, ∆T = T − To. A similar expression can be arrived at for the second term in

(71). Denoting κα1/Vod1(To) as a, κα9/Vod9(To) as b, κα3/Vod3(To) as c and using (73)

in (71) results in,

Voff (T ) = ∆Vth1 + ∆α1∆T + gm3(To)
gm1(To)

(1−b∆T )
(1−a∆T )

∆Vg

−gm9(To)
gm1(To)

(1+c∆T )
(1−a∆T )

(∆Vth3 + ∆α3∆T ) (77)

As can be observed from (77), the offset voltage varies with the temperature and

the variation can be approximated to be quadratic in nature. Also, it is clear that

the offset voltage depends on threshold voltage mismatch multiplied by a ratio of

quantities (transconductance). Since, the threshold voltage mismatch by itself has a

weak temperature dependence, designing the ratio of transconductances to be fairly

temperature independent can result in an overall offset voltage that is temperature

independent. This can be achieved by either biasing the transistors to their zero-

temperature co-efficient transconductances [33, 34] or by designing such that their

overdrive voltages are close to each other making the terms a,b and c equal such that

temperature sensitivity is minimized.
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4.3.2 Temperature Sensitivity - Weak Inversion

Consider the expression for input offset voltage in weak inversion given by (63). Apart

from the difference in threshold voltage terms and the difference in the floating-gate

voltage, the term to analyze in terms of temperature dependence is the ratio of

currents term. Consider the drain current of an nFET in weak inversion as given

below,

I = Ioexp
(

κ(Vg − VTo)

UT

)

exp
(

Vs
UT

)

(78)

The pre-exponential constant, Io is given by [11],

I
′

o =
(

1 − κ

κ

)

µnCox
W

L
UT

2 exp
(

ψo − 2φF
UT

)

(79)

where, φF is the Fermi potential of the bulk and ψo = 2φF + n·UT .

The pre-exponential constant Io is temperature dependent on account of the tem-

perature dependence of the physical constants that are present in its expression.

However, in this case, one is interested in the ratio of two pre-exponential constants.

Assume κ is independent of temperature and consider two similar type devices (2

nFETs or 2 pFETs). It is clear from (79) that the ratio of pre-exponential constants

will be independent of temperature. Now consider two dissimilar devices, an nFET

and a pFET. As before, κ is assumed independent of temperature and the tempera-

ture co-efficient of electron and hole mobilities are treated to be the same. The bulk

Fermi potential for the n-type and p-type devices will be different. However, approx-

imating the ψo term to be equal to the sum of twice the Fermi potential and several

thermal voltages [11], the ratio of the pre-exponential constants becomes temperature

independent to a first approximation.

Consider the drain current of an nFET in weak inversion saturation and ignore

Early effects. The drain current is given by,

I = Ioexp
(

κ(Vg − VTo)

UT

)

exp
(−Vs
UT

)

(80)
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Using the temperature dependence of the threshold voltage and expanding the ther-

mal voltage around a reference temperature T , the above expression can be re-written

as,

I = Ioexp
(

κ(Vg − VTo(To)) − Vs
UTo

)

exp
(

∆T

UToTo
(−κ(Vg−VTo(To))+Vs+α(To+∆T )

)

(81)

In the above expression, the pre-exponential constant is temperature dependent and

so is the last exponential term. The exponential term in the middle consists of

quanitities that are temperature independent. Here it has been assumed that the

terminal voltages are independent of temperature.

Next, consider the term, I9/I1. As mentioned before, the ratio of pre-exponential

constants is independent of temperature. Also, observing (81), the second term is

independent of temperature and so is its ratio. With these observations, the ratio of

current I9/I1 can be written as,

I9(T )

I1(T )
= k(To)·exp

(

∆T

UTo(To)
(−κ(∆Vg − ∆VTo(To)) + ∆Vs + ∆α(To + ∆T ))

)

(82)

where, ∆Vg = Vg9 − Vg1, ∆VTo = VTo9 − VTo1, ∆Vs = Vs9 − Vs1 and k(To) represents

all the temperature independent terms. A similar expression can be derived for the

current ratio term I3(T )/I1(T ). Substituting these into (63) results in a complete

expression for the first-order temperature dependence of the offset voltage in weak

inversion.

It should be noted that in the above discussions on temperature sensitivity, κ was

assumed to be independent of temperature. This assumption is valid for certain oper-

ating conditions. Also, the terminal voltages such as gate voltage, source voltage etc.

were assumed to be temperature independent as well. These assumptions were made

in order to simplify the analytical derivations. In a real circuit, the terminal volt-

ages of various devices are usually set by some biasing circuitry and therefore exhibit

changes with temperatures. Owing to these, the above expressions for temperature
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sensitivity should be treated as a initial starting point for design. A complete circuit

simulation is required to estimate the temperature sensitivity more accurately.

4.4 Offset Voltage Measurement

It is evident that the parameter of utmost importance in this chapter is the input

referred offset voltage. It is therefore critical that the test methodology used for

measuring the input offset voltage be described. In this section, a technique that is

well suited for accurately measuring very small offset voltages is discussed in detail.

Accurate measurements of the offset voltage is made by using the amplifier under

test along with a second amplifier configured as a nulling amplifier forming a servo

loop [35]. Figure 18 shows the schematic of the test setup with ADUT being the

amplifer under test and ANULL being the nulling amplifier. Assume that the nulling

amplifier has an offset voltage of Vos,null. The capacitor C is used for stabilizing the

measurement setup and will be ignored for DC considerations. Applying Kirchoff’s

current law (KCL),

Vo,dut − (Vos,null + Vmid)

R3

=
(Vos,null + Vmid) − V1

R3

(83)

Solving the above expression for Vo,dut results in,

Vo,dut = 2(Vos,null + Vmid) − V1 (84)

Owing to negative feedback, the output of the nulling amplifier is such that the

differential input of the ADUT is at a value that results in the output of the amplifier

being equal to Vod as given above. Since the amplifier under test is a CMOS amplifier,

no current flows into its input and so the negative terminal is equal to Vmid. Now in

order to determine the voltage at the positive terminal of the amplifier, one needs to

equate the currents through resistors R1 and R2. Equating the currents and making

algebraic manipulations results in,

V +
in =

R1Von +R2Vmid
R1 +R2

(85)
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Figure 18. Test Setup For Measuring Input Offset Voltage: The test setup for measuring
the input offset voltage of the amplifier (ADUT ) using a nulling amplifier (ANULL) is
shown.

Using the above expression along with the negative terminal being at Vmid, the dif-

ferential input of ADUT is given by,

V +
in − V −

in =
R1

R1 +R2

[

Von − Vmid

]

= Vin,d (86)

In dual-supply amplifiers, the input offset voltage is the amount of differential

voltage that must be applied at the inputs of the amplifier in order to make the

output equal to zero volts. Since in this case, the amplifier operates on a single

supply voltage (3.3V ), the offset voltage is defined to be equal to the differential

voltage that results in the output of the amplifier equalling mid-supply voltage or

Vmid. Now, when V1 is set to Vmid, the output of ADUT goes to Vmid as the nulling

amplifier forces the output of ADUT to equal Vmid by servoing its input differential

voltage to the appropriate value. As per the definition for input offset voltage, this

value equals the offset voltage of the amplifier. Therefore, the input offset voltage

can be measured by setting V1 equal to Vmid and using (86).
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Figure 19. Open Loop DC Transfer Characteristics: The input offset voltage of the
amplifier was programmed to five different values in steps of 10mV . The non-inverting
terminal of the amplifier was set at 1.65V and the inverting terminal was swept from
0 − 3.3V . The DC transfer curves show the switching points ranging from −20mV to
+20mV with a 10mV spacing as programmed.

4.5 Amplifier Experimental Results

In this section, measured results from a prototype amplifier designed and fabricated

in a 0.5µm CMOS process is presented. The amplifier was designed to operate in the

strong inversion region and was tested with a 3.3V power supply.

Coarse measurements of the offset voltage can be performed by configuring the

amplifier as an open-loop comparator and measuring the switching point of the device.

Using such a setup, the drain currents of transistors M3 and M4 were programmed to

result in five different offset voltages for the amplifier. The offsets were programmed

in steps of 10mV ranging from −20mV − +20mV . Figure 19 shows the DC transfer

characteristics of the amplifier configured as a comparator with the non-inverting ter-

minal held at 1.65V . As can be observed the comparator trip points are evenly spaced

10mV apart as programmed, clearly demonstrating the feasibility of the approach and

the range of programming that is possible.
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Figure 20. Input Offset Voltage vs. Floating-gate Difference Current: The input offset
voltage of the amplifier was measured by programming different current differences be-
tween the floating-gate trimming transistors. The input offset voltage changes linearly
with the difference current as expected from theory. The inset zooms into the region
of very low offset voltages. It is clear from the inset that offset voltages in the 10′s of
micro-volts are achievable with the lowest being 25µV .

Figure 20 shows the measured input referred offset voltage of the amplifier plotted

against the various programmed floating-gate difference currents using the technique

for measuring offset voltages as outlined above. The measured data shows a linear

dependence of the offset voltage with the programmed difference currents as expected

from (52). As can be observed in the inset in Figure 20, the offset voltage of the pro-

totype amplifier has been reduced to 25µV . Also, it can be seen that the amplifier can

be programmed to display different offset voltages with both positive and negative

polarities. This clearly demonstrates the programmable nature of the approach, a

feature that could be exploited when designing, for instance, comparators. Experi-

mentally, it is possible to program current increments as low as 0.1nA. Theoretically,

this indicates that offset voltages in the 100′s of nano-volts range are possible to

achieve. At present however, the primary limitation has been the internal noise of

the amplifier itself.
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Figure 21 shows the sensitivity of the input offset voltage with temperature. The

offset voltage was measured for temperatures ranging from −40 ◦C to 130 ◦C after

programming at 25◦C. A maximum change of 130µV was observed over the full

temperature range of 170 ◦C. Since, the transistors in the amplifier were biased in a

region close to strong inversion, the temperature dependence was modeled according

to (77). Shown in the figure is a theoretical fit of the data using (77). Since, the exact

values of the threshold voltage mismatch of the various transistor pairs are unknown,

the fit was performed using a reasonable set of parameter values. It should be noted

that the exact shape of the temperature characteristic depends on the transistor

operating regions, biasing conditions and the mismatch between threshold voltages.

The offset voltage drift with time can be estimated from the charge retention

experiments conducted on floating-gate transistors. Knowing the drift in the stored

charge of a floating-gate device, the drift in the difference current can be estimated,

based on which the offset voltage drift can be calculated. For a 25µV offset voltage,

the drift has been calculated to be approximately less than 0.5µV in 10years at a stor-

age temperature of 55◦C. Table 3 summarizes the performance of the amplifier and

the chip micrograph is shown in Figure 22. The total area of the amplifier excluding

the buffer is 115µm×45µm and the additional area occupied by the input capacitors

and the switches on account of using floating-gate transistors is 45µm×45µm. As can

be observed, using floating-gate transistors as a part of the amplifier and also as a pro-

gramming element leads to a compact architecture. Also, the proposed cancellation

scheme is independent of other amplifier parameters.

Automatic programming of the floating-gate transistor makes the approach at-

tractive from a commercial standpoint. Unlike wafer trimming that is susceptible

to offset drifts on account of packaging stress, the proposed scheme involves offset

cancellation at the package level. Extra pins (Vtun, Vg, Vdrain) and digital pins for
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Figure 21. Input offset voltage vs. Temperature: The input offset voltage of the ampli-
fier was measured across a temperature range of −40 ◦C to 130 ◦C. The offset voltage
displayed a maximum change of 130µV across the entire temperature range. The ◦’s
represent the measured data points while the solid line represents the theoretical fit
based on (77)

the drain selection circuitry are needed for programming multiple floating-gate tran-

sistors. The programming infrastructure allows the gate, drain and tunnel voltages

to be shared amongst different floating-gate transistors. This keeps the extra pins

required constant even when using multiple floating-gate transistors, a scenario that

is typical while using multiple amplifiers on the same chip. The pin count can be

reduced if the gate voltage is supplied by the biasing structure during programming

as well and by using a serial digital interface for the digital pins.

4.6 Comparisons to Alternate Techniques

The use of floating-gate transistors to correct for mismatch in analog circuitry has

been investigated by other authors as well [22, 23]. The approach in [22] results in an

uni-directional offset cancellation. This requires an intentional offset creation of the

correct polarity during the design phase of the amplifier for proper operation. This
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Table 3. Operational Amplifier Summary of Performance

Parameter Value
Supply Voltage 3.3V

Technology 0.5µm CMOS
Input Common Mode Range 1.2V − 3.1V

Output Voltage Swing 0.2V − 3.1V
Input Offset Voltage ±25µV

Offset Voltage Drift with Temperature 130µV /170◦C
Offset Voltage Drift @ 55◦C for 10 yrs < 0.5µV

Open Loop Gain 63dB
Unity Gain Bandwidth @ CL = 20pF 10MHz

Phase Margin 60◦

Common Mode Rejection Ratio 73dB (Simulation)
Power Supply Rejection Ratio 77dB (Simulation)
Input Referred Noise (rms) 8.9µV (Simulation)

Slew Rate 5V/µs
Settling Time (10 Bit) for 100mV Step 105ns

Power Dissipation (Incl. Buffer) 8.25mW
Area (Excl. Buffer) 115µm×45µm

intentional offset creation has been cited as the reason for the degradation of the offset

voltage temperature sensitivity [22]. The work in [23] introduces a trimming circuitry

based on floating-gate transistors to produce a difference current which is then used as

a building block to compensate for mismatch induced errors. The proposed approach

in this paper is conceptually similar to that in [23] in that it uses a differential current

to trim offsets. However, the difference current is created using just two floating-gate

transistors which then form an integral part of the amplifier of interest. This results

in an advantage in terms of both area and design overhead. Also, the proposed

approach uses hot-electron injection to program floating-gate transistors while both

[22] and [23] use Fowler-Nordheim tunneling as the primary programming mechanism.

The advantages of an injection based programming scheme over a tunneling based

programming has been highlighted earlier in section 3.3.
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Table 4. Comparison of Offset Cancellation Schemes

FGate Autozero Chopper Ping-Pong R Trimming DAC
Mode Continuous Sampled Continuous Continuous Continuous Continuous

Offset (Vos) Low Moderate Low Moderate Low Low
Bandwidth High High Low High High High
Complexity Low Moderate High Moderate Moderate Moderate
1/f Noise No effect Reduced Reduced Reduced No effect No effect

Extra Power Low Moderate Moderate Moderate Low Moderate
Extra Area Low Moderate Moderate Moderate Moderate High
Vos Removal Long-Term Periodic Continuous Periodic Long-Term Long-Term

Field Programmability Yes No No No No Yes

63



Floating-Gate
 Transistors

115µm

45
µm

Figure 22. Amplifier die micrograph: The chip micrograph of the prototype operational
amplifier excluding the output buffer is shown to occupy an area of 115µm×45µm. The
additional area on account of using floating-gate transistors is 45µm×45µm.

Correcting analog circuit mismatch using resistor trimming is an alternate tech-

nique. Resistor trimming is usually performed using laser annealing, laser trims, poly

fuses and zener zapping. Both laser annealing and laser trims are expensive and do

not provide the flexibility of in-package trims. Trimming using poly fuses and zener

zapping is discrete in nature and therefore accuracy is limited to the smallest resis-

tor step used. Also, using a number of zener diodes and poly fuses involves an area

penalty. All of the above resistor trimming techniques are one-time programmable.

The approach described in this work is cost effective, field programmable and is a

package level correction scheme.

The proposed approach involves lesser design overhead when compared to the

technique of using current-mode digital-to-analog converters controlled using an EEP-

ROM and serial interface [28, 34] to reduce amplifier offsets. Also, the proposed ap-

proach can provide a continuous range of offset voltages rather than discrete values

offered by the DAC based scheme. This makes the approach well suited for other

applications as well, such as, programming a chain of comparators to different trip

points for use in say Flash analog-to-digital converters.
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Auto-zeroing is primarily useful for sampled data systems and is limited by is-

sues such as charge injection, clock feedthrough and wideband noise folding into the

baseband on account of undersampling. For a continuous-time operation, chopper

stabilization or continuous-time auto-zeroing such as a ping-pong amplifier [36] are

the typical alternatives. The chopper amplifier is, however, limited in use to low-

bandwidth applications [6]. The ping-pong approach involves the use of multiple

amplifiers and multi-phase clocks that add additional overhead in terms of area and

power. The proposed floating-gate approach involves none of the above tradeoffs and

the offset cancellation by itself dissipates no additional power. The approach places

minimal overhead on the amplifier design with non-volatile storage of offset reduction

information. The primary limitation, however, is the lack of flicker noise reduction.

Finally, Table 4 summarizes qualitatively the design tradeoffs of the proposed ap-

proach to the various offset cancellation schemes on the different design parameters

of interest.

4.7 Summary

An amplifier topology has been presented that uses floating-gate programmable el-

ements as an integral part of the actual amplifier. The approach places minimal

overhead on the amplifier design with non-volatile storage of offset reduction infor-

mation. A prototype amplifier has been fabricated in a 0.5µm standard digital CMOS

process and trimmed to an offset voltage of 25µV . The offset voltage exhibits a tem-

perature sensitivity of 130µV over a temperature range of 170 ◦C. Floating-gate

transistors being surrounded completely by SiO2, a high quality insulator, exhibit

excellent charge retention capabilities. Accelerated life-time testing indicate an offset

voltage drift of less than 0.5µV when stored at a temperature of 55◦C for 10 years.

Direct tunneling through the gate oxide (gate leakage) is a limitation for charge re-

tention in floating-gate transistors for oxide thicknesses less than 5nm that is typical
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for finer line processes (< 0.25µm). However, the proposed approach is still scal-

able with process technologies. Floating-gate transistors have not been used in the

signal path, therefore, in smaller dimension processes, floating-gate transistors can

be implemented using the available thick oxide transistors with no impact on the

speed of operation of the amplifier. Using thicker oxides preserves the charge reten-

tion capability of floating-gate devices thereby providing low long-term drifts in the

amplifier offset voltage. Finally, programmability coupled with a negligible long-term

drift and scalability makes this approach attractive for offset reduction in operational

amplifiers.
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CHAPTER 5

CMOS REFERENCE

Voltage references are critical components in both analog and digital systems. The

accuracy, temperature sensitivity and drift of references impact the performance of

many circuit blocks such as analog-to-digital converters, digital-to-analog converters

and power management circuitry. With the recent trends in transistor scaling, the

need for sub-1V reference voltages with low temperature sensitivity and high initial

accuracy is growing. This need is addressed in this work by way of a temperature

stable programmable voltage reference that uses floating-gate transistors to set the

reference voltage.

In CMOS technology, the bandgap voltage reference [37] implemented using par-

asitic bipolar junction transistors (BJTs) is the popular choice for implementing a

voltage reference. The bandgap reference provides a stable known reference voltage,

namely, the energy bandgap of silicon. Typically, the bandgap reference is designed

to achieve a first-order temperature cancellation that gives a zero temperature coeffi-

cient at a particular temperature. Mismatch between design components are corrected

using a post-fabrication trim procedure while higher order temperature effects are re-

duced for by using schemes such as curvature correction [38]. Although the bandgap

reference is attractive and provides temperature coefficients in the range of 25 − 50

ppm/◦C [39], it restricts the reference voltage to that of the energy bandgap of silicon

(≈1.205V ) which is undesirable from the viewpoint of a sub-1V reference as well as

a programmable reference.

Several techniques have been proposed for modifying the bandgap reference volt-

age to provide voltages less than the bandgap voltage of silicon. The structure in [40]

uses native nMOS transistors while those in [41] and [42] are architectures that avoid

low-threshold voltage devices. A brief comparison of these techniques is given in [39].
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Figure 23. Conceptual representation of the proposed reference: The proposed refer-
ence is conceptually depicted. Charge is programmed onto floating-gate transistors, the
difference of which forms the reference voltage. Such an approach gives a programmable
reference that is temperature insensitive to a first order and displays negligible long
term drift.

In all of these structures, the reference voltage is scaled using a ratio of resistors.

These architectures require matched resistors with mismatch being addressed at the

expense of area and costly post-fabrication schemes such as laser trimming. All of

the above schemes restrict the output voltage to a single value that is set during the

design phase thereby limiting the range of reference voltages.

A number of alternate techniques have been proposed to design voltage refer-

ences wherein, the reference voltage is independent of the energy bandgap of silicon.

The approach in [43] uses transistors fabricated with different threshold voltages to

generate a voltage reference. A voltage reference has been demonstrated based on

polysilicon gate work function difference in [44]. The approach in this work and in

[25] uses floating-gate transistors.

In this chapter, a compact programmable architecture is proposed that imple-

ments the voltage reference based on the charge difference between two floating-gate

transistors as depicted in Figure 23. The reference voltage is set by the programmed

difference between the floating-gate charges. In Figure 23, the operation of finding
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the difference between the charge on the floating-gates is shown explicitly using an op-

erational amplifier for ease of understanding. In the practical implementation of the

concept, the circuit architecture is such that the subtraction occurs without the need

for a differencing amplifier. Programming the charge on the floating-gate transistors

provides the flexibility of a programmable reference with the advantage of a single

design providing multiple reference voltages. Programmability also results in a high

initial accuracy for the reference. Owing to the non-volatile memory of floating-gate

transistors, the reference displays low long-term drift in its output voltage, is well

suited for low supply voltage operation and displays a low temperature co-efficient.

Also, the proposed technique can provide a programmable current reference unlike

other floating-gate transistor based approaches [45].

5.1 Reference Architecture

The practical implementation of the proposed concept in Figure 23 is shown in Figure

24. The proposed circuit is similar to the popular β-multiplier circuit [46] with the

difference being that transistors M1 and M2 are designed to be floating-gate tran-

sistors. If M1 and M2 are identical and their currents match, the reference voltage

(Vref ) is then given by

Vref = VSG2 − VSG1 =
∆Q

CT
(87)

where ∆Q is the charge difference (Q2 − Q1) between the floating-gate transistors,

CT is the total capacitance at the floating-gate and κ is assumed to be equal to 1 in

arriving at the above expression. These results are valid for both weak and strong

inversion operation. This analysis ignores the Early effect and assumes that the input

capacitance and the total floating-gate capacitance of the two transistors are matched.

The current through this circuit will be determined by the size of the resistor (R1)

and will be directly proportional to Vref and is given by, Vref/R1. The resistor size

can be used as a design parameter for a predetermined power consumption at a given
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Figure 24. Simplified circuit schematic of the proposed reference and die photograph:
Charge is programmed onto floating-gate transistors, the difference of which forms
the reference voltage that appears across the resistor R1. The die photograph of the
reference fabricated in a 0.35µm CMOS process shows the compactness of the proposed
approach.

reference voltage Vref .

5.1.1 Reference Voltage

In this section, detailed expressions for the reference voltage will be developed in both

the weak and strong inversion regions of operation to preserve generality.

5.1.1.1 Weak Inversion

Consider the current through transistor M1. Ignoring Early effects, the source-drain

current through the device is given by,

I1 = Ioexp
(−κeffVg

UT

)

exp
(−κ∆Q

UT

)

exp
(

Vs1
UT

)

exp
(

(κ− 1)Vb
UT

)

(88)

where, all the terminal voltages are referenced to ground and ∆Q is the charge dif-

ference between the floating-gate transistors M1 and M2. The current through M2

is given by,

I2 = Ioexp
(−κeffVg

UT

)

exp
(

κVb
UT

)

(89)

70



Dividing the above two equations, taking the natural logarithm on both sides and

re-arranging the terms results in,

Vb − Vs1 = −
[

κ∆Q

CT
+ UT ln

(

I1
I2

)]

= Vref (90)

It should be noted that if the currents I1 and I2 are exactly matched, the reference

voltage is given by the charge difference between the floating-gate transistors. Also,

for proper circuit operation, the total charge on M1 should be less than that of M2,

thereby making ∆Q negative and therefore resulting in a positive reference voltage.

Now, owing to mismatch in the transistor parameters of M3 and M4, the currents

in the two branches will not be exactly equal. As before, consider the dominant form

of mismatch, namely, threshold voltage mismatch. Let the threshold voltage of M3

be different from that of M1 by ∆Vth. The current I1 is given by,

I1 = Ioexp
(

κVgb
UT

)

exp
(−Vsb
UT

)

exp
(−κVTo

UT

)

(91)

and the current I2 is given by,

I2 = Ioexp
(

κVgb
UT

)

exp
(−Vsb
UT

)

exp
(−κ(VTo + ∆Vth)

UT

)

(92)

Dividing the above two equations results in,

I1
I2

= exp
(

κ∆Vth
UT

)

(93)

Substituting the above expression in (90) gives,

Vref = −
[

κ∆Q

CT
+ κ∆Vth

]

(94)

It is clear from the above expression that the threshold voltage mismatch of the nFET

transistors appears directly as a term in the expression for the reference voltage and

so should be minimized. It should also be pointed out that the presence of κ in the

expression is on account of the bulk terminal of M1 tied to the power supply. It is

easy to show that if the bulk terminal is tied to the source terminal the κ term drops

out of the equation.
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5.1.1.2 Strong Inversion

In order to analyze the ciruit behavior in strong inversion and to bring out the impact

of body-effect in transistor M1 on the reference temperature sensitivity, the model

popularly known as the source-referenced model has been adopted. Consider the

drain current of an nFET in strong inversion. Ignoring Early effects, the current is

given by,

I1 =
µnCox

2α

(

W

L

)[

Vgs − VT

]2

(95)

where, all variables are as defined earlier with VT being the threshold voltage of the

device given by,

VT = VTo + γ
(

√

φo + Vsb −
√

φo

)

(96)

with φo being approximately equal to twice the Fermi potential of the bulk and α is

given by,

α = 1 +
γ

2
√
φo + Vsb

(97)

Using the above equations, the drain current of M1 can be written as,

I1 =
µpCox
2α1

(

W

L

)[

Vs − Vfg − |VT |
]2

(98)

Taking the square-root on both sides of equation and noting that the charge difference

between transistors M1 and M2 is ∆Q, the above equation can be re-written as,

√

I1
βp1

= Vs1 −
Cin
CT

Vg −
∆Q

CT
− |VT1| (99)

Performing a similar analysis for the current through M2 results in,

√

I2
βp2

= VDD − Cin
CT

Vg − |VT2| (100)

Subtracting the above two equations results in an expression for the reference voltage

as,

Vref = −∆Q

CT
+ |VT2| − |VT1| +

√

I1
βp2

−
√

I2
βp1

(101)
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As before, the floating-gate of M1 has to be more negative than that of M2 for proper

operation.

Next, consider mismatch in the current mirror pair M3/M4. Let the threshold

voltage of M4 be higher than that of M3 by ∆Vth. Assuming strong inversion sat-

uration and ignoring Early effects, the threshold voltage mismatch can be expressed

as,

∆Vth = −
[

√

I2
βn

−
√

I1
βn

]

(102)

Substituting the above expression in (101) and manipulating the algebra assuming

that βp1 = βp2 = βp results in a complete expression for the reference voltage as given

below.

Vref = −∆Q

CT
+ |VT2| − |VT1| − ∆Vth

√

βp
βn

(103)

In deriving the above expression, it was assumed that the β’s ofM1 andM2 are equal.

Although, this assumption is not valid, the error it introduces in the calculating the

reference voltage is very small. This can be readily ascertained by noting that βp

term is multiplied by the threshold voltage mismatch, which, in a good design is on

the order of 1 − 10mV . Therefore, in assuming that the β’s are the same, one has

traded higher accuracy for a simple expression for the reference voltage.

A key design issue in strong inversion operation is the sizing of the input capac-

itance Cin of the floating-gate transistor. The capacitive division caused by Cin (see

Figure 24) needs to be large enough to keep M2 in saturation. The bias current and

the capacitive ratio should be designed such that the gate voltage of M2 obeys the

following condition.

Vg <
VT

(1 − Cin/CT )
(104)

Ideally a capacitive ratio of 1 ensures that M2 is in saturation for all values of Vg.

However, designing according to the above equation will minimize circuit area.
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5.1.2 Minimum Power Supply

The proposed architecture is advantageous in that it is well suited for low power

supply operation. Notice that since the reference is essentially a circuit that operates

at DC, long channel devices can be used and therefore cascoding can be avoided. For

the circuit in Figure 24, a general expression can be written for the minimum power

supply requirement. This is as given below.

VDDmin
= Vref + Vdsat1 + Vgs3 (105)

where, Vref is the reference voltage, Vdsat1 is the minimum source-drain voltage that

is required across M1 to maintain it in saturation and Vgs3 is the gate-source voltage

of M3. Notice that the above expression is general in the sense that no specific region

of operation has been assumed.

For weak inversion, a source-drain voltage of 100mV is sufficient to ensure satu-

ration at room temperature and since the current is an exponential function of the

terminal voltages, it can be assumed that Vgs3 is approximately equal to the thresh-

old voltage of the device (VT3). Using the above assumptions, the minimum supply

voltage required for weak inversion operation is given by,

VDDmin
= Vref + 100mV + VT3 (106)

For a 0.35µm process, the threshold voltage of an nFET is 0.5V . Using this, a

reference voltage of 0.4V can be achieved using a 1V power supply.

Assuming that the transistors are operating in the strong inversion regime, the

minimum power supply for the reference is given by

VDDmin
= Vref + VT3 + Vdsat3 + Vdsat1 (107)

where, all variables are as defined earlier. Typical numbers for a 0.35µm CMOS

process include, VT3 = 0.5V and Vdsat3 = 0.3V = Vdsat1. Using these, a VDDmin
= 1.8V

can be used to obtain a maximum reference voltage of 0.7V . Modifications to the
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reference circuit such as using a DC level-shifting current mirror [47] can result in

lower supply voltage operation even in the strong inversion region.

5.1.3 Reference Output Noise

The total noise at the output of the reference circuitry is an important parameter

that must be optimized. The noise source of a resistor is modeled using a current

source in parallel with it. The mean-square thermal noise current spectral density of

the resistor R1 (i2n) is given by [48],

i2n/∆f = 4kT/R1 (108)

where, k is the Boltzmann’s constant and T is the temperature in Kelvin. Similarly,

noise for a transistor is modeled using a noise current source between its drain and

source. The thermal noise mean-square current spectral density for a transistor is

given by [48],

i2n/∆f = 4kTγgm (109)

where, γ is a constant that varies from 2/3 to 2 and gm is the transconductance of

the transistor.

Assume that the effective input resistance looking into the source of M1 to be

equal to Rin. The noise current sources of the resistor R1 and all the transistors

M1−M4 flow into the impedance Rin to create a voltage noise at the source of M1.

Considering each noise current source individually and applying superposition leads

to the total voltage noise at the output to be equal to,

v2
out/∆f =

4kT

R1

R2
in + 4kTγ[gm1 + gm2 + gm3 + gm4]R

2
in (110)

The above equation gives the total output noise spectral density. This when multiplied

by the bandwidth of interest followed by taking a square-root of the result gives the

total rms noise at the output.
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The next step is to determine the input impedance at the source of M1. Refer to

Figure 24. Let the input impedance looking into the source of M1 be Zin. This is

equal to the parallel combination of the input resistance Rin and a drawn capacitance

of C. The input resistance Rin is composed of the parallel combination of the resistor

R1 and a resistance of Rs that is equal to the resistance looking into the source of

M1 without the resistor R1.

Inorder to estimate the resistance Rs, remove R1 from the circuit and connect a

test current source itest to the source of M1. Using a small signal approximation,

assuming infinite output impedance for the transistors and neglecting all parasitic

capacitances, the current itest flowing through M1 can be expressed as,

itest = gm1(vs − vfg1) (111)

Assuming that the current mirror M3/M4 is a perfect 1 : 1 current mirror, the test

current itest flows through the transistor M2 as well and can be expressed as,

itest = −gm2vfg2 (112)

From the above expression, the small signal change in the floating-gate voltage of

M2 can be determined. Now since the floating-gate transistor pair M1/M2 share the

same gate voltage and assuming that their input and total floating-gate capacitors

match, the change in the floating-gate voltage of M1 is equal to that of M2. With

this observation one can use (112) in (111) to express the input resistance as,

Rs =
1

gm1

(

1 − gm1

gm2

)

(113)

By using expressions for the transconductance of the two transistors, the above expres-

sion can be simplified. Assuming strong inversion saturation, the transconductance

of M2 is given by,

gm2 = β[Vs − Vfg − VT ] (114)
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and the transconductance of M1 can be written as,

gm1 = β[Vs − Vfg +
∆Q

CT
− VT ] = gm2(1 +m) (115)

where, m = β∆Q/(gm2CT ) and it has been assumed that the threshold voltages of

the two transistors match. Using the above expressions for the transconductance, the

resistance Rs can be written as,

Rs =
( −m

1 +m

)

1

gm2

(116)

Assuming κ is equal to 1, the resistor R1 can be expressed as,

R1 =
2β∆Q

g2
m2CT

=
2m

gm2

(117)

Using the above two expressions, the overall input resistance at the source of M1 can

be written as,

Rin =
( −2m

m+ 1

)

1

gm2

=
−α
gm2

(118)

Note that for proper circuit operation, m is positive and therefore making the input

impedance negative! This negative impedance is on account of the circuit exhibiting

positive feedback. The circuit, however, is stable, as for the configuration shown, the

positive feedback gain is less than one. If the diode connections in the circuit were

reversed with M1 and M4 being diode connected rather than the configuration shown

in Figure 24, the positive feedback gain will be greater than one making the circuit

unstable.

The effective input impedance is the parallel combination of the input resistance

in (118) and a drawn capacitance C. It is easy to show that the noise currents are

multiplied by a single pole transfer function. Therefore, the total voltage noise at

the output is given by multiplying the noise spectral density given in (110) by the

effective noise bandwidth. The effective noise bandwidth is given by,

NoiseBandwidth =
π

2
f−3dB =

gm2

4αC
(119)

77



The total output voltage noise is now given by,

v2
n =

kT

R

α

gm2C
+
kT

C
γα

(

1 +
gm1

gm2

+
gm3

gm2

+
gm4

gm2

)

(120)

The above expression can be simplfied further to result in,

v2
n =

kT

C(1 +m)

[

1 + 2mγ
(

2 +m+
gm3

gm2

+
gm4

gm2

)]

(121)

It is clear from the above expression that the noise can be reduced by increasing the

value of the capacitance C and by increasing the transconductance of transistor M2.

Increasing the transconductance of M2 involves increasing the power dissipation and

hence there exists a noise vs. power dissipation tradeoff.

5.2 Reference Temperature Sensitivity

The temperature sensitivity of the proposed reference voltage can be analyzed by

considering each of the terms in (103) individually. To first order, the floating-gate

capacitance and the charge difference display almost zero temperature dependence

thus making the first term in (103) insensitive to temperature. With regards to the

ratio of β’s in the third term, it is important to consider the temperature dependence

of the electron and hole mobilities. Typically, the electron and hole mobility temper-

ature coefficient is modelled to be equal to −1.5. However, for doping concentrations

greater than 1017/cm3, the temperature coefficient of electron mobility is given by

−1.2 while that of the hole mobility is given by −1.9 [32]. Taking these into account,

the third term in (103) exhibits a temperature dependence. This can be mitigated

by ensuring that the nMOS transistor pair M3/M4 match very well.

Finally consider the second term in (103), the threshold voltage difference be-

tween transistor pairs M1/M2. The threshold voltage of a MOS transistor, ignoring

body effect, exhibits a linear temperature dependence with a temperature coefficient

of −2mV/◦C to −4mV /◦C [11]. It is reasonable to assume that the temperature

coefficients match, thereby resulting in Vth2 − Vth1 being temperature independent.
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However, if the bulk terminal of M1 is not tied to the source terminal the threshold

voltage difference between M1/M2 becomes temperature sensitive. Assuming that

this is the case, noting that the bulk-source potential of M1 is equal to the refer-

ence voltage Vref and taking into consideration the differences in the temperature

coefficients of electron and hole mobilities, (103) can be rewritten as,

Vref = V0 + γ
√

2φF + Vref − γ
√

2φF − ∆Vthn

√

√

√

√

βn
βp

(122)

where φF is the Fermi potential of the bulk, γ is the body effect coefficient which is

constant and independent of temperature, and V0 comprises all of the temperature

independent contributions to the reference voltage. Note that φF , βp and βn are

temperature dependent. The first order temperature dependance of Vref is then given

by,

δVref
δT

≈ −γφF
T





1√
2φF

− 1
√

2φF + Vref



 − α∆Vthn
2T

√

√

√

√

βn
βp

(123)

where α is the difference in temperature coefficients of the electron and hole mobilities.

It is clear from the above expression that the temperature sensitivity of the reference

voltage is a function of the reference voltage itself.

5.3 Reference Drift With Time

The ideal reference voltage for the proposed circuit was shown in (87) to be directly

proportional to ∆Q, the charge difference between the floating-gate transistors. As-

suming that CT remains constant with time, it is easy to see that the fractional

change in the reference voltage
(

Vref (t)

Vref (0)

)

will be equal to the fractional change in

charge ( ∆Q(t)
∆Q(0)

) of the floating-gate. The fractional change in charge occurs due to

thermionic emission [27] and is modelled as a function of both temperature and time

and is repeated here for convenience.

Q(t)

Q(0)
=
Vref (t)

Vref (0)
= e−tυ·e

−φB
kT (124)
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where, Q(0) is the initial charge on the floating-gate, Q(t) is the floating-gate charge

at time t in seconds, υ is the relaxation frequency of electrons in poly-silicon, φB is

the Si− SiO2 barrier potential, k is Boltzmann’s constant and T is the temperature

in Kelvins.

Assume that the two floating-gate transistors M1 and M2 are matched such that

the charge loss in both the devices occur at an equal rate. For a given reference

voltage at time t = 0, namely, Vref (0), the charge difference between the floating-gate

transistors is ∆Q(0). For a given temperature, the charge difference at a time t,

namely, ∆Q(t) can be estimated as α∆Q(0) using (124), where α is the fractional

change in charge due to thermionic emission. Relating the charge difference to the

reference voltage using (103) and assuming that all other parameters in (103) remain

constant with time, the drift of the reference voltage with time is given by,

Vref (t) − Vref (0) =
α

CT
∆Q(0) (125)

Estimating the parameters in the thermionic emission equation for a given process

and using the above equation, the reference voltage drift in time can be estimated.

It should be noted that on account of the non-volatile charge storage capability of

floating-gate transistors, a low drift in the reference voltage can be expected.

5.4 Experimental Results

A prototype reference has been fabricated in a 0.35µm CMOS process. It is evident

from the circuit architecture that for a given reference voltage, a trade-off results

between the size of the resistor used and the power consumption and hence the region

of operation of the circuit. Operation in weak inversion results in an extremely low

power dissipation whereas a high resistance value will be required for a given reference

voltage. However, operation in strong inversion requires smaller resistor values at the

expense of increased power dissipation. In the design of the prototype circuit, a

50KΩ resistor was chosen to limit the bias currents in the mico-ampere range. The
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Figure 25. Reference Voltage vs. Threshold Voltage Difference: Plot of reference volt-
age plotted against the threshold voltage difference between transistors M2 and M1.
The slope of the plot is equal to the capacitive division from the external gate of the
transistors to the floating-gate.

circuit operates in the strong inversion region. Measured results that demonstrate

the proposed reference’s performance are presented in this section.

Figure 25 shows a plot of the programmed reference voltage as a function of the

threshold voltage difference between transistors M2 and M1. The plot is linear as is

implicitly conveyed in the theoretical equation (103). The experimental results can

be better interpreted by recalling that programming a floating-gate transistor can be

treated as modifying the threshold voltage of the device. In (103), the programmed

charge can be lumped along with the threshold voltage terms. This results in the

view that the reference voltage is linearly dependent on the difference in threshold

voltages of transistors M1 and M2 as confirmed by measured results. The above

representation is convenient from a measurement standpoint as modifications in the

floating-gate charge can be quantified by means of a threshold voltage change.

It can be observed from Figure 25 that the slope of the plot is not equal to one

as theoretically expected. Instead, the slope of the plot is equal to the capacitive
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Figure 26. Fine programming of the reference voltage: (a) The reference voltage is
programmed in steps of 1mV from 0.25V to 0.26V . (b) The error voltage of the pro-
grammed reference to the ideal target value. The maximum error is between ±40µV
indicating a good programming accuracy on the reference voltage.

division that occurs from the external gate Vg of these devices to the floating-gate of

M1/M2. This is on account of the fact that the threshold voltage of the transistors

was measured by sweeping the external gate and hence the measured threshold voltage

is scaled by a factor equal to the capacitive division at the input.

The programming capability of the reference is clearly demonstrated in Figure

25. A key parameter in designing references is the accuracy to which a particular

reference value can be guaranteed. Typical accuracy numbers for popular schemes

such as band-gap voltages is 1 − 2mV . In order to estimate the accuracy achievable

with the proposed scheme, the reference voltage was programmed in steps of 1mV

from a value of 0.25V to 0.26V . Figure 26 shows the measured curve. Figure 26 shows

the deviation of the programmed reference from the target value. As can be observed,

the average error due to programming is within ±40µV . This clearly demonstrates

the high accuracy that is possible on account of the programmable nature of the

reference voltage.

The above accuracy of ±40µV has been achieved at the package level. This is a

significant advantage over other schemes such as laser trimming that are techniques
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Figure 27. Reference Voltage vs. Temperature: The reference voltage as a function of
temperature is plotted over a temperature range of −60◦C to 140◦C for five different
reference voltages of 0.1V to 0.5V .

applied at the wafer level. A wafer level technique suffers from the drawback of

the trimmed value changing drastically on account of the stresses induced by the

packaging process and the package itself.

The temperature sensitivity of a reference voltage is a critical parameter that is

of interest. In typical reference circuits, the reference voltage is a single value that

is usually chosen to be a value that exhibits the minimum temperature sensitivity.

In the proposed circuit, however, programmability provides the flexibility of multiple

reference voltages. It is therefore important to analyze the temperature sensitivity

for different reference voltages.

Figure 27 shows experimental results for the temperature dependence of the pro-

totype chip. The reference voltage was programmed to five different values ranging

from 100mV to 500mV at room temperature and measured across temperature from

−60◦C to 140◦C. A plot of a single reference voltage (0.4V ) is shown in order to

provide a more detailed view of the temperature dependence of the reference voltage.
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Figure 28. Reference Voltage vs. Temperature: The reference voltage as a function
of temperature is plotted for a reference voltage of 0.4V over a temperature range of
−60◦C to 140◦C. The reference voltage displays a temperature co-efficient of 53µV/◦C.

The reference voltage displays a linear dependence with temperature. This is primar-

ily because of the temperature dependence of the Fermi level of the bulk terms that

play a role in determining the reference voltage.

The temperature sensitivity of the reference voltage as a function of the reference

voltage is shown in Figure 29. As expected from (123), the temperature sensitivity

increases as a function of Vref . A maximum sensitivity of 110µV/oC was obtained for

Vref = 0.6V , while a minimum sensitivity of 10µV/oC was obtained for Vref = 0.1V .

These results were corroborated by solving (122) via numerical analysis. As can be

observed in Fig. 29, the measured data and theoretical predictions match closely. A

maximum temperature sensitivity of 25µV/oC is expected (assuming ∆Vthn≈15mV )

across all values of Vref for the case were the bulk terminal of M1 is tied to the source

terminal.

Accelerated life-time tests, as outlined in [49] for a 0.5µm CMOS process, were

used to extract the parameters of (124) for a 0.35µm CMOS process. Table 5 shows
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Figure 29. Reference Temperature Co-efficient vs. Reference Voltage: The temperature
coefficients of the reference circuit for different values of the reference voltage is plotted.
The variation of the temperature co-efficient is similar for both measured results and
theoretical simulations.

Table 5. Reference Voltage Drift

Temperature (oC) 325 325 125
Time (hrs) 24 48 400

Vref (T )

Vref (0)
0.967 0.953 0.998

the data obtained; values for υ and φB were found to be 55ms−1 and 0.618eV re-

spectively. A 400µV drift over a period of 10 years at 25oC was extrapolated from

(124). Figure 30 shows Vref at 125oC for a period of approximately 450hrs; a net

change of 400µV was recorded. The inset shows the same data on a log scale. A small

jump of approximately −5mV occurs, as expected from Fig. 29, due to the increase

in temperature from 25oC to 125oC. Figure 31 shows Vref at 25oC for a period of

approximately 100hrs. A negligible change in the reference voltage was obtained.

It has been observed that the charge drift greatly reduces after a burn in period of

around 1 day at temperatures above 300oC. The chip shows 20µVrms of noise over

approximately a 10kHz bandwidth.
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Figure 30. Reference Voltage Drift at 125◦C: Measured reference voltage drift against
time at 125oC for a reference programmed to 0.3V at 25◦C. The inset shows the transient
behavior of the reference voltage as the temperature is increased from 25◦C to 125◦C.

5.5 Comparisons To Alternate Techniques

Overall chip performance is summarized and compared against a select set of reported

voltage references in Table 6. In arriving at Table 6 it was decided to only include

techniques that were feasible in a standard CMOS process. The work in [47] was

included as it implements a sub-1V bandgap reference and reports a very low tem-

perature co-efficient of 15ppm/◦C. The technique in [50] merits mention on account
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Figure 31. Reference Voltage Drift at 25◦C: Measured reference voltage drift against
time at 25oC for a 0.3V reference voltage observed over a period of 100hrs.
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of being a novel implementation of a bandgap reference with no resistors and without

loss of performance. The approach in [51] is an alternative to the bandgap voltage

reference that is implementable in a standard CMOS process. For the sake of com-

pleteness, this work is compared with an alternate floating-gate based technique [25]

as well.

The technique in [47] implements a reference voltage that is a scaled version of

the silicon bandgap voltage. The scaling is achieved using a ratio of resistors and

occurs internally with the result that the reference operates with a 0.98V supply

voltage. Two sets of resistors are used, one for scaling the bandgap voltage and

the other for trimming the bandgap to achieve a zero temperature co-efficient at a

reference temperature. By varying the resistor ratios, different reference voltages can

be achieved. However, the circuit is not programmable in the true sense as only

discrete voltage levels can be achieved with higher resolutions resulting in an area

penalty.

In [50], transistors and diodes are used to design a bandgap voltage reference

without using any resistors. The main advantage of this technique is that it can be

implemented in any standard digital CMOS process. Like any bandgap reference,

trimming is needed to achieve a good performance across the temperature range of

operation. This is performed by using a bank of transistors of various aspect ratios

and digitally switching in the transistor of the appropriate ratio that gives optimum

performance. The main drawback of this approach is that the reference voltage is

fixed at a value close to the silicon bandgap and is therefore not programmable.

The technique in [51] is different from the conventional bandgap voltage references

in that it is based on the difference between a weighted nFET gate-source voltage

from that of a pFET source-gate voltage. The nFET gate-source voltage is scaled by

a ratio of resistors with the resistor ratio set such that temperature effects arising out

of threshold voltage temperature dependencies are cancelled. Similarly, the nFET
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Table 6. Comparison of Voltage References

Parameter This Work Leung [51] Leung [47] Buck [50] Ahuja [25]

Technique Floating-Gate Weighted ∆VGS Bandgap Bandgap Floating-Gate
Technology 0.35µm CMOS 0.6µm CMOS 0.6µm CMOS 0.6µm CMOS 1.5µm E2PROM CMOS

Min. Supply Voltage 2.5V 1.4V 0.98V 3.7V 2.7V
Vref Range [50mV − 0.6V ] 309.31mV 603mV 1.1195V [0.5V − 5V ]

Temperature Coefficient 130ppm/◦C 36.9ppm/◦C 15ppm/◦C 134ppm/◦C < 1ppm/◦C
(Vref=0.4V ) (trim) (4bit R trim) (trim)

Temperature Range −60 to 140◦C 0 to 100◦C 0 to 100◦C 0 to 70◦C −40 to 85◦C
Voltage Drift @ 10 years 400ppm NA NA NA 24ppm

Initial Accuracy ±40µV ±19.26mV NA ±0.5mV ±200µV
Power Dissipation 40µW 13.6µW 17.6µW 1.4mW 1.3µW

Area 0.0022mm2 0.055mm2 0.24mm2 0.40mm2 1.6mm2
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and pFET W/L ratios are set to a value that cancels mobility related non-linear

temperature effects. This technique, just like the bandgap reference technique, can be

designed to provide a zero temperature co-efficient at a single temperature. Achieving

this requires resistor trimming which in turn changes the reference voltage thereby

resulting in a poor initial accuracy for the reference. Also, the reference voltage is

fixed to a particular value set during the design phase.

A programmable reference based on charge storage is reported in [25]. The ref-

erence has been fabricated in a 1.5µm E2PROM process, although, the proposed

technique can be implemented in a standard CMOS process as well. The reported

temperature co-efficinet is better than the proposed work but suffers from a poorer ini-

tial accuracy. It is hypothesized that this is on account of better programming control

that is possible using a hot-electron injection based programming than a completely

tunneling based programming as in [25]. The proposed work is a more compact imple-

mentation which is advantageous when a number of on-chip programmable references

are required as in a large scale reconfigurable framework as described in [52]. Also,

the circuitry in this work very easily serves as a current reference as well.

5.6 Summary

A simple compact programable reference that only occupies 0.0022mm2 of area (ex-

cluding buffers) in a 0.35µm standard digital CMOS technology has been described.

The proposed reference has been programmed to output voltages from 50mV to

600mV with a ±40µV accuracy. Reference voltages beyond the demonstrated range

are possible as well. A temperature coefficient of 130ppm/◦C, for a 0.4V reference,

has been obtained for the prototype chip. The temperature co-efficient is directly

proportional to the reference voltage for the implementation shown. Both the tem-

perature co-efficient and its dependence on the reference voltage can be reduced by
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eliminating body-effect in transistor M1 in Figure 24. Reliability experiments per-

formed for a reference programmed to 0.3V and baked at 125◦C indicates a reference

drift of ≈450µV over 450hrs. A worst case voltage drift of 400µV over a period of

10 years at 25oC has been extrapolated from the accelerated life-time tests.
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CHAPTER 6

VECTOR MATRIX MULTIPLIER

Multiplication and addition are two operations that are performed repeatedly in sig-

nal processing. These multiply-and-accumulate blocks are the fundamental building

blocks in a number of signal processing applications such as 2-D block transforms

for image processing, FIR filtering, convolution and correlation [53, 54]. In signal

processing, the multiplication operation involves multiplying an input signal or a

discrete-time sample of an input signal by a quantity that is typically referred to as

the weight. The result of this operation is usually added with the results of a number

of other multipliers to produce the final system output.

A vector-matrix multiplier (VMM) is a system that contains a number of such

multiply-accumulate units and performs the multiplication of a number of input sig-

nals (an input signal vector) with an array of weights (weight vector). This operation

is quite common in applications such as neural networks and adaptive filters. The

basic VMM operation is defined as,

Yj = ΣiWjiIi (126)

where, Yj is the output signal vector, Ii is the input signal vector and Wji is a matrix

of application-dependent coefficients.

Addition and multiplication that are key to the VMM operation are both area

and power intensive in a digital realization thereby making it impractical for large

VLSI systems [53]. An analog implementation on the other hand is compact, low

power and can eliminate the need for data converters in the case of analog interfaces.

Also, the computation can be done in parallel and faster in analog since the weights

are stored at each multiplier site and thereby saves fetch time [55, 56, 57].

Analog multiplication of a signal with a weight co-efficient can be performed us-

ing either a voltage-mode approach or a current-mode approach. A voltage-mode
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approach suffers from a limited linear range. The linear range is usually extended at

the expense of both power dissipation and circuit complexity. A current-mode ap-

proach, on the other hand, inherently offers a larger linear range as can be observed

from a simple current mirror that offers decades of linearity.

In this work, a current-mode approach for the VMM architecture has been adopted.

The multiplier cell is biased in the weak inversion regime thereby achieving low-power

operation. Also, the addition operation is performed using KCL and hence, does not

dissipate any additional power when compared to digital approaches. The exponen-

tial I-V relationship of transistors operating in the weak inversion region provides a

logarithmic compaction that increases the linearity of the multiplier as compared to a

voltage-mode technique. Also, the proposed architecture provides for programmable,

non-volatile weight storage through the use of floating-gate MOSFETs.

6.1 Programmable Multiplier

Figure 32(a) shows a simple pMOS current mirror composed of transistors M1 and

M2. Transistor M2 is designed such that its aspect ratio is w times the aspect ratio

of M1. Assuming infinite output impedance and that both transistors are matched,

it is easy to show that the output current is equal to,

Iout = w·Iin (127)

It should be noted that the above expression is valid for a large range of input currents

and is valid for transistor operation from weak inversion through moderate inversion

to strong inversion.

A simple current mirror therefore produces an output that is a multiplication of

the input current by a weight w and is a potential candidate for signal processing

applications. The main disadvantage to such an approach is that the weight w can-

not be altered after chip fabrication. Several researchers have attempted to provide

programmability to the simple current mirror. One such approach is to build the
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Figure 32. Current-mode multipliers: (a) Circuit schematic of a simple pMOS current
mirror. (b) Circuit Schematic of a floating-gate pMOS current mirror.

transistor M2 using a number of unit size transistors and switch in a required num-

ber using a digital-to-analog converter. This creates a variable gain current mirror

with finer weight resolutions obtained at the cost of both area and power dissipation.

Figure 32(b) shows a floating-gate current mirror that will be shown to implement

a programmable multiplier in a compact and low-power fashion. The key difference

of this circuit from a conventional current mirror is that transistors M1 and M2 are

made floating-gate transistors. The operation of this floating-gate current mirror as

a programmable multiplier will be described in both the weak and strong inversion

regions of operation. Also, theoretical analysis of other performance metrics such as

bandwidth and noise will be performed.

6.1.1 Multiplier operation

The operation of the multiplier in the weak inversion region is considered first. The

drain current of floating-gate transistor M1 in weak inversion saturation, neglecting

Early effects, is given by,

Iin = Ioexp
(−κeffVg

UT

)

exp
(−κQ1

CT

)

exp
(

Vs
UT

)

(128)
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where, all variables are as defined earlier, Q1 is the charge on the floating-gate of M1

and κeff = κCin/CT .

Similarly, the drain current of M2 is given by,

Iout = Ioexp
(−κeffVg

UT

)

exp
(−κQ2

CT

)

exp
(

Vs
UT

)

(129)

where, Q2 is the charge stored on the floating-gate of M2.

Dividing the above two equations results in the transfer function from the input

to the output being,

Iout
Iin

= exp
(−κ(Q2 −Q1)

CTUT

)

= w (130)

It is clear from the above equation that different multiplication weights can be imple-

mented by programming the difference in the floating-gate charge of transistors M1

and M2. Theoretically, the above weight equation translates to decades of linearity as

long as the two transistors remain in the weak inversion region of operation. However,

the above equation has been derived under the assumption that κ does not vary with

surface potential and hence the programmed floating-gate charge. Incorporating this

second order effect, the weight is now given by,

w = exp
(−(κ2Q2 − κ1Q1)

CTUT

)

exp
(

(κ2 − κ1)
CinVg
CTUT

)

(131)

The dependence of the weight on the gate voltage limits the linearity of the multiplier

structure. A possible solution to increase the linearity would be to program the two

floating-gate transistors relatively close to each other such that their κ’s are almost

equal. This approach will yield fractional weights that can easily be amplified in later

stages.

Next, consider the operation of the floating-gate current mirror in the strong

inversion region of operation. The drain current of M1 in saturation, ignoring Early

effects is given by,

Iin =
µpCoxW

2κL
(Vs − κeffVg −

κQ1

CT
− |VTo|)2 (132)
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Figure 33. Floating-gate multiplier small-signal model: Circuit schematic showing the
small-signal model for the proposed floating-gate current mirror.

and similarly, the drain current of M2 is given by,

Iout =
µpCoxW

2κL
(Vs − κeffVg −

κQ2

CT
− |VTo|)2 (133)

Dividing the above two expressions results in the value of the weight as,

Iout
Iin

=
(Vs − κeffVg − κQ2

CT
− |VTo|)2

(Vs − κeffVg − κQ1

CT
− |VTo|)2

=
(Vod1 − κ(Q2−Q1)

CT
)2

(Vod1)2
(134)

where, Vod1 is the overdrive voltage of transistor M1. Noting that the overdrive

voltage is typically on the order of 200mV , the above expression can be simplified as,

Iout
Iin

= 1 − 2κ(Q2 −Q1)

CTVod1
= w (135)

From the above expression it is clear that programming a difference in charge between

the floating-gates ofM1 andM2 results in a programmable current-mode multiplier in

the strong inversion region as well. However, the dependence of the weight on changes

in the gate voltage is much stronger in strong inversion than in weak inversion. This

limits the linearity of the multiplier and therefore, both from a linearity and power

dissipation standpoint, it is advantageous to operate the multiplier in weak inversion.

6.1.2 Frequency Performance

Figure 33 shows the simplified small-signal equivalent model of the floating-gate mul-

tiplier element. The floating-gate to drain capacitance and output impedance have
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been neglected for ease of analysis. The capacitor C1 shown in the figure is a combi-

nation of a number of parasitics and is given by,

C1 = Cgs1 + Cgb1 + Ctun (136)

where, Cgs1 represents the floating gate to source capacitance of transistor M1, Cgb1

represents the floating gate to bulk capacitance of M1 and Ctun represents the tunnel-

ing capacitance. It should be noted that to a first approximation, C1 is dominated by

the floating gate to source capacitance Cgs1. Also, the capacitance C2 is the analogous

lumped capacitance at the floating gate of M2.

The capacitors C1 and C2 can be assumed equal if the two floating-gate transistors

M1 and M2 are equal. With this assumption, the floating-gate voltages can be

written as,

Vfg1 = Vfg2 =
Cin

Cin + C1

=
Cin
CT

(137)

Now, applying KCL at the input node results in,

Iin = −Vg
(

gm1
Cin
CT

+ s
CinC1

CT

)

(138)

Note that the output current Iout is equal to −gm2Vfg2. Expressing the gate voltage

Vg in terms of the floating-gate of M2 and using the expression for Iout in (138) and

re-arranging results in,

Iout
Iin

=
gm2

gm1

[

1

1 + sC1/gm1

]

(139)

The above expression is an approximate first-order response of the circuit. The band-

width of the circuit depends on the transconductance of the input transistor M1 and

the capacitance C1.

6.1.3 Signal-to-Noise Ratio of Multiplier Cell

The f−3dB frequency of the multiplier is given by,

f−3dB =
1

2π
· gm1

Cgs1
(140)
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Since, the input to output transfer function for the floating-gate current mirror is

approximately a single-pole response, the noise bandwidth of the system is given by,

NoiseBandwidth =
π

2
· f−3dB =

1

4
· gm1

Cgs1
(141)

The total noise current spectral density at the output of the floating-gate current

mirror is equal to the sum of the noise contributions of each of the two transistors

M1 and M2.

i2o
∆f

= 4kTγ
(

gm1
g2
m2

g2
m1

+ gm2

)

(142)

Referring the noise back to the input by dividing by the DC gain gives,

i2in
∆f

= 4kTγgm1

(

1 +
gm2

gm1

)

(143)

Using the above expression and the expression for the noise bandwidth, the total

input referred rms current noise is given by,

iin,rms = gm1

√

√

√

√

γkT

Cgs

(

1 +
gm1

gm2

)

(144)

At this point, the SNR of the floating-gate current mirror can be calculated by as-

suming that the given current mirror has a bias current of Ibias flowing through it.

The rms value of the full-scale input signal then becomes,

isig,rms =
Ibias

2
√

2
(145)

Assuming weak inversion operation, the transconductance of a transistor is given by,

gm =
κI

UT
(146)

Using the above expression, the signal-to-noise ratio (SNR) of the floating-gate current

mirror is given by,

SNR =
UT

2
√

2κ

√

Cgsgm2

γkT (gm1 + gm2)
(147)

97



Now, if the floating-gate current mirror is designed to have a weight of w, gm2 = w·gm1.

Substituting this in the above expression simplifies the result as,

SNR =
UT

2
√

2κ

√

Cgsw

γkT (1 + w)
(148)

For a given value of weight w, the SNR of the floating-gate current mirror can be

improved by increasing the floating-gate to source capacitance. Increasing Cgs to de-

crease the noise, decreases the frequency bandwidth and therefore, inorder to maintain

a given frequency bandwidth, one has to increase the power dissipation. Thus, the

floating-gate current mirror displays a noise vs. power dissipation tradeoff.

6.1.4 Multiplier Weight - Long Term Drift

The charge loss mechanism in floating-gate transistors can be modeled using a thermionic

emission model as detailed in section 3.5. The thermionic emission model is repeated

here for convenience. For a given initial charge Q(0), the charge at time t (Q(t)) is

given by,

Q(t)

Q(0)
= exp

[

− tυexp
(−φB
kT

)]

= α (149)

where, φB is the effective barrier potential and υ is the relaxation frequency of elec-

trons. Using the above expression the long term drift of the weight w over time can

be estimated.

Using the expression for the weight in (130) along with the thermionic emission

model, the long-term drift in the programmed weight can be estimated. Mathemati-

cally, this can be expressed as,

w(t) = w(0)α (150)

where, w(0) represents the initial weight at time t = 0 and w(t) represents the weight

at time t. The parameters υ and φB need to be extracted for each process using an

accelerated life-time measurement technique as outlined in section 3.5. Using these

extracted values, the drift in the weight can be estimated for different times for various

operating and storage temperatures. For a 0.5µm CMOS process, the value of υ has
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Table 7. Multiplier Weight Percentage Drift With Time

Temperature w = 0.25 w = 0.5 w = 0.75
25◦C 0.0017% 8.27×10−4% 3.43×10−4%
90◦C 0.8730% 0.4355% 0.1805%
140◦C 29.13% 13.63% 5.446%

been extracted to be 60s−1 and that of φB has been extracted to be 0.9eV . Using

these measured values and (150) the long-term percentage drift in weights over a 10

year period has been computed for three different weights (0.25, 0.5 and 0.75) over

three different storage temperatures (25◦C, 90◦C and 140◦C). Table 7 summarizes

the result and as can be observed from Table 7, for normal operating conditions, the

floating-gate transistor and therefore the programmed weight exhibits minimal drift

and therefore presents a viable technique for implementing programmable multipliers.

6.1.5 Multiplier Weight - Temperature Sensitivity

Observing (130), it is clear that the temperature sensitivity of the multiplier weight

depends on the temperature sensitivity of κ, the floating-gate charge difference, the

total floating-gate capacitance and the thermal voltage UT . As will be shown later, for

normal operating temperatures, the floating-gate charge loss is negligible and there-

fore the floating-gate charge difference can be assumed independent of temperature.

To a first order, the total floating-gate capacitance can be assumed temperature in-

dependent. In comparison to the thermal voltage, the temperature variation of κ is

small and can therefore be assumed independent of temperature as well.

Since the dominant mechanism for the temperature sensitivity of the weight is

the thermal voltage and the variation of the thermal voltage with temperature is

well known, the weight can be calibrated with temperature if needed. An alternate

technique to nullifying the temperature dependence would be to create the input

signal using a proportional to absolute temperature (PTAT) current source. Such an
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approach would ensure that the multiplication is temperature independent to a first

order.

6.2 Vector Matrix Multiplier Implementation

The floating-gate current mirror shown in Figure 32(b) implements a one-quadrant

current-mode multiplier. Two floating-gate current mirrors are used in a differential

fashion to implement the two-quadrant multiplier. Each floating-gate current mirror

is programmed to implement a certain weight, w+ and w− in this case and the output

of the two-quadrant multiplier is given by the input signal multiplied by the difference

between these two weights. The output of the two-quadrant multiplier is therefore

given by,

I+
out = I+

in(w
+ − w−) (151)

where, I+
in is the input signal and Iout is the multiplier output.

A four-quadrant multiplier can be implemented by using a pair of two-quadrant

multipliers. Assume that a two-quadrant multiplier is implemented with the difference

that the input current is now given by I−in. The output of this multiplier is given by,

I−out = I−in(w
+ − w−) (152)

Subtracting the above two equations results in a four-quadrant multiplier operation.

The output is given by,

Iout = (I+
in − I−in)(w

+ − w−) (153)

Figure 34 shows a simplified circuit schematic of rows of four-quadrant multipliers.

A symbol for a floating-gate transistor has been used for convenience.

In a floating-gate device, the output impedance is degraded primarily due to the

drain voltage (Vd) variation coupling onto the floating-gate node through Cgd rather

than channel length modulation. Therefore, cascoding helps in reducing the floating-

gate to drain parasitic capacitor-coupling effect by keeping the drain terminal fixed.

100



In
-I1

+

wj1
+

wj1
- wjn

-

wjn
+

Vcas

Vcas

Y
j

j
th

 row

To other rows

wj1
-

wj1
+

In
+

-

I1
-

wjn
-

wjn
+

Input row

Figure 34. Current-mode multiplier schematic: Circuit schematic showing the jth row
for a fully–differential current–mode vector–matrix multiplier.

Also, cascoding creates a high impedance at the output as well. On account of these

reasons, a cascoded version of the multiplier was implemented.

6.3 Experimental Results

A prototype vector matrix multiplier has been fabricated in a 0.5µm CMOS process

using the four-quadrant multiplier presented earlier. An array of 128×32 floating-

gate transistor elements has been used for the implementation. A block diagram

of the VMM system is shown in Figure 35. The floating-gate transistors and the

digital circuitry required for programming the floating-gate transistors have been

fabricated on-chip while the current subtraction circuitry and I − V converters have

been implemented off-chip.
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vector matrix multiplier elements, peripheral digital control for isolation of floating–
gate elements during programming, and current amplifiers; (b) Symbol used for a
floating–gate (FG) device.

The VMM chip affords the flexibility of configuring the system as either a two-

quadrant or a four-quadrant multiplier for both positive and negative weights. Differ-

ent rows were programmed to different weights and all the weights in one particular

row were programmed identical. Figure 36 demonstrates two-quadrant multiplication

while Figure 37 demonstrates four-quadrant operation in the multiplier.

The linear range of the multiplier can be estimated from Figure 38 that shows

the differential output current vs. the input current for various positive weights. The

linearity is measured to be greater than two decades, beyond which the multiplier
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Figure 36. Measured Results For Two-Quadrant Multiplier: Plot of measured differen-
tial output current vs. input current on a linear scale, for two-quadrant configuration.

deviates from the ideal linear curve with an error that is higher than 2.5%. As ex-

plained earlier, this linearity limitation is partly due to the difference in κ between

identical transistors programmed to different currents and the variation of κ with the

gate voltage. This effect can be alleviated by programming the elements relatively

close to each other. Figure 38 also emphasizes the point that a current-mode imple-

mentation gives decades of linearity in signal swing that is especially hard to obtain

in voltage-mode circuits without consuming more power.

A custom PCB was fabricated to perform speed measurements for low input cur-

rents. Figure 39 shows the measured and simulated frequency response for different

DC input currents. The measured corner frequencies (f−3dB) match closely to the

simulated results. The plot shows that the VMM would easily operate up to 10MHz

if it was not limited by the frequency response of the I-to-V converter (Bandwidth =

5MHz) at the output. Figure 40 shows a plot of measured corner frequencies with the

input DC bias current on a log-log scale. The data points follow a straight line with

a slope of 1 as expected in weak inversion. The deviation for higher current levels
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Figure 37. Measured Results For Four-Quadrant Multiplier: Measured differential out-
put current vs. differential input current for four-quadrant configuration.

is due to the transistor moving from weak inversion regime to the strong inversion

region. The bias currents required for a bandwidth of 1MHz and 10MHz are 40nA

(measured) and 512nA (simulated), respectively for each Floating-gate device. The

VMM chip required 531nW/MHz (from Figure 40) for each differential cell clearly

demonstrating the speed vs. power tradeoff. The DC bias current however can be

set solely on the basis of speed requirements as the Signal-to-Noise Ratio (SNR) is

independent of the input DC bias level. The SNR however is directly proportional to

the Gate-Source Capacitance (Cgs) and can be increased at the expense of chip area.

The VMM chip can be used for applications like audio and video processing. The

VMM architecture was configured to perform real–time block matrix transforms of

input images in a row–parallel manner. The weights were programmed to be the DCT

kernel. Figure 41(a) shows the image that was placed as an input to the chip. To

estimate the performance of the VMM, the programmed weights were first measured

and the block DCT (8×8) was performed off-chip. Figure 41(b) shows the image
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Figure 38. Multiplier Linearity: Plot showing the limits of linearity for the current-
mode configuration for the two-quadrant configuration.

obtained after inverse transformation. Next, the block transform was performed on-

chip and the result is shown in 41(c). It can be observed that the results for part (b)

and (c) are similar thereby demonstrating the usefulness of the VMM architecture.

The distortion observed in both the images are due to the programming accuracy

limitations (0.2% error).

6.4 Comparisons To Alternate Techniques

Owing to the power savings when the VMM is operated in the analog domain, several

researchers have attempted VMM implementation in the analog domain. Multipli-

cation implemented in the voltage-mode has been the popular approach. In [58],

multiplication is achieved by using MOS transistors in the triode region, thereby

making them sensitive to drain-source variations. An alternate approach has been to

use MOS transistors operating in saturation based on ’quarter-square algebraic iden-

tity’. The design comprises of at least 12 transistors [59], dual-input floating-gate

MOS that requires two capacitors per cell and has offsets in the final results that

have to be corrected for off-chip [55]. Moreover, all of the above operated at slower

speeds, had a high power dissipation due to limitations in linearity on account of
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Figure 39. Frequency response: Plot of frequency response of current mode multipliers.
The solid lines represent measured data while dashed lines represent simulation results.

being a voltage-mode implementation.

Aside from multiplication, weight storage is another key issue. Previous imple-

mentations have used some modification of EEPROM cells [55] or some variation

of multiple-input floating-gate transistor for analog storage [60]. The programming

schemes used were primarily tunneling based. On the other hand, in this work, the

weight storage and multiplication occur at the same site and hence leads to a very

compact implementation. Also, the programming technique allows for fast and accu-

rate programming [2].

Table 6.4 summarizes the performance of the VMM along with that of [55].

The chip operates on a 3.3V power supply and displays a power dissipation of

531nW/MHz when operated in the weak inversion region. Operating at 10MHz

results in the multiplier cell operating in the strong inversion region and dissipates

7.2µW . The approach in [55] on the other hand dissipates 0.39mW of power for a

60KHz operation. The bulk of the power is expended in an effort to increase the

linear range. The linear range for the multiplier in this work is on the order of decades
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Figure 40. Frequency response: Variation of f−3dB cut–off frequency vs. DC input
current (per FG device) is plotted. For subthreshold currents a linear relationship
is observed, as expected. The table shows the measured DC input current (per FG
device) required for various f−3dB cut–off frequency.

while a linear range of 3V is achieved in [55]. Figure 42 shows the micrograph of the

VMM chip that was fabricated in a 0.5µm N-well CMOS process. The chip area is

0.83mm2 for an array size of 128×32 floating-gate elements. As can be observed, the

proposed architecture is both power and area efficient.

6.5 Summary

A programmable fully-differential current-mode VMM architecture has been described

in this chapter. The use of floating-gate transistors provide programmability to the

multiplier with the result that a continuous set of weights can be implemeted in

the multiplier. A prototype chip has been fabricated in a 0.5µm standard CMOS

process with an array of 128×32 floating-gate elements. The architecture is suit-

able for low voltage, low power applications and has a bandwidth-to-frequency ratio

of 531nW/MHz per differential multiplier cell. A linearity of over two decades has

been reported for the proposed multiplier. For a bandwidth of less than 10MHz,
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(a) (b) (c)

Figure 41. 8x8 block DCT of a 128x128 image: (a) Original input image; (b) Image
after inverse DCT, when block matrix transformation was performed off–chip, using
the measured weight matrix from the VMM chip. (c) Output of the VMM chip (after
inverse DCT) for 8x8 block transform that was performed on–chip.

Table 8. VMM Summary of Performance

Parameter Proposed VMM VMM in [55]
Technology 0.5µm N-Well CMOS 1.5µm single

poly CMOS/EEPROM
Power Supply 3.3V 5V

FG Dim.(W/L) 18λ / 4λ N/A
Array size 128×32 16×16
Chip area 0.83mm2 1mm2

Programming % error < ±0.2% <10mV
BW/power per cell 531 nW/MHz N/A

Linearity > 2 decades 3V
Power per cell 7.2 µW @10MHz 0.39mW @60KHz

Programming scheme Injection & Tunneling N/A
Programming Time per Wji 1mS 100mS

this architecture is capable of performing 1 million Multiply-Accumulate (MAC)

operations/0.27µW that is orders of magnitude lower power when compared to dig-

ital approaches. The approach is advantageous from an area standpoint as well. An

array of 128×32 floating-gate transistors comprising the multiplier occupies an area

of 0.83mm2. The use of floating-gate transistors result in a non-volatile storage of

the weight information. Extrapolations from a thermionic emission model for charge

loss indicate good performance in the < 90◦C temperature range over a 10 year time

period for a range of weight values. Approaching the multiplication in the current

domain has been advantageous from both power dissipation and linearity standpoint.
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VMM

Figure 42. Chip Die Photograph: The die photograph of the chip containing an array
of 128×32 floating-gate transistors implemented on a 0.5µm CMOS process showing the
compactness of the proposed approach.

The VMM plays a key role in enabling adaptive signal processing and its role in an

adaptive filter framework will be discussed in the next chapter.
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CHAPTER 7

ADAPTIVE SIGNAL PROCESSING

Adaptive filters are highly non-linear, time varying systems that are useful in a va-

riety of tasks that are self-optimizing in nature. Applications for adaptive filters

include adaptive equalization, prediction, system identification and noise cancellation

[61]. Traditional implementations of adaptive filters have been in the digital domain.

Adaptive filter design in the analog domain is motivated by the benefits of a low-power

and compact implementation. Aside from adaptation and addition, multiplication is

another operation that is performed repetitively. And, as has been demonstrated

earlier in chapter 6, multiplication is both power and area efficient using an analog

approach. Also, as will be shown in this chapter, adaptation can be achieved in a

compact and low-power fashion in the analog domain.

An analog approach to building synapses and adaptive filters have been attempted

by a number of researchers [62, 63, 64, 65, 66, 67, 68]. In all of these approaches,

except [65], the weight adaptation was performed off-chip followed by an operation

that transferred the learnt weights on-chip. The weight storage was either on on-chip

capacitors requiring constant refreshes [68, 67] or on floating-gate transistors [62, 66]

or in the digital form requiring digital-to-analog converters for multiplication using

an analog multiplier [65] or using charge coupled devices [64]. The approach in [65]

implemented the learning algorithm on-chip with weights stored on capacitors. The

approach used analog building blocks to directly implement the mathematics behind

the learning algorithm with the result that the circuits were area intensive.

Exploiting the non-linearities inherent in hot-electron injection and Fowler-Nordheim

tunneling, weight adaptation can be achieved using floating-gate transistors. Also,

the use of floating-gate transistors provides a non-volatile storage capability for the
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Figure 43. Adaptive Linear Combiner: Block diagram representation of an adaptive
linear combiner that adapts its weights such that the error between its output and the
target signal is minimized.

weights. Using floating-gate transistors for both weight adaptation and weight stor-

age results in the synapse circuits being compact and low-power [69, 70]. This chapter

demonstrates a fully integrated, compact, current-mode, floating-gate based analog

approach towards implementing adaptive filters. The system learns using the Least-

Mean-Square (LMS) learning algorithm.

7.1 Adaptive Filters and LMS Learning

Figure 43 shows the block diagram of a fundamental functional block, namely, an

adaptive linear combiner, also known as an adaptive node. An adaptive node consists

of a number of synapses with each synapse performing a multiplication of the input

signal with a weight. The weight is learnt as a result of trying to minimize an error

function. Weight adaptation is obtained by comparing the output of the adaptive

node to a desired target signal and changing the weights of each synpase such that

the error between the target and the system output is minimized.

An adaptive matrix is realized by utilizing a number of adaptive nodes. Each

node has a unique output and a unique target signal while the inputs may or may
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not be shared across the nodes. The output of the kth node of such a system is given

by,

yk =
L

∑

j=0

wjkxjk = wk
Txk (154)

where, xk is the input signal vector of the kth node and wk is weight vector of the kth

node. The above equation is referred to as feedforward computation with the error

signal fedback to the synapses of a given node (k) given by,

ek = dk − yk (155)

where, dk is the desired target for a given node.

The weight adaptation can be mathematically modelled as,

τ
dwk
dt

= f(wk, xkek
T ) (156)

where, τ is the adaptation rate. A number of learning algorithms fall under the

above mathematical model with each differing in the choice of the function f(·) and

are broadly classified into two categories, namely, supervised and unsupervised. Su-

pervised algorithms adapt the weights based on the input signal and the error between

the actual system response and a desired output signal. Unsupervised learning on

the other hand depends entirely on the input signal.

The least-mean-square (LMS) learning rule is a supervised learning algorithm that

results from the minimization of a least-square-error objective function. Some LMS

algorithms intentionally incorporate weight decay, that is a form of ’forgetfulness’

exhibited by learning systems. This is useful for better learning generalization and

tracking of non-stationary signals [61]. Analytical modeling of learning rules yields

the following weight dynamics and steady-state solutions for an LMS algorithm with

and without weight decay [61]:

No Weight Decay Weight Decay

Dynamics: τ dw
dt

= xe τ dw
dt

= xe− ǫw

Steady-state: wss = Q−1r wss = (Q − Iǫ)−1r

(157)
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The steady-state solution, wss, depends on the input auto-correlation matrix, Q =

E
[

xxT
]

and the input-output cross-correlation vector r = E [xy]. The strength of

the weight decay, ǫ, should be small (ǫ≪ 1) relative to the input and learning-signal

amplitudes to minimize deviation from the ideal LMS solution [71].

7.2 Analog Implementation of Adaptive Filters

The block diagram of the analog adaptive filter system is shown in Figure 44. The

system implements the adaptive linear combiner as described earlier. Each adaptive

node consists of a number of synapse elements and by combining a number of such

nodes, an adaptive matrix can be realized. Figure 44 shows an adaptive matrix that

consists of 4 adaptive nodes with each node consisting of 16 synapses. A total of 16

analog input signals can be provided with the signals being shared between all four

adaptive nodes while the target signal is unique for each node. The output of each

node is compared with the target signal and the error signal is fed back to each of the

synapses in a given node. The weights of the synapse adapt in such a way that the

error signal is minimized with the result being that the output of each node tracks

the target signal. The system employs current-mode signalling with current-voltage

(I-V) and voltage-current (V-I) converters forming the interface.

The key circuits that are essential to an adaptive filter can be identified from the

block diagram representation shown in Figure 44. These include the synapse along

with the post-distort circuitry, single-ended voltage to differential current converter,

current-mode high pass filter, current-to-voltage converter and voltage-to-current con-

verter. In this section, each of these circuits will be described in detail.

7.2.1 Floating-gate Synapse

The floating-gate synapse [71] that implements the least-mean-square learning rule is

shown in Figure 45. The synapse is an extension of earlier work done in single transis-

tor learning synapses that exploits the inherent physics of tunneling and hot-electron
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Figure 44. Adaptive Filter System block diagram: Block level representation of the
analog implementation of adaptive filtering.

injection to achieve learning. This approach differs substantially from popular ap-

proaches of implementing learning algorithms using traditional circuit building blocks.

The result is a compact and power-efficient synapse that is amenable to use in a large

synaptic array.

Transistors M1 − M7 form the actual synapse while the post-distort circuitry

plays a function that is different from that of the synapse. The post-distort circuitry

is shared across a row of synapses as shown in Figure 44. Transistor pairs M1/M2

and M6/M7 form a floating-gate current mirror and implement a differential synapse

such that both positive and negative weights can be realized. It should be noted that

adaptation occurs only at the floating-gate of M1 while the floating-gate of M6 is

programmed to an equilibrium weight that acts as a reference. The drain currents of

M1 and M6 are summed together and become the synapse output.
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Figure 45. Floating-Gate Synapse: Circuit schematic of the floating-gate synapse cir-
cuitry. Transistors M1−M7 form the synapse element while the post-distort circuitry is
common to each adaptive node (comprised of a number of synapses with their outputs
summed together).

The synapse is designed such that two distinct operations are performed simulta-

neously. These include multiplication and weight adaptation. Transistor pairM1/M2

perform a current-mode multiplication of the input signal x with the multiplication

co-efficient being set by the charge difference between their floating-gates. Similarly,

transistors M6 and M7 multiply the inverse of the input signal −x by a multiplica-

tion co-efficient set by the charge difference between their floating-gates. Transistors

M3 − M5 along with the post-distort circuitry are responsible for weight adapta-

tion. During normal operation, the tunneling voltage Vtun2 is held high enough for

tunneling to occur at the floating-gate of M3 and the chip is ramped up such that

hot-electron injection occurs as well. The biasing for all other transistors is such that

neither tunneling nor hot-electron injection occurs.

Before proceeding to analytically describe feedforward computation and weight

adaptation in the synapse, it is worthwhile to establish the convention followed for
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representing signals. The signals are split into a fixed component and a time-varying

signal component. For example, the input signal is defined as,

Is = Iso(1 + x) (158)

where, Iso represents the DC component of the input signal and x is the dimensionless

AC component.

7.2.1.1 Feedforward Computation

In order to mathematically express the feedforward behavior, consider transistor pair

M1/M2. Using the above described convention for representing signals, the I − V

relationship of transistor M2, ignoring Early effects and assuming weak inversion can

be expressed as,

Iso(1 + x) = Ioexp
(−κeffVg

UT

)

exp
(−κQ2

CTUT

)

exp
(

Vs
UT

)

(159)

where, Q2 is the charge on the floating-gate. Similarly, the drain current of M1 is

given by,

I1 = Ioexp
(−κeffVg

UT

)

exp
(−κQ1

CTUT

)

exp
(

Vs
UT

)

(160)

It should be noted that both the transistors share the same gate voltage and the

source voltage. Also, assume that the two transistors match. Now, substituting the

expression for the gate voltage from (159) in (160), the drain current of M1 is given

by,

I1 = Iso(1 + x)exp
(−κ(Q1 −Q2)

CTUT

)

(161)

Now, defining the weight as,

w = exp
(−κ(Q1 −Q2)

CTUT

)

− 1 (162)

and letting the weight of transistor pair M1/M2 be the positive weight, the drain

current of M1 is given by,

I1 = Iso(1 + x)(1 + w+) (163)
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Now, assume that the floating-gate ofM6 is programmed to a charge of Q2 as well and

that the transistor pair is programmed such that a negative w− results. Therefore,

the drain current of M7 can be written as,

I7 = Iso(1 − x)(1 + w−) (164)

Adding the above two equations results in the output of the synapse and is as given

below.

Iout = Iso(2 + w + wx) (165)

where, the weight w is defined as w+ − w−. As can be observed from (154), the

quantity of interest in the above equation is the term containing wx. This is obtained

by high-pass filtering the output current. This is possible because of the seperation

of time-scales between the weight adaptation and the input signal. The weight adap-

tation is on account of tunneling and injection currents charging and discharging the

floating-gate capacitance. Typically, these currents are very small and so the weight

adaptation is a slow process (on the order of a few hundred mHz). Therefore, using

input signals that are atleast two orders of magnitude higher than weight adaptation

results in a good seperation of timescales and therefore easier to high-pass filter.

7.2.1.2 Weight Adaptation

Analyzing weight adaptation begins by first applying KCL at the floating-gate node

and noting that tunneling and hot-electron injection are continuously enabled. This

results in the following,

CT
dVfg
dt

= C1
dVg
dt

+ C2
dVd
dt

+ Itun − Iinj (166)

where, C1 is the input capacitance, C2 is the parasitic floating-gate to drain capaci-

tance, CT is the total floating-gate capacitance, Itun is the tunneling current and Iinj

is the hot-electron injection current. In the above equation, it has been assumed that

the tunneling voltage is held fixed.
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At this point, the concept of seperation of timescales will be introduced. It should

be noted that in an adapting system such as the one being described, signals with

widely seperated timescales are encountered. The weight adaptation is a slow process

while the input signals are relatively faster. With this in mind, signals will be split

into its DC component and an AC component with the AC component being further

split into a fast moving component and a slow moving component. For example, the

floating-gate voltage can be written as,

Vfg = Vfg0 + Ṽfg = Vfg0 + V̄fg + ∆Vfg (167)

where, Vfg0 is the DC component, V̄fg is the component on the slower timescale, ∆Vfg

is the component in the faster timescale and Ṽfg is the combined AC component

comprising of the slow and fast timescale components.

Equation (166) is a general equation valid in both the slow and fast timescales.

As mentioned earlier, weight adaptation is a process that occurs on a timescale much

slower than that of the signals applied to system. Assuming that the signals applied to

the system have a zero mean, the changes in the floating-gate voltage are entirely on

account of tunneling and injection currents. Therfore, considering a slow timescale,

(166) can be represented as,

CT
¯dVfg
dt

= Itun − Iinj (168)

It should be pointed out that considering (166) in fast timescale yields the feedforward

computation equations presented earlier.

It is clear that in the class of synapse considered, weight adaptation depends en-

tirely on Fowler-Nordheim Tunneling and Hot-electron injection currents. Therefore,

it is important to consider the dependence of these currents on terminal voltages.

These equations have been presented earlier in chapter 3 and are repeated here for

convenience. An approximate expression for the tunneling current is given by,

Itun = Itun0exp
(

Vtun − Vfg
Vx

)

(169)
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where, Itun0 is an equilibrium tunneling current and Vx is a device-dependent param-

eter that is a function of the bias voltage across the oxide. Next, assume that the

tunneling voltage is held constant. The tunneling current equation can be modified

as,

Itun = I
′

tun0exp
(−Ṽfg

Vx

)

(170)

where, I
′

tun0 contains all the DC components. Decomposing the floating-gate voltage

into its slow and fast timescale components results in,

Itun = I
′

tun0(1 + w)β−1(1 + x)β−1 (171)

where, β is given by,

β = 1 +
UT
κVx

(172)

A simplified model for hot-electron injection that is based on the channel current

(Ich) and the change in the drain-source voltage (∆Vds) is given by,

Iinj = Iinj0

(

Is
Is0

)α

exp
(−∆Vds

Vinj

)

(173)

where, Iinj0 is the injection current when the channel current is Is0, Vinj is a device

and bias dependent parameter and α is defined to be,

α = 1 − UT
Vinj

(174)

Noting that transistor M1 is a source follower, the above equation can be re-written

as,

Iinj = Iinj0(1 + x)αexp
(

κṼfg
Vinj

)

exp
(−∆Vd
Vinj

)

(175)

As before, expanding the floating-gate voltage into its slow and fast timescale com-

ponents and relating the slowly changing component to (1 + w) and the fast moving

component to (1 + x) the above equation can be modified as,

Iinj = Iinj0(1 + x)γ(1 + w)−UT /Vinjexp
(−∆Vd
Vinj

)

(176)
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where, γ is equal to α− UT/Vinj.

Next, with regards to the term containing the change in the drain voltage (∆Vd),

consider the post-distort circuit shown in Figure 45. The drain voltage of the adapting

floating-gate transistor is the output of the post-distort circuitry. The input to the

post-distort circuitry is the error current (Ie0(1+e)). This input current is applied to

a floating-gate transistor with an input capacitor C1 that can be adjusted by digitally

selecting from a capacitor bank. This is done to ensure that the exponential term

containing ∆Vd can be linearized to equal (1 + e). Solving the I − V relationship of

the post-distort circuitry, one can write an expression for −∆Vd/Vinj as,

−∆Vd
Vinj

=
UTCT
C1κVinj

ln(1 + e) (177)

Assume that the capacitor ratio C1/CT is set to equal UT/κVinj. Using the above

assumption, (176) can be re-written as,

Iinj = Iinj0(1 + x)γ(1 + w)−UT /Vinj(1 + e) (178)

Differentiating the weight as defined in (162) with respect to time and performing

some algebraic manipulations, the above equation can be rewritten as,

UTCT
κ

dw

dt
= (1 + w)(Iinj − Itun) (179)

Now using the expressions for tunneling and injection in the above expression, the

weight update equation can be written as,

τ
dw

dt
= (1 + w)α(1 + x)γ(1 + e) − (1 + w)β(1 + x)β−1 (180)

In order to express the above equation in a way that is consistent with the typ-

ical LMS weight update equation, assume that the input signals are ergodic. This

assumption enables one to use time averages to calculate the expected value of the

signal. The expected value of a signal x(t) is given by,

E[x(t)] =
1

T

∫ T

0
x(t)dt (181)
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It will be further assumed that the time interval T is much shorter than the timescale

in which weight adaptation occurs but longer than the fast timescale. Using the above

assumption in conjunction with a Taylor series approximation for the term containing

x and evaluating E[·], the weight update equation can be re-written as,

τ
dw

dt
= (1 + γE[xe])(1 + w)α − (1 +

1

2
a1E[x2])(1 + w)β (182)

Next, applying a Taylor series approximation to the terms containing w results in,

τ
dw

dt
= γE[xe] − a1E[x2] + w(γE[xe] − ǫ− a1βE[x2]) (183)

where, a1 = UT

κVx
and ǫ = UT

κVx
. In most cases, the input variance terms are small

enough to be ignored and therefore, the above equation can be simplified to be,

τ
dw

dt
= γE[xe] + w(γE[xe] − ǫ) (184)

The above equation represents the LMS learning rule. Therefore, theoretically, the

floating-gate synapse implements the LMS learning rule.

7.2.2 Single-Ended Voltage to Differential Current Converter

It is clear from the discussion on the floating-gate synapse that there is a need for

differential currents. From a system perspective, it will be advantageous to communi-

cate with the external world in terms of voltages. With this in mind, Figure 46 shows

the schematic of a circuit that converts a single-ended voltage signal into a differential

current. These currents form the inputs to the floating-gate synapse described earlier.

It is clear from Figure 46 that a simple differential pair is sufficient for the purpose

of generating differential currents.

In order to quantitatively analyze the circuit behavior, consider small signal op-

eration. Ignoring mismatch between the transistor pair M1/M2, the drain currents

of M1 and M2 are both equal to I1/2 when Vin is equal to Vref . Now, assume that

the voltage input Vin is such that an input signal is applied around the DC value of
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Figure 46. Single-ended Voltage to Differential Currents: Circuit schematic of the
single-ended voltage to differential current converter.

Vref . For this case, the voltage input Vin can be represented as,

Vin = Vref (1 + x) (185)

where, as before, x is a dimensionless AC signal component of Vin. Since small-signal

behavior has been assumed, the drain current of M1 is given by,

I1 =
I1
2

+ gm1Vrefx =
I1
2

(1 + y) (186)

where, gm1 = gm2 = gm is the small-signal transconductance of transistors M1/M2

biased at a drain current of I1/2 and y is the dimensionless signal component of the

drain current I1. Using the above expression for the drain current of M1 and applying

KCL at the source of transistors M1 and M2, the drain current of M2 can be written

as,

I2 =
I1
2

(1 − y) (187)

From the above two equations, it is clear that a differential output current is generated

using the circuit of Figure 46.
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Thus far in the analysis, Early effects have been ignored. On account of the finite

output impedances of the transistors M1 and M2, any difference in the drain voltages

of these two transistors will result in distortion in the output currents. In order to

alleviate this problem, the current mirror formed by transistor pairs M3/M4 and

M5/M6 along with the amplifiers A1 and A2 are employed. Negative feedback is

applied via the amplifiers to ensure that the drains of M1 and M2 are held fixed at

Vbias. This ensures that distortion in the currents I1 and I2 is substantially reduced.

Also, the current mirrors are designed to be 1 : 1 mirrors such that Iop and Ion are

equal to I1 and I2 respectively.

7.2.3 Current-Mode High-Pass Filter

The circuit schematic of the log-domain current-mode high-pass filter is shown in

Figure 47. Qualitatively, the circuit operation can be explained by noting that a

change in the input current changes the source voltage of transistor M1 on account

of its gate voltage being fixed. Note that transistors M1 and M3 share the same

source terminal. The current through transistor M3 is fixed at Iτ and so a change

in the source voltage of M3 changes its gate voltage. The circuit is designed such

that the current Iτ is a much smaller current compared to the input and an explicit

capacitance C is connected to the gate of M3. This results in the change in the gate

voltage of M3 to be a low-pass filtered version of the change at its source. Following

the signal along the circuit, assuming that transistors M3 and M4 are matched and

so are their bias currents, the low-pass filtered gate voltage results in a change in the

source voltage of M4. Again, observing that M4 and M6 share the same source and

noting that M1 and M6 are identical with identical gate voltages, the drain current

of M6 is a low-pass filtered version of the input signal. Subtracting this from a copy

of the input signal results in the high-pass filtered version of the input signal.
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Figure 47. Current-mode High Pass Filter: Circuit schematic of the current-mode high
pass filter is shown. The bias current Iτ sets the high pass filter corner frequency.

7.2.3.1 Small-Signal Behavior

In order to arrive at a simple mathematical expression quanitfying the behavior of

the circuit in the small-signal domain, assume saturation and neglect all parasitic

capacitances in the circuit. The current-to-voltage transfer function from the input

to the source of M1 is given by,

− V1

Iin
≈ 1

gm1

(188)

Following the signal path, the gate voltage of M3 is modulated as,

V2 = V1

(

1

1 + sτ

)

= − Iin
gm1

(

1

1 + sτ

)

(189)

where, the time constant τ is given by,

τ =
C

gm3 + 1/ro3
(190)

It is easy to see that the gate voltage of M3 is a low-pass filtered version of the input

current Iin. The low-pass filter corner is set by a combination of the transconductance

of M3 and an explicitly drawn capacitor C.

The current through transistor M4 is held fixed at Iτ and therefore forms a source

follower. So, to a first order, one can assume that the transfer function from the gate

terminal of M4 to its source is equal to 1. Next, consider the voltage-to-current
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transfer function from the source of M4 to the drain current of M6. This transfer

function is given by,

I6 = −gm6V3≈− gm6V2 (191)

where, gm6 is the transconductance of M6. Substituting for V2 in the above equation

results in the drain current of M6 being,

I6 =
Iin

1 + sτ
(192)

where, it has been assumed that transistors M1 and M6 match and they have the

same transconductance. Note that the drain current of M6 is a low-pass filtered

version of the input current Iin. The final step in determining the overall circuit

transfer function is to subtract the drain current of M6 from a copy of the input

current. This results in the output current being,

Iout = Iin
sτ

1 + sτ
(193)

which is a high-pass transfer function.

7.2.3.2 Effect of Mismatch

In deriving the transfer function for the high-pass filter, it was implicitly assumed

that all transistors and current sources were matched. In a practical implementation,

however, mismatch is an issue of concern and can be shown to set the upper limit

of the noise floor. In the high-pass filter circuitry, errors can occur from a mismatch

between the input signal and its copy, mismatch between the two current sources that

set the filter corner frequency, device mismatch between transistor pairs M1/M6

and M3/M4. Note that mismatch between transistor pairs M2/M5 need not be

considered seperately as they can be absorbed into the mismatch between the Iτ

current sources and Iin.

When all devices and current sources are perfectly matched, the DC component

of the output current is zero. In the presence of mismatch, the DC component of Iout
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is non-zero and this residual current can be viewed as setting the upper limit for the

noise floor. The objective of this analysis is to determine this residual component

in terms of various mismatch components. Before proceeding further, assume that

the copy of the input current differs from the input by ∆Iin and the two Iτ current

sources are mismatched by ∆Iτ . Further, only threshold voltage mismatches will be

considered.

As before, nodal voltages V1 and V2 are set given an input current Iin and a current

Iτ flowing through the drain of M3. The drain current of M4 is Iτ +∆Iτ and assume

that its threshold voltage is different from that of M3 by ∆Vth3. Assuming weak

inversion operation, the node voltage V3 can be written in terms of V1 as,

V3 = V1 + κ∆Vth3 − UT ln
(

1 +
∆Iτ
Iτ

)

(194)

Assuming that the threshold voltage of M6 is different from that of M1 by ∆Vth1

and solving for the drain current of M6 gives,

I6 = Iin

(

1 +
∆Iτ
Iτ

)

exp
(

κ(∆Vth1 − ∆Vth3)

UT

)

(195)

The above equation can be approximated as,

I6 = Iin

(

1 +
∆Iτ
Iτ

)(

1 +
κ(∆Vth1 − ∆Vth3)

UT

)

(196)

Using the above expression, the residual current (∆Iout) is given by,

∆Iout = Iin

(

1 −
(

1 +
∆Iτ
Iτ

)(

1 +
κ(∆Vth1 − ∆Vth3)

UT

))

+ ∆Iin (197)

As can be observed, in comparison to threshold voltage mismatch between transis-

tor pairs M1/M6 and M3/M4, the mismatch between the current mirrors play a

dominant role in determining the residual output current and therefore should be

minimized by proper design.
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7.2.4 Current-to-Voltage Converter

A popular approach to implementing I − V converters is to configure an operational

amplifier as a charge integrator. This approach, owing to sampling delays is lim-

ited to measuring low frequency currents. A transimpedance amplifier, as shown in

Figure 48(a) provides continuous time I − V conversion and is a viable alternative.

This approach requires careful consideration to compensation to ensure good perfor-

mance [72]. Also, measuring small currents on chip is prohibitive owing to the large

values of resistors needed. Logarithmic converters using BJTs have a high dynamic

range but implement a non-linear current conversion and are not suited for standard

digital CMOS processes. The proposed I−V converter described in this section, uses

the output impedance of MOS transistors to perform the current conversion [73]. The

key issue in using such an approach is the difficulty of biasing the high-gain output

node. This is addressed through the use of negative feedback and replica biasing.

Figure 49 shows the circuit schematic of the proposed I−V converter that consists

of the core converter, the replica biasing scheme and the current multiplication block

that provides current ranging capability. The I − V conversion is performed using

transistors M1 and M2 where transistor M2 is a common source amplifier with M1

being the active load. For zero signal input, the DC operating point for the high gain

output voltage, Vout is designed to equal Vref through the use of replica transistor
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Figure 49. Circuit Schematic of the proposed I − V converter: Transistors M1 − M2
perform the core I − V conversion while amplifier A1 serves to set the DC equilib-
rium for the high gain output voltage. Switches S0 and S1 implement input current
multiplications of 100 and 10 respectively to increase the linear range.

M3, identical current source Ibias and the operational amplifier A1. On account of

negative feedback, the amplifier A1 sets the gate of M3 such that at a drain voltage of

Vref , its drain current equals Ibias. This ensures that the drain voltage of M1 equals

Vref as well.

An input current Iin, is mirrored through current mirrors M6/M7 and M10/M2

such that a drain current of Ibias + Iin flows through M2. Since, the current through

M1 is set to equal Ibias, the difference current ∆Iin causes a change in the output

voltage,(∆Vout) given by,

△Vout = (ro1‖ro2)△Iin = ro△Iin (198)

where ro1 and ro2 are the output impedances of transistorsM1 andM2 respectively. It

should be noted that the conversion gain is set by the output impedances of transistors

M1 and M2 and can be designed to be quite large. Also, to a first approximation,

the I − V conversion given by (1) is linear.

The non-linearities and hence the distortion introduced can be estimated by

utilizing the relationship between the drain current of a transistor and its output

impedance. Assuming, a first order MOS model, the change in the output voltage, is
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given by,

△Vout =

[

1

λ1Ibias
‖ 1

λ2(Ibias + △Iin)

]

△Iin (199)

Assuming, that the λ’s of M1 and M2 are equal and further assuming that the signal

current is much smaller than the bias current Ibias, (2) simplifies to,

△Vout =
△Iin

2λIbias

[

1 − △Iin
2Ibias

]

= △Iinro −
△Iin2ro
2Ibias

(200)

From (3) it is clear that the second harmonic term and hence the distortion is propor-

tional to the input signal amplitude and is inversely proportional to the bias current.

This brings about a direct tradeoff between distortion and power dissipation. A dif-

ferential approach can help eliminate the even order harmonics and lead to lower

levels of distortion.

The I − V converter can be approximated to be a single pole system with the

dominant pole being at the output node. The small signal bandwidth is given by,

f−3dB =
1

2πroCo
(201)

where, Co is the total capacitance at the output node. It must be noted that the

bandwidth of the I−V converter is inversely proportional to the gain. Therefore, for

a given gain, minimizing the parasitic capacitance at the output node maximizes the

bandwidth. For the same reason, the output of the I − V converter must be followed

by a voltage buffer.

7.2.5 Voltage-to-Current Converter

V − I converters play a vital role at the input interface of current-mode systems. A

common approach to current generation involves the use of an operational amplifier

with a MOS transistor M1 and a resistor R1 as shown in Figure 48(b). Negative

feedback ensures that the current through the transistor M1 is equal to the applied

input voltage divided by the resistor R1. For a given size of M1 and resistor R1, the

finite rail-to-rail output voltage swing of the amplifier poses the major limitation
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to the achievable linear range of currents. Alternate approaches that have been

proposed for V − I converters [74], [75], [76], [77] suffer from limited linearity and/or

susceptible to loading conditions affecting performance. The V −I converter described

in this section is compact, easy to design and uses a single external resistor to set its

transconductance. The design adopted in this work is an improvement over that in

[77]. This makes the performance of the V −I converter immune to loading conditions

and experimental results are presented as well.

Figure 50 shows the circuit schematic of the CMOS V − I converter. The use of

amplifier A2 helps fix the output node at a fixed voltage thereby nullifying the effect

of the output capacitance leading to a high bandwidth. This also serves to isolate the

output of the V − I converter from external loading effects.

The use of a regulated cascode current mirror ensures that the drain of M1 is

set to a well defined value of Vref . Also, the regulated cascode increases the output

impedance of the current mirror and the matching between the drain currents of M1

and M2. With the drain of M1 set to Vref , the output current Iout of the V − I is,

Iin =
(Vin − Vref )

Rin

= Iout (202)

where, Vin is the applied input voltage and Rin is the value of the resistor used.

The small signal input impedance (rin) at the drain of M1 is given by,

rin =
1

gm1[1 + gm6ro6(1 + A)]
(203)

where A is the open loop gain of the feedback operational amplifier A1, and gm6 is

the transconductance of the cascode transistor M6. The use of a regulated cascode,

ensures a very low impedance at the drain of M1 that further ensures that the voltage

at the drain remains at Vref independent of the current flowing through M1. This

ensures that (202) holds for a large range of currents.

With proper design and a correct choice of resistorRin, the linear range of the V −I

converter will usually not be an issue. There are however two key factors that need
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Figure 50. Voltage-Current Converter: Circuit scehmatic of the voltage-current con-
verter that uses a single external resistor to perform the conversion.

to be considered. Assuming the feedback amplifier A1 to be ideal, the gate-source

voltage of M6 can reach a value of Vdd − Vref at most and thereby places an upper

bound on the output current. Also, the pFET current mirrors come out of saturation

and lead to distortion when the gate-source voltage of M1 reaches Vdd − 2Vdsat,p.

This leads to an an upper bound on the linear range as well. The input voltage

swing for the V − I converter is not limited by the power supply and can therefore

exceed the positive supply voltage. When the input signal Vin, falls below Vref , signal

inversion occurs. The output current in this case is limited by the bias current of

the PMOS transistors and should therefore be designed accordingly. The speed of

the V − I converter is dependent upon the DC bias current, Ibias and the parasitic

capacitances at the output. The regulated cascode loop must be designed such that

the loop bandwidth is greater than the input signal bandwidth and its stability must

be ensured as well.

7.3 Adaptive Filter Experimental Results

The proposed analog architecture has been fabricated in a 0.35µm CMOS process.

The experimental setup consists of a custom designed board for the chip that contains
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the hardware infrastructure necessary for programming floating-gate transistors. The

delay lines have been implemented off-chip using digital-to-analog converters (DACs)

and smoothing filters (low-pass filters) to provide flexibility for testing different ap-

plications. The setup is controlled using a FPGA board with a computer in the loop

resulting in a fully automated test fixture. This provides the flexibility of imple-

menting a variety of learning scenarios as arbitrary waveforms can be generated in

software and applied to the chip using DACs. Experimental results that have been

measured using the test setup are presented in this section to demonstrate adaptation

and learning. Characterization results for the various circuit blocks will be presented

first, followed by results from system level experiments performed on the adaptive

filter chip.

7.3.1 Interface Circuits And High-Pass Filter Characterization

Figure 51 shows the DC transfer characteristic of the voltage-to-current converter.

The converter displays a linear range of about 1.6µA when biased at a current level

of 5µA. The slope of the conversion is equivalent to that of approximately 300KΩ

resistor. This is expected as the external resistor used for the conversion was a 300KΩ

resistor.

The DC transfer characteristic of the current-to-voltage converter is shown in

Figure 52. The converter is designed such that the input current is sinking in nature

and therefore the output of the converter displays a negative slope. The measured

transimpedance gain of the I − V converter is about 1.6MΩ. The converter displays

a linear range of approximately 1µA.

The system bandwidth is determined by the available bandwidth of the interface

circuits. This has been determined by cascading the V − I converter with the I − V

converter and determining the frequency response of the resulting voltage-in/voltage-

out system. Figure 53 shows the measured frequency response of such a system. As

can be observed from the figure, the available system bandwidth is approximately
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Figure 51. Measured DC Sweep of V −I converter: Measured DC transfer characteristic
of the voltage-to-current converter that displays an impedance of ≈300KΩ.

110KHz. The I − V converter is the primary limitation to the available bandwidth

and this is on account of biasing the I−V converter to display a high transimpedance

gain. However, a bandwidth of 110KHz is sufficient for adaptive filter applications

pertaining to the audio domain.

Figure 54 shows the step response of the high-pass filter, where the input to the

filter is applied using the V − I converter and the current output is read using the

I − V converter. The filter displays a high-pass behavior as expected with an offset

that is on account of the mismatch between transistor pairs M1/M6, M3/M4 and

current mirror mismatches as has been analytically derived earlier.

7.3.2 Floating-Gate Synapse Step Responses

The equilibrium weight of the synapse is indirectly measured at the source of transistor

M1 (refer Figure 45) and is at the point where tunneling and injection currents

are balanced such that no change occurs at the floating-node. Figure 55 shows the

source voltage when a square wave is provided as the input current of the synapse.

The instantaneous increase in the bias current of the synapse causes an increase in
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Figure 52. Measured DC Sweep of I−V converter: Measured DC transfer characteristic
of the current-to-voltage converter with a transimpedance gain of approximately 1.6MΩ.

the source voltage of the synapse. This increase in the source voltage increases the

injection current that makes the floating-gate more negative. Since the transistor

behaves like a source follower, the decrease in the floating-gate voltage decreases

the source voltage and the source voltage reaches a new equilibrium that is again

determined by a balance in the injection and tunneling currents.

Figure 56 shows the source voltage for a square wave provided as the error signal.

It should be noted that the error signal propogates to the drain of the adapting

transistor of the synapse through the post-distort circuitry. When the source-drain

voltage across the device decreases on account of the applied step, the injection current

decreases. This causes the floating-gate node to increase on account of a higher

tunneling current and hence the source voltage increases as well. The rise in the

source voltage increases the injection current and the source voltage reaches a new

equilibrium value such that tunneling and injection currents are once again balanced.
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Figure 53. Interface Circuitry Frequency Response: Measured frequency response of
the voltage-in voltage-out system formed by cascading a V − I converter with an I − V
converter. The system bandwidth is approximately 110KHz.

7.3.3 Phase Correlation Experiment

In order to demonstrate the correlation behavior of a single synapse as given in (157),

a sinusoidal signal is applied to both the input and the error terminal of the synapse

circuit. According to (157), the synapse computes the correlation between the two

signals, the result being a change in the DC level of the floating-gate voltage. This

change in the floating-gate voltage results in a DC change in the source voltage. For

an LMS learning rule, with two sinusoidal signals applied to the input and the error

voltage, the equilibrium weight is approximately given by,

weq = ≈AiAd
2

cosθ (204)

where, Ai, Ad are the amplitudes of the applied sinusoidal inputs and θ is the phase

difference between the two signals. Measuring the steady-state value of the source

voltage for different sinusoidal inputs at the input and the error terminals of the

synapse should result in a cosine function. Experimental results are shown in Figure

57 that confirm correlation learning in the synapse. Note that the 180◦ phase shift

135



0 0.5 1 1.5 2
0.7

0.8

0.9

1

1.1

Time(ms)

V
ol

ta
ge

 (
V

)

0 0.5 1 1.5 2
1

1.2

1.4

1.6

1.8

2

Time (s)

V
ol

ta
ge

 (
V

)

Figure 54. Step Response of High-Pass Filter: Measured step response of the current-
mode high-pass filter.

in the cosine is on account of the signal inversion resulting through the post-distort

circuitry.

7.3.4 Fourier Decomposition Experiment

A square-wave can be decomposed into a weighted sum of harmonic sinusoids. There-

fore, an adaptive linear combiner can learn a square-wave when presented with si-

nusoids that are at integer multiples (1, 2, 3...) of the square-wave frequency. The

fourier decomposition experiment is represented pictorially in Figure 58. The weights

adapt to the fourier co-efficients such that the output resembles a square-wave with

the result that the error between the output and the target is minimized.

The chip was presented with a 1KHz square-wave target and the equilibrium

weight was measured by providing the first five harmonics of the target square-wave.

The top plot of Figure 59 shows the ideal square-wave that results when the first

five harmonics are weighted with the ideal fourier co-efficient and combined together.

The bottom plot of Figure 59 shows the resulting square-wave using the weights

obtained from the chip. As can be observed, a square-wave results when the first five
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Figure 55. Synapse Weight Dynamics for an Input Current Step: Measured response
of the source voltage of the synapse for an input step applied to its bias current. The
top plot shows the voltage input to the V −I converter that generates the input current
of the synapse. The bottom plot shows the output of the synapse source voltage.

Table 9. Equilibrium weights for a Fourier Decomposition Experiment

Sine Frequency (KHz) 1 2 3 4 5
Meas. Weight 1 0.0445 0.3142 0.0469 0.1881

Fourier Co-efficients 1 0 0.33 0 0.2

harmonics are combined using the measured weights, thereby demonstrating learning

in the chip. Table 9 presents the weights obtained experimentally by conducting the

above experiment and compares them with the ideal expected value. As expected,

the weights converge closely to the ideal values.

7.4 Comparisons To Alternate Techniques

It is clear that implementing adaptive filters requires four key operations: (1) Multi-

plication with a weight, (2) Addition, (3) Weight adaptation and (4) Weight storage.

Several researchers have tackled implementing adaptive filters in the analog domain

with the various approaches differing in the way in which the above operations have
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Figure 56. Synapse Weight Dynamics for an Input Current Step: Measured response
of the source voltage of the synapse for an input step applied as its error signal. The
top plot shows the voltage input to the V −I converter that generates the error current
to the post-distort circuitry. The bottom plot shows the output of the synapse source
voltage.

been implemented.

The approaches in [66, 62] use floating-gate transistors for weight storage. In

[62] a Gilbert-Cell Multiplier [48] was used. The Gilbert-cell multiplier implements

a signal-by-signal multiplication with the output being a set of differential currents

that were tied together to implement addition. The weight adaptation was performed

off-chip followed by an operation that programmed the floating-gate transistors and

thereby updated the memory with the correct set of weights. The approach offers

long-term weight storage but is not a standalone implementation as demonstrated in

this chapter.

A programmable analog synapse based on charge coupled device (CCD) was de-

scribed in [64]. The weight storage and multiplication are performed using arrays

of CCDs. The weight adaptation is performed off-chip followed by a weight transfer

on-chip. Aside from the fact that the system requires a computer in the loop, the ap-

proach requires a process that supports fabrication of CCDs and hence is not suitable
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Figure 57. Measured Results For Phase Correlation Experiment: Plot of the normalized
equilibrium weight vs. the phase difference between the sinusoidal synapse input and
the sinusoidal error signal.

for standard CMOS processes.

The approaches in [68, 67, 63] all use non-floating-gate approaches to storing the

weight with the weight adaptation being performed off-chip. The approach in [63]

used a voltage-mode multiplying digital-to-analog converter to perform the multipli-

cation of an input signal with the weight. The weight is stored on-chip in a digital

form and is updated from off-chip. In [68], the weight is represented as an analog

quantity with the weight being stored on capacitors. A transconductance multiplier
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Figure 58. Fourier Decomposition Experiment: Learning a square-wave from harmonic
sinusoids
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Figure 59. Learning a Square Wave: The top-plot shows an ideal normalized square-
wave generated using the fourier co-efficients for the first five harmonics. The bottom
plot shows the square-wave generated using equilibrium weights obtained from the
analog adaptive filter chip.

is used such that the output of the multiplication is a current such that KCL can be

invoked for addition. In [67], a hybrid analog-digital approach is used. The weights

are stored in the digital format in a seperate memory. The weights are fetched from

memory, converted into the analog form by a digital-to-analog converter and applied

to an analog multiplier for multiplication with the input signal.

In [65], a standalone adaptive filter is demonstrated with all the filtering operation

performed on-chip. Discrete-time adaptive filtering is demonstrated with operations

like addition, subtraction and multiplication being performed using operational am-

plifiers as building blocks. Weights are stored on on-chip capacitors. The weight

adaptation is performed on-chip by directly implementing the various operations re-

quired for discrete-time LMS using operational amplifier based functional blocks. On

account of this, the implementation is both area and power intensive with a 4 synapse

filter occupying an area of 4mm2 in a 2µm p-well process.

Table 10 summarizes the key performance parameters of the fabricated adaptive
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Figure 60. System Die Photograph: The die photograph of the system fabricated in a
0.35µm CMOS process. The system occupies an area of 1800µm×400µm

Table 10. Adaptive Filter Summary of Performance

Parameter Value
Power Supply 3.3V

Process 0.35µm CMOS
Area 1800µm×400µm

Power Dissipation 13.2mW
Adaptation Mechanism Hot-electron injection and Tunneling

Adaptation Time 1mS − 10S
Input Signal Bandwidth 100KHz

filter chip. The chip occupies an area of 1800µm×400µm and contains 4 adaptive

nodes with 16 synpses each for a total of 64 synapses and associated circuitry. The

entire chip dissipates a power of 13.2mW at an operating supply voltage of 3.3V .

The bulk of the power is dissipated in the amplifiers and buffers used in the interface

circuitry to drive signals on and off the chip. The use of tunneling and injection as the

mechanisms controlling adaptation enables adaptation time-constants in the range of

1mS − 10S. The wide range of time-constants that are available is a key advantage

in the proposed approach.
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7.5 Summary

A fully integrated analog implementation of adaptive filters has been demonstrated

in a 0.35µm CMOS process. The synapse is implemented using floating-gate transis-

tors for multiplication, weight storage and weight adaptation. The weight adaptation

is performed by exploiting the non-linearities inherent in the physical processes of

Fowler-Nordheim tunneling and hot-electron injection. This results in an LMS learn-

ing rule for the synapse. Integrating the operations of multiplication, weight storage

and weight adaptation in the synapse results in a compact, low-power implementa-

tion. Using a current-mode approach allows exploiting KCL for addition with the

result that addition dissipates virtually no extra power dissipation.

The system has been designed as a voltage-in/voltage-out system with V − I con-

verters and I − V converters designed to form the interface. Theoretical analysis of

the various functional blocks of the system have been presented along with experi-

mental results that characterize their performance. System characterization results

indicate correlation behavior and adaptation based on an LMS learning rule. Phase

correlation experiments have been performed that demonstrate correlation between

the input signal and the error signal as expected. Fourier decomposition experiment

using a 1KHz square wave target and measuring the equilibrium weight for sinusoids

of different harmonic frequencies further demonstrate adaptation in the system.

The architecture is well-suited for implementing large arrays of synapses that are

advantageous when envisioning scaling up the system to implement large scale neural

networks. With the present design, a 40×75 matrix of synapses can be designed to

fit in a chip area of 9mm2. With regards to power dissipation, a significant portion of

the power dissipation is due to the supporting circuitry. On account of the support-

ing circuitry being outside the synapse matrix, a reduced power penalty results when

scaling to larger systems. For example, doubling the number of synapses by imple-

menting an adaptive filter with 4 nodes of 32 synapses each involves an additional
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power dissipation of only around 2.5mW . The system can be further optimized by

performing a low-power design of the peripheral circuitry. In the present implemen-

tation, the synapses dissipate only 4.8% of the total power dissipation while 95.2%

of the power is dissipated in the peripheral circuitry with 25% of the power being

drawn by the output buffer amplifiers alone. In summary, an analog architecture is

presented that adapts using the LMS learning rule and is well suited for implementing

large-scale adaptive filters and neural networks with minimal area and power penalty.
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CHAPTER 8

SIMULATION MODEL FOR FG SYNAPSE

In this chapter, a variation on the source follower floating-gate synapse (SFFG) that

was described in Chapter 7 is presented. In this synapse, MOS transistors model the

weight adaptation dynamics of injection and tunneling. This proposed synapse has

a number of potential applications. First, it can be used as a simulation model for

the floating-gate synapse as injection and tunneling cannot be simulated in a circuit

level simulator such as SPICE. Second, this structure can be used for studying such

phenomena as weight decay and the design tradeoffs that it entails in an adaptive

system. Third, the synapse offers a direct control over the adaptation current thereby

making faster adaptation rates possible.

8.1 Circuit Description

The proposed synapse structure that models the physical processes of hot-electron

injection and tunneling in the SFFG synapse is shown in Figure 61. All signals are

represented by fractional variation in currents around a bias value and all transistors

operate in the weak inversion region of operation. Transistors Mabias and Mcorr form

a high gain amplifier, the gain of which controls the weight decay. This pair will

henceforth be referred to as the correlation amplifier. The multiplication of the input

signal with the weights is achieved through the use of capacitively coupled current

mirrors Mi+,Ms+,Mi− and Ms−. The DC bias voltage of Vfg0 is set by the correlation

amplifier. The other floating-gates are programmed to the same DC equilibrium

voltage as Vfg0.

In the correlation amplifier, the transistor Mxcorr mirrors the input into Mcorr

for multiplication, while transistor Me1 pre-distorts the error signal at the source

of Mcorr. Transistor Me2 guarantees a bias condition on the source of Mxcorr that
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Figure 61. Circuit schematic of the simulation model of the floating-gate synapse: Tran-
sistors Mabias and Mcorr model the Fowler-Nordheim tunneling and hot-electron injec-
tion and result in a weight update based on the LMS rule. The transistor, Mcorr

provides multiplication of the input signal by an error signal. The source of Mcorr is
driven by a buffered error signal voltage which is generated as a logarithmic transform
of a linear current signal providing multiplication that is linear in the error signal. All
signals are represented as variations in current around a bias point.

matches that on the source of Mcorr set by Me1. Unity gain buffers guarantee that

the source voltages on Mxcorr and Mcorr are independent of their currents. Finally,

Mabias provides the equilibrium bias current Ifg0; current deviations caused by Mcorr

are integrated on the floating-gate yielding correlations, thereby performing weight

updates.

The computation is performed by transistors Ms+ and Ms−. The synapse is im-

plemented as a differential structure with the differential inputs being applied to the

input transistors Mi+ and Mi−. The change in the drain current of Ms+ due to the

slow varying weight updates and the fast varying input current is given by,

Iy = Iy0e
−κ(V̄fg+δVfg)/UT (205)

where, Iy0 is the equilibrium bias current,V̄fg is the slow time-varying change in the
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floating-gate voltage that denotes weight adaptation and δVfg is the fast time-varying

change in the floating-gate voltage due to the input signal. Given that the transistors

Mi+ and Ms+ match and so do the two input capacitors, the change in the floating-

gate voltage of Ms+ due to the change in the input current signal is given by,

δVfg = −UT
κ
ln(1 + x) (206)

Next, we define the weight in the adaptive circuit to be,

w = e−κV̄fg/UT − 1 (207)

Substituting the above result and the definition of the synapse weight into (4), the

output drain current becomes,

Iy = Iy0(1 + x)(1 + w) (208)

The currents of the two differential pair floating-gate transistors are summed together

to give an output current Iy that is expressed as,

Iy = Iy0(2 + w + wx) (209)

The required output wx is extracted from this expression by high-pass filtering the

output signal to remove the DC component and the slow-varying weight term.

Now to derive the weight adaptation, the floating-gate voltage is first expressed

in terms of the weight as,

V̄fg = −UT
κ
ln(1 + w) (210)

Taking the first derivative of the above equation, we get,

dV̄fg
dt

= −UT
κ

1

(1 + w)

dw

dt
(211)

The effective output impedance at output of the high-gain amplifier is given by,

R =
VAn‖VAp
Ifg0

(212)
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Figure 62. Amplitude Correlation Experiment For Synapse Simulation Model: Plot
showing the amplitude correlation of the proposed synapse. For an input signal given by
AsCos(wt) and an error signal given by AeCos(wt), the steady-state weight is proportional
to the product of the error signal and input signal amplitudes. This results in the plot
of the steady-state weight vs. error signal amplitude being linear as shown.

where, VAn and VAp are the early voltages of the nFETs and pFETs respectively. Per-

forming nodal analysis at the gate node of transistor Ms+ and using the linearization

techniques as in (4),(5) and (7) we get,

C
dV

dt
=

1

R
V + Ifg0(1 − (1 + x)(1 + e)) (213)

Defining, the time constant of adaption (τ) to be,

τ =
UTC

κIfg0
(214)

and the weight decay (ǫ) to be,

ǫ =
UT

κVAn‖VAp
(215)

The synapse learning rule now becomes,

τ
dw

dt
= −ǫw + E[xe] (216)
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where it has been assumed that w is small and the signal and error terms have been

assumed to be zero mean. Thus, the simulation model proposed for the SFFG indeed

displays a weight adaptation that is in accordance with the LMS learning rule.

8.2 Simulation Results

The proposed transistor model of the SFFG synapse has been simulated using a 0.5µm

process. The implementation of the LMS learning rule by the synapse is demonstrated

by means of two experiments: (a) Amplitude Correlation and (b) Fourier Series De-

composition. The effect of weight decay on the circuit’s performance is illustrated as

well.

8.2.1 Amplitude Correlation

Assume an input signal given by AsCos(wt) and an error signal given by AeCos(wt).

Now, if we further assume that the weight decay is zero, the steady-state value of the

weight equals,

w = E[xe] =
∫ +∞

−∞

AsAeCos
2(wt)dt =

Ae
2
As (217)

The above equation implies that a plot of the steady-state value of the weight vs. the

input signal amplitude should be linear with the slope being equal to half of the error

signal amplitude. Figure 62 shows a plot of the steady-state weight vs. the input

signal amplitude for different values of the error signal amplitude. As expected, the

plot is linear thereby confirming correlation learning in the synapse.

8.2.2 Fourier Series Decomposition

The fourier series decomposition provides an excellent approach for examining the

LMS learning rule in the proposed synapse. The experimental setup is similar to

that in Figure 43. For the target signal, a square wave is chosen with the inputs

being three harmonically related sinusoids. With this being the setup, each synapse

adapts to the appropriate weight so as to reconstruct the desired target square wave
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Figure 63. Fourier Decomposition Experiment on Synapse Simulation Model: Plot of
the output of the adaptive linear combiner configured to learn a square wave. The
input to the system consists of three sinusoids at the fundamental frequency, the third
harmonic and the fifth harmonic. The weights adapt to the appropriate value so as to
reconstruct the square wave. The solid line shows the target square wave while the
dashed line indicates the system output. The design used a channel length of 1.2µm for
the correlation amplifier.

at the output. Figure 63 shows the system output and the target square wave after

convergence. The frequency spectrum of the output and the target square wave

is shown in Figure 64. As can be observed, both the output and the target have

their fundamental, 3rd and the 5th harmonic match closely. However, there are some

undesirable even harmonics at the output. The even harmonic terms are related to

the extent to which weight decay is minimized. In the particular implementation,

the weight decay is related to the length of the transistors Mabias and Mcorr. For

the case of a channel length of L = 1.2µm shown in Figure 64, the second harmonic

is −30dB below the fundamental. Decreasing the channel length to L = 0.9µm

causes the second harmonic to increase to −7dB as shown in Figure 65. This clearly

demonstrates the effect of weight decay on the performance of the adaptive system

and further emphasizes the need for minimizing the weight decay.
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Figure 64. FFT Results For Fourier Decomposition Experiment on Synapse Simulation
Model: The FFT of the output of the adaptive linear combiner and that of the target
square wave. The output frequency spectrum matches closely with that of the target.
There are however even order harmonics that are the result of non-zero weight decay.
The design used a channel length of L = 1.2µm for the transistors in the correlation
amplifier.

8.3 Summary

A circuit model for the SFFG synapse circuit that uses MOS transistors to model the

effects of hot-electron injection and Fowler-Nordheim tunneling has been proposed.

The proposed model implements the LMS learning rule. Simulation results that

demonstrate the performance of the synapse has been presented. The circuit when

configured as an adaptive linear combiner with three inputs, adapts to the appropriate

weights to learn a target square wave. The issue of weight decay in implementing

adaptive systems has been discussed as well.

Two key application spaces exist for the circuit described. The circuit can be used

in place of the floating-gate synapse described in chapter 7 in simulating large scale

adaptive filters. This is because, adaptation occurs in the floating-gate synapse using

the physical phenomenon of hot-electron injection and Fowler-Nordheim tunneling
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Figure 65. Demonstrating Weight Decay: The FFT of the output of the adaptive linear
combiner and that of the target square wave. The design used a channel length of
L = 0.9µm in the correlation amplifier to illustrate the effect of weight decay. As can
be seen, the output no longer matches the target closely and the even order harmonics
are a lot higher than the case for L = 1.2µm.

and at present these cannot be simulated in a circuit simulator such as SPICE. Second,

owing to the better control of adaptation currents in the proposed circuit model, this

circuit can be used in conjunction with the floating-gate synapse for applications that

require faster learning. Initial adaptation can be performed using the circuit model

with the weights being transferred onto the floating-gate synapse after adaptation.

Such a setup will be useful as it utilizes faster learning capabilities of the circuit model

and the non-volatile weight storage offered by the floating-gate synapse.
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CHAPTER 9

CONCLUSIONS

Floating-gate transistors provide the option of programmability in analog circuits.

Programming the floating-gate transistor (adding electrons using hot-electron injec-

tion and removing electrons using Fowler-Nordheim Tunneling) can be viewed as

modifying the threshold voltage of the device. This property of a floating-gate tran-

sistor can be exploited to correct for mismatch in analog circuits, perform power

efficient signal processing and for on-chip adaptation and learning. In this chapter,

key milestones that have been achieved in progressing towards this goal are summa-

rized along with ideas for moving forward on this research path.

9.1 Research Summary

Mismatch in analog circuitry is a critical issue that most commonly manifests itself

as offset voltages in operational amplifiers. A solution has been proposed in this

work that cancels the offset voltage of amplifiers in a compact, low-power fashion.

The technique has been experimentally demonstrated by way of a prototype chip

fabricated in a 0.5µm CMOS process and reducing the offset voltage of the amplifier to

25µV . The offset drift with temperature has been measured to be 130µV over a 170◦C

temperature range. Also, on account of storing the offset cancellation information

using floating-gate transistors, the offset voltage drift with time is negligible. Overall,

the proposed approach offers comparable offset cancellation with other techniques in

a compact and low-power fashion while offering continuous-time amplifier operation

[49].

The programmability of floating-gate transistors can be used to design reference

circuits as well. In this work a programmable reference circuitry has been designed
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that is compact (0.0022mm2) and displays a low temperature co-efficient. The refer-

ence uses floating-gate transistors as an inherent part of the circuit and outputs the

programmed difference in charge between them as the reference voltage. To a first

order, the reference voltage depends only on the charge stored on floating-gate tran-

sistors thereby being insensitive to temperature variations. However, second-order

effects lead to a temperature dependence. The reference has been fabricated in a

0.35µm CMOS process and experimental results indicate a temperature sensitivity of

110µV/◦C for a 0.6V reference voltage. The use of floating-gate transistors allow for

a high initial accuracy for the reference. The reference has been programmed to a

±40µV accuracy. Measured performance of the reference voltage indicate a negligible

long-term drift as well. The key advantages of the proposed work include programma-

bility, compactness, high initial accuracy, low temperature dependence and negligible

long-term drift [78].

Programmable analog techniques open the door for power efficient signal process-

ing. Multiplication is an operation that is performed repeatedly in signal processing

and is both area and power intensive in the digital domain. In this work, a current-

mode programmable multiplier has been demonstrated that is both compact and

low-power. The multiplier uses floating-gate transistors in such a way that both the

multiplication and weight storage operation occur at the same site. This results in a

dense implementation that makes large arrays of multipliers (VMMs) possible. The

use of current-mode signalling allows for an increased linearity with the multiplier

demonstrating over 2 decades of linear range and addition being accomplished by

just invoking KCL and tying the outputs together. Weak inversion operation results

in a low power dissipation of 531nW/MHz. Comparing the approach in this work

to commercially available DSPs, the analog VMM dissipates 0.27µW of power for 1

million multiply-accumulate (MMAC) operations while commercial DSPs dissipate

typically 3 orders higher power [79].
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The charge modification process used in floating-gate transistors can be exploited

to create a system that adapts and learns on-chip. A floating-gate synapse has been

presented that has the ability to modify the charge stored on its floating-gate based

on a LMS learning algorithm [80]. Such a synapse is the fundamental building block

for designing adaptive filters and neural networks. In this work, an analog chip archi-

tecture has been presented that implements an adaptive filter with on-chip adapta-

tion. Adaptation has been demonstrated in a prototype chip fabricated in a 0.35µm

CMOS process along with characterization results from the basic building blocks such

as current-mode high pass filters and interface circuitry [81] for handling current-

mode signalling. The chip consists of 4 rows of 16 synapses and occupies an area of

1800µm×400µm and dissipates 13.2mW of power on a 3.3V power supply. The bulk

of the power dissipation is on account of circuitry peripheral to the synapse matrix.

This chip marks the first fully integrated adaptive filter system using the floating-gate

synapse element and is a significant milestone in proceeding forward towards neural

network based on-chip learning.

The floating-gate synapse adapts using the physical phenomenon of hot-electron

injection and Fowler-Nordheim tunneling. At the time of writing this dissertation,

these processes are not modelled in a circuit simulator such as SPICE. Therefore, it

is not possible to simulate floating-gate adaptation based on tunneling and injection.

Towards this end, a circuit based simulation model has been developed for the floating-

gate synapse. This circuit uses transistors to model tunneling and injection and has

been demonstrated to show adaptation based on the LMS learning rule, just like the

floating-gate synapse. Experiments that demonstrate correlation behavior have been

performed succesfully. A Fourier decomposition experiment has been performed as

well where an adaptive filter built using the simulation model learns a square wave

when presented with sinusoids of different harmonics of the fundamental [82].
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9.2 Research Directions-Looking Forward

The work in this dissertation has demonstrated the feasibility of precision analog

circuits, power efficient signal processing and on-chip learning using floating-gate

programmable analog circuits. A number of research trajectories are possible that

build on the foundation laid by this dissertation. Some of the research directions that

can be extrapolated from this work are given below:

1. The voltage reference demonstrated in Chapter 5 can also be used as a current

reference. The reference current, however, displays a temperature dependence

on account of the temperature dependence of the resistor used to bias the cir-

cuitry. Theoretically, the transconductance of a transistor can be biased in

a zero temperature co-efficient region. Using such a transconductance to im-

plement a resistor and biasing the reference circuitry can result in a current

reference that is relatively independent of temperature.

2. The voltage reference, being programmable can be used to implement digital-

to-analog converters. On account of the compactness of the reference circuitry,

the resulting DAC will be area efficient. Also, the low temperature sensitivity

of the reference can be exploited to build DACs that maintain their accuracy

(INL and DNL) over a large range of temperature.

3. The offset cancellation technique outlined in Chapter 4 can be extended for use

in comparators. Comparators are essential building blocks in analog-to-digital

converters, most notably, Flash type converters. These converters are limited in

their accuracy on account of mismatch that gives rise to offsets in comparators.

Offsets are corrected at the expense of area. Using a floating-gate based offset

cancellation can result in both an area and accuracy advantage. Also, floating-

gate transistors in general can be used for designing precision analog circuits

[83].
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4. The work in Chapters 4 & 5 have demonstrated the feasibility of achieving a

low-sensitivity to temperature of parameters that are set by floating-gate tran-

sistors. Since for normal operating range of temperatures (−55◦C−140◦C), the

charge stored on the floating-gate can be assumed constant, a class of circuits

can be built around this framework that display behavior that is independent of

temperature. Pursuing this research direction can lead to circuits with parame-

ters, set by floating-gate transistors, optimized for low temperature sensitivity.

5. As demonstrated in this work, programming a floating-gate transistor can be

viewed as modifying the threshold voltage of the device. This property of the

floating-gate transistor can be exploited by building circuits that operate on a

reduced supply voltage. Investigating architecture modifications that make this

possible can result in low-voltage operation on processes that require higher

supply voltages.

6. The programmable multiplier in Chapter 6 finds application in other areas of

signal processing such as FIR filtering and IIR filtering. Preliminary work done

by the author in this area indicate power saving of about 7 − 10 times when

compared with digital techniques. The bulk of the power is dissipated in the

delay lines that are critical to the filter operation [84]. Research in developing

circuit architectures for low-power delay lines can further enhance the power

savings.

7. Implementing delay lines along with the adaptive filter implementation in Chap-

ter 7 opens the door for a number of adaptive filter applications. These include

channel equalization, echo cancellation, prediction, system identifcation and

adaptive beamforming.

8. Architectures should be investigated to integrate the simulation model, de-

scribed in Chapter 8 in an adaptive filter framework along with the floating-gate
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synapse presented in Chapter 7. The architecture should be such that the simu-

lation model is utilized to achieve faster learning, followed by the learnt weights

being transferred onto the floating-gate synapse for long-term retention.

9. Having established learning using the LMS algorithm, sets the stage for in-

vestigating circuit architectures for implementing large-scale neural networks

on-chip. This opens the possibility of performing such complex tasks as pat-

tern recognition and other computationally intensive tasks in a low-power, yet

parallel fashion in the analog domain.

It is hoped that pursuing these research directions lead to exciting new frontiers

thereby making the area of floating-gate based programmable analog techniques a

challenging and rewarding research area.
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