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Résumé

Caractériser les propriétés mécaniques de la neige est un défi majeur pour la prévi-
sion et la prédétermination du risque d’avalanche. Du fait du grand nombre de types
de neige et de la difficulté a effectuer des mesures sur ce matériau trés fragile, la
compréhension de la relation entre la microstructure de la neige et ses propriétés mé-
caniques est encore incompléte. Cette thése aborde ce probléme par le biais d’une ap-
proche de modélisation mécanique basée sur la microstructure tridimensionnelle de
neige obtenue par microtomographie aux rayons X. Tout d’abord, afin d’automatiser
et améliorer la segmentation des images microtomographiques, un nouvel algorithme
tirant profit de la minimisation de I’énergie de surface de la neige a été développé et
évalué. L’'image air-glace est ensuite utilisée comme entrée géométrique d’un mod-
éle éléments finis ol la glace est supposée élastique fragile. Ce modéle permet de
reproduire le comportement fragile en traction et révéle le comportement pseudo-
plastique apparent causé par I'endommagement microscopique, ainsi que la forte
hétérogénéité des contraintes dans la matrice de glace. Pour reproduire les grandes
déformations impliquant le ré-arrangement de grains, un modéle par éléments dis-
crets a ensuite été développé. Les grains sont identifiés dans la microstructure en
utilisant des critéres géométriques dont la pertinence mécanique a été démontrée,
et décrits dans le modéle par des blocs rigides de sphéres. Le comportement simulé
en compression est dominé par le réle de la densité mais révéle également des dif-
férences liées au type de neige. Enfin, pour distinguer le degré de cohésion entre
les types de neige, un indicateur microstructurel a été développé et s’est avéré étre
fortement corrélé aux propriétés mécaniques et physiques du matériau.
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Abstract

Characterizing the complex microstructure of snow and its mechanics is a major
challenge for avalanche forecasting and hazard mapping. While the effect of envi-
ronmental conditions on the snow metamorphism, which leads to numerous snow
types, is fairly known, the relation between snow microstructure and mechanical
properties is poorly understood because of the very fragile nature of snow. In order
to decipher this relation for dry snow, this thesis presents a modeling approach of
snow mechanics based on the three-dimensional microstructure of snow captured by
X-ray microtomography and the properties of ice. First, in order to automatically
process the microtomographic data, we take advantage of the minimization of the
snow surface energy through metamorphism to efficiently binary segment grayscale
images. Second, assuming an elastic brittle behavior of the ice matrix, the tensile
strength of snow is modeled via a finite element approach. The model reveals an
apparent pseudo-plastic behavior caused by damage, and the highly heterogenous
stress distribution in the ice matrix. Third, we develop a discrete element model,
accounting for grain-rearrangements and the creation/failure of inter-granular con-
tacts. The grains, geometric input of the model, are detected in the microstructure
with mechanically-relevant criteria and described as rigid clumps of spheres. The
model evidences that the compression behavior of snow is mainly controlled by den-
sity but that the first stage of deformation is also sensible to the snow type. Last,
the inter-granular bonds, recognized to be critical for the mechanical properties,
are characterized through a new microstructural indicator, which effectively highly
correlates with the simulated mechanical and physical properties.
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1.1 Context . ... ... i i it e e
1.1.1 Avalanche danger . . . . . . . ... ... L.

1.1.2 Avalanche formation . . . ... ... ... ... ........

1.1.3 Snow materials . . . . .. ... Lo 10
1.1.4 Snow mechanics . . . . . ... ... 13
1.1.5 General objective of the thesis . . . . ... ... ... .... 16
1.2 Present state of snow mechanics . ............... 17
1.2.1  Operational avalanche forecasting . . . . . .. ... ... ... 17
1.22 Research. . . . . .. .. ... .. L 24
1.2.3  Scientific questions and approach . . . . . .. ... ... ... 33
1.3 Structure of thethesis ... ... ................ 35
1T.A Appendix . . . . . 0 i i i i it e e e e e e e e e e e e e e 39
1.A.1 Description of the calculation of the shear strength 7,,,, in
MEPRA . . . . 39

1.1 Context

1.1.1 Avalanche danger

An avalanche is a rapid gravity-driven flow of a significant snow mass on a moun-
tainous slope. Every year, snow avalanches kill about one hundred people in the
Alps and cause important material damage on human infrastructures.

Historical perspective. No attention would be paid to avalanches if nobody lived
in the mountains. The first accidents are reported by military troops crossing the
Alps to invade new territories behind this natural rampart. For instance, around
218 before Christ, Hannibal climbed into the Alps to attack Rome [Jenkins, 2000].
His troops had to face avalanches when they crossed high-altitude paths, as re-
ported: "There where the path is intercepted by glistening slope, Hannibal pierces
the resistant ice with his lance. Detached snow drags the men into the abyss and
snow falling rapidly from the high summits engulfs the living squadrons" (Silius
Italicus, [Jenkins, 2000]). As people settled in the remotest valleys of the European
Alps in search of new living space (ex. Walser, Alemanni between the 12" and
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Figure 1.1: Artist’s view of avalanches in the 18" century (from “Neue und voll-
staendige Topographie der Eydgnosschaft”, David Herrliberger, 1754-
1758).

14* century), death tolls began to rise. Avalanches were source of fear and thought
as a fatality (Figure 1.1). However, progressively, people learned to live in secure
places by continuously rebuilding the destroyed houses. In medieval times, people
recognized that clearing of forest could significantly increase the avalanche danger.
In consequence, for example in France, the administration (“Eaux et Foréts”) set
regulations of forest clearing in exposed areas (e.g. Baréges, Pyrénées in 1860) and,
in 1899, started the "carnet d’avalanches" where avalanche events were systemati-
cally reported [de Crécy, 1965|. In Switzerland, which is proportionally much more
exposed to avalanches than France, first experiments [e.g. Bader and Niggli, 1939]
are conducted on snow in the 1930’s and a laboratory (SLF) specifically dedicated
to the study of snow is created in 1942. With the development of ski tourism
and hydroelectricity, more knowledge on snow and avalanche is required and in the
1950’s, experiments on snow are started at Col de Porte, Chartreuse, French Alps.
In February 1970, the dramatic accidents of Val d’Isére! and Passy?, stirred public
opinion and highlighted the lack of the French avalanche risk management [Ancey,
1998|]. Six months later, Saunier’s commission proposed the creation of a national
association for the study of snow and avalanches (ANENA), the establishment of
the nivology division in the CERAFER (now Irstea) and the development of the
activities of center for snow study (CEN, Météo-France) [Saunier, 1970].

Current costs of avalanches. Numerous defense structures have been built and
successfully prevented from countless infrastructure damage. However, the catas-
trophic avalanche cycle of winter 1998-1999 in the European Alps® recalled that

!The 10" February 1970, 39 young people were killed by an avalanche in their chalet in Val
d’Isére, France

2The 5% April 1970, a mudslide killed 77 people in a sanatorium in Passy, France

312 deaths in Montroc, France; 12 deaths in Evolene, Switzerland; 39 deaths in Galtiir, Austria.



1.1. Context 7

! !
I Ski touring 1
I Off-pist skiing

w B
[ Nl
1
1

w
o
T

1

N
a
T

1

-
[@Xé)]
I I
l l

Number of fatalities
N
o
1
1

N
©
o
“r
-
©
o
2

1985-1986
1990-1991
1995-1996
2000-2001
2005-2006
2010-2011
2012-2013

Winter season

Figure 1.2: Avalanche fatalities of backcountry skiers in France during the period
1981-2013. Note that the fatalities in other outdoor sports, such as ice
climbing or mountaineering, and due to avalanche are not taken into
account in this figure. Data from http://www.anena.org.

avalanches are still threatening people and infrastructure in the Alps [Glass et al.,
2000]. Besides death toll and infrastructure damage, the economy of mountainous
area is deeply impacted by the avalanche hazard: non-constructible land, evacuation
of people at risk?, closing of highly frequented roads®, etc. Nowadays avalanches are
also threatening an increasing number of recreationists. An average of 30 fatalities
per year in France are attributed to avalanches during outdoor hobbies including
backcountry skiing (Figure 1.2).

Risk management. Two approaches of avalanche risk management can be dis-
tinguished: short-term forecast and long-term prevention (hazard mapping).

e Short-term forecast: Météo-France provides, on a daily basis during the winter
season, an avalanche bulletin on a regional scale (Figure 1.3a). This bulletin
consists in an estimation of the avalanche activity (frequency of release and
size of the avalanche) and the stability of the snowpack. The avalanche danger
is given on a international scale between 1 (low) and 5 (very high) and de-
tails on the avalanche type and on the most favorable conditions for a release
are described. It is mainly intended for ski patrols, backcountry skiers but it
also serves as warning system for local authorities in charge of infrastructure
safety. The avalanche forecaster builds the bulletin with snowpack measure-
ments, its own expertise and the results of a forecasting model (SAFRAN-
CROCUS-MEPRA) which computes a stability index as a function of the
past and modeled weather conditions [Durand et al., 1999]. The model helps

‘e.g. in February 2012, 600 people were evacuated from Baréges, France because of high
avalanche risk.

Se.g. the Mont-Blanc tunnel between France and Italy was closed the 31"" December 2011
because of high avalanche risk
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the forecaster in pointing out the range of elevations and aspects at which
the snowpack undergoes processes affecting its stability [Durand et al., 1999].
However, the predictability of the avalanche danger is limited and relies on
how the avalanche forecaster heuristically weights the influence of the diverse
contributory factors as terrain, meteorological conditions, observations of the
snowpack etc.

e Long-term prevention: Hazard mapping informs about the spatial extent of
the risk and is used to regulate urbanism. This type of hazard map exists for
industrial (explosion, leaking of chemical, etc.) and natural hazards (flood-
ing, wildfire, avalanche, etc.). In France, the avalanche hazard map (PPRA)
distinguishes four main zones (Figure 1.3b): (1) the red zone where all con-
structions are forbidden, (2) the dark blue zone where new constructions are
forbidden but existing ones are allowed and should be protected, (3) the light
blue zone where new constructions are allowed but under conditions that they
support a certain mechanical load and (4) a green zone where the forest should
be maintained because it has a protective role. This mapping results from a
compromise between considering the maximum avalanche extent /intensity and
the commitment of economical development in remote alpine valleys. The es-
timation of the intensity and the frequency of an avalanche for a given path
is primarily based on historical data, as direct observations of avalanche de-
position or indirect observations on the damage tracks left by the avalanche
|[de Crécy, 1980]. However, this kind of data is not available everywhere and on
sufficiently long period to be representative of rare but very intense avalanche
events. Therefore statistical models must be coupled with physically-based
models to overcome the limitations of missing historical data [Gaume, 2013].
Risk management for long-term prevention still requires better understanding
of the physics of the phenomenon even though it was already improved since
the description of an avalanche as a "snow ball" (painting of Figure 1.1).

Even if, at present, the occurrence of a single avalanche event cannot be predicted
in time and space, avalanches are not random events but result from a complex
interaction of contributory factors. The release process can be studied and modeled
to go toward better hazard mapping and short-term forecasting [Schweizer et al.,
2003].

1.1.2 Avalanche formation

Understanding the processes at the origin of an avalanche release is critical for short-
term forecasting but also for long-term prevention which requires the knowledge of
snow rheological properties and the size of the released volume of snow. Snow
avalanches result from the interplay between three elements: (1) snow properties
(controlled by the weather conditions, vegetation, etc.), (2) topography (slope/gravity)
and (3) a triggering element (physical: change in snow properties as temperature
increase; mechanical: new falling snow, skier, explosive, earthquake) |[Goetz, 2010].
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Figure 1.3: Avalanche risk management: short-term forecast (a) and long-term
prevention (b).

Two types of release are usually distinguished: loose snow avalanches and slab
avalanches [Schweizer et al., 2003].

e Loose snow avalanches start at a single point at the snow surface. While the
snow mass with low cohesion moves down the slope, the avalanche progres-
sively spreads in a triangular shape and gains volume by eroding the snow
surface. Their release can occur during a snowfall of very light and cold fresh
snow or during a temperature increase which decreases the friction angle be-
tween snow grains or increases the water content. They can be artificially
released by backcountry skiers but accidents can be avoided since the skier
who triggered the avalanche is generally upstream the avalanche flow.

e Slab avalanches are the most dangerous because they involve much larger
snow volumes. Moreover, Schweizer and Liitschg [2000] showed that fatalities
of recreationists due to avalanches are nearly exclusively (99%) caused by slab
avalanches. The snowpack is layered vertically. Each layer has its own prop-
erties determined by its history (snow fall, temperature, wind, etc.). When
two successive layers are badly connected or because the thin layer in between
is very weak (the weak layer), the upper layer(s) (the slab) can slide entirely
on the lower layer (the basal layer) which creates a slab avalanche (Figure
1.4a). In details, the release of a slab avalanche involves two different failure
processes (Figure 1.4b). First, the weak layer fails in shear and compression
along a crack parallel to the slope (the basal crack). Then, the loss of shear
cohesion between the slab and the basal layer creates tension in the slab which
fails along a crown crack. Note that the basal crack can spread up and down
the slope; the crown crack can thus be upslope of the triggering factor, as a
skier. This explains why slab avalanches are more dangerous for skier than
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Figure 1.4: Slab avalanche release.

loose snow avalanches since the skier can be anywhere on the released slab.

1.1.3 Snow materials

Much about the avalanche release processes remains unknown because of the com-
plexity and the variability of the snowpack [Schweizer et al., 2003|. To better un-
derstand the release mechanisms, there is clear need for comprehensive constitutive
modeling of snow, which is currently missing [Shapiro et al., 1997]. One reason for
this missing link in the avalanche knowledge might be the lack of industrial funding
for research on snow mechanics. Indeed, compared to typical construction materials,
snow is less valuable for commercial activities. Another reason is the existence of
not only one snow material, but numerous snow materials characterized by a wide
range of microstructural patterns. Besides, snow is a very fragile material, which
makes experiments difficult to conduct.

Snow on the ground consists of snow crystals, which formed in the atmosphere
by water vapor deposition on freezing nuclei. Atmospheric temperature and water
supersaturation control the morphology of these snowflakes, which can thus have
variable shapes and sizes (stellar dendrite, plate, column, etc.). Once on the ground,
the snowflakes evolve rapidly with time (within hours and days), depending on envi-
ronmental conditions like temperature, temperature gradient and forces applied to
the snowpack. This process is called metamorphism. The different initial snowflake
shapes and the various environmental conditions on the ground yield a wide range
of microstructural patterns, variable in time and space. These different patterns
are classified in snow types according to an international classification |Fierz et al.,
2009]. Symbols and codes of the main snow types are shown in Figure 1.5. Snow
metamorphism on the ground can be explained by three main processes:
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o Vapor transport: Snow exists on the ground at homologous temperature above

0.9, i.e. its temperature is generally higher than 90% of its melting point
using the Kelvin scale. Its density ranges roughly between 20 kg m™3 and
500 kg m~3. The high homologous temperature and porosity promote intense
water vapor exchanges (ice sublimation, vapor transport, vapor deposition)
between ice zones, which modify the shape and the bounding of the ice ma-
trix. The metamorphism primarily due to vapor exchanges is active on dry
snow and is of two different types: equilibrium and kinetic. Equilibrium meta-
morphism occurs when there is almost no heat flux in the snowpack, i.e. when
the temperature gradient VT is low (VT < 5 K m™!). It rounds the snow
grains and thickens the ice matrix by promoting vapor transport from convex
zones to concave zones |e.g. Flin et al., 2004, Vetter et al., 2010] (Figure 1.5).
Therefore, it tends to stabilize the snowpack. Kinetic metamorphism is due
to temperature gradients (VT > 5 K m™!), which induce vapor fluxes in the
snow microstructure. It creates plane facets and sharp edges [e.g. Calonne
et al., 2014, Schneebeli and Sokratov, 2004| (Figure 1.5). When the temper-
ature gradient is very high (VT > 20 K m™!), depth hoar forms. In both
cases, kinetic metamorphism tends to decrease the stability of the snowpack.
Faceted crystals and depth hoar are of particular interest since theses types
of snow are often involved in slab avalanche releases as the component of the
weak layer [Duclos, 1998].

Melt: The melting/refreezing cycle rounds the grains and increases their sizes
[Colbeck, 1975]. The cohesion depends on the liquid water content: without
any liquid water, the bonds are icy and very strong, if the water content is
moderate, liquid water creates moderate capillary cohesion forces, if the water
content is very high, liquid water plays the role of lubricant and decreases
drastically snow cohesion.

Mechanical load: Because of its high porosity, snow is a very fragile material.
Because of its high homologous temperature and crystalline nature, it also
exhibits a pronounced creep behavior. It is thus very sensitive to external
mechanical stress. First, wind can break falling snowflakes or eroded snow
grains into smaller parts [Fierz et al., 2009]. The small snow grains sinter
easily together and form a cohesive layer often involved in avalanche release as
a slab. Second, snow own weight can enhance its deformation [Chandel et al.,
2007|. For instance, a deeply buried snow layer will densify and stabilize faster
than the top layer. Lastly, numerous ski tracks or snow grooming also modifies
the snow structure.

In summary, snow can be declined in numerous different materials characterized

by a certain microstructure i.e. size, shape and spatial arrangement of grains. The

microstructure evolves in time with metamorphism at a scale of the order of 10~% m.

The microstructure of snow and the ice properties control the snow properties in-

cluding mechanical properties at the snowpack scale (10~ m) relevant for avalanche
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Figure 1.5: Metamorphism of snow induced by vapor transport and melt. The
code and symbols for each snow type are indicated on top of each 3D
image. The 3D images of the snow microstructure were obtained with
X-ray microtomography.



1.1.

Context 13

release.

1.1.4 Snow mechanics

1.1.4.1 General points

Mellor [1975] defines snow mechanics in the following terms: “Narrowly defined, snow

mechanics deals with forces and displacements in all forms of snow, i.e. with the

kinematics, dynamics and energetics of snow in both condensed and dispersed states.

More broadly defined, it also embraces the underlying physics of processes relevant

to mechanical behavior, and the useful but disconnected empiricism associated with

snow engineering, avalanche prediction, etc.”. Let us focus on the narrow definition

of snow mechanics and illustrates the aim of this science by two typical and simple

questions:

e What is the mazimum force Fy a cylindrical sample can hold if one pull on it

along its symmetry axis? F; defines the tensile maximum resistance force F'
of the sample, a variable that depends on the size of the sample. The material
variable characteristic of the tested snow microstructure is the strength o, de-
fined as the ratio o = F//S where S is the circular cross-section of the sample.
By repeating this test several times on similar microstructure patterns, I can
reasonably define the strength o, characteristics of the tested snow type. Be-
ing able to predict oy for different snow types is of great interest for avalanche
forecasting since the tensile failure properties of snow control the opening of
the crown crack. However, can I extrapolate the obtained strength to slab con-
figuration? Do I obtain the same value if I pull on a bigger sample, in another
direction and with a different speed? This raises the question of the effects
of size, microstructural anisotropy and strain rate. Therefore, characterizing
the tensile strength of a snow microstructural pattern is not only depending
on the microstructure itself but on the chosen loading conditions (direction,
strain rate) and the chosen scale.

How much the snow densifies because of its own weight? Answering this ques-
tion consists, in material science vocabulary, to determine the volumetric strain
during a creep experiment. Does temperature have an effect on the defor-
mation? Does the crystalline orientation (the fabric) of each individual ice
crystals impact the overall behavior? This example points out that the me-
chanical behavior of snow is also a function of the environmental conditions,
which drive the material properties of ice, and the complete snow microstruc-
ture including the crystalline fabric and not only the spatial arrangement of
ice and pores.

In general, one goal of snow mechanics is to find a model (constitutive model),

which links forces and displacements or stresses ¢ and strains €. As mentioned
before, the relations o = f(g) or € = g(0) (constitutive equations) might depend on
the geometrical microstructure, the strain rate, temperature, the crystallographic
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microstructure, the sample history, etc. The challenge of snow mechanics is to find
as universal as possible relations and to know their range of validity. Given the
wide range of possibilities for each contributing factor, this is a big challenge. To
set the context of this PhD, let us focus on two of the main factors: strain rate and
microstructure.

1.1.4.2 Effects of strain rate

Narita [1983] conducted one of the most comprehensive study on one type of load:
tension. To investigate the behavior of snow under tensile stress, he performed sev-
eral tests within a wide range of strain rates, temperatures, densities and examined
whether the results obtained on small-sized specimens in laboratory were represen-
tative of the ones obtained at the scale of an avalanche slope in the field. Narita
distinguished four types of deformations under tension according to the imposed
constant tensile strain rate € (Figure 1.6):

e Type (a) with 107% s71 < &. It corresponds to a visco-elastic regime char-
acterized by a linear relation ¢ = FE - ¢ between stress ¢ and strain € with
E = E(¢) the Young’s modulus. Note that the linear relation between stress
and strain exists at small strains for the four described types of deformations,
i.e. independently of the strain rate. Fracture occurs suddenly with a sharp
failure surface. This type of regime is called “brittle” regime.

e Type (b) with 7.0 x 1075 < ¢ < 2.4 x 107 s71. It corresponds to a visco-
elastic and plastic behavior. Fracture occurs after the stress has reached a
plateau and significant pseudo-plastic strain. The formation of micro-cracks
around the final failure surface can be observed. This deformation regime is
called “ductile” failure.

e Type (c) with 1.0x 1076 < ¢ < 7.0x 107 s71. It is similar to the deformation
regime observed on type (b) but there is no clear failure surface and the stress
decreases smoothly to zero after reaching its maximum value. There is notable
formation of micro-cracks throughout the sample.

e Type (d) with ¢ < 7.0 x 1079 s7!. The sample deforms continuously without
the formation of micro-cracks even for large strain (up to 0.3). This deforma-
tion regime is called “creep”.

The observations by Narita illustrate the effect of strain rate on the overall defor-
mation regime. The different types of deformations are due to different mechanisms
activated at the microstructural level such as elasticity, damage (micro-failure) or
plasticity. Deciphering the macroscopic mechanical behavior of snow cannot be
unlinked to the processes occurring at the microscopic level. These processes are
governed by the microscopic ice properties which depend on temperature and crys-
tal orientation, and the microscopic strain rate distribution which depends on the
imposed macroscopic strain rate and the microstructure.
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mation configurations shown in Figure 1.6a.
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Figure 1.6: Qualitative description of four types of deformation and fracture of
snow under uniaxial tensile strain. Adapted from |[Narita, 1983].

1.1.4.3 Effects of microstructure and density

The tensile tests with different snow density and temperature conducted by Narita
also show that strength tends to increase with density and decreases with temper-
ature. He observed variations of strength with density in the range between 250
and 450 kg m~3, of the same order of magnitude as those observed with strain rate
in the range ¢ € [1076,107%] s~!. Narita noted that “the structure of snow |...|
i.e. diameter, length, orientation and number of ice bonds |..| is likely to have a
predominant effect on the strength of snow rather than the density itself".

Mellor [1975], Shapiro et al. [1997] reviewed the most important results of snow
mechanics. They recognized the importance of the microstructure in controlling
snow’s mechanical properties. However, in practice, a majority of the experimental
studies determines the mechanical properties of snow and its density but give no
further information of its microstructure. A few studies characterize the microstruc-
ture mainly in term of snow type in the international classification. However, the
discrete classification in snow types does not account for the continuum between
snow types and the bonding between snow grains expected to be a critical mechan-
ical predictor. Therefore, the mechanical properties are usually plotted and fitted
only against density [e.g. Mellor, 1975 (Figure 1.7). As shown for the Young’s mod-
ulus and the tensile strength on Figure 1.7, the usual phenomenological mechanical
parameterization based on density shows a large scatter for a fixed density. For
instance, Keeler and Weeks [1968] showed that two snow samples with the same
density but different microstructures may have strengths differing by as much as a
factor of four. The scatter observed on Figure 1.7b is even bigger, about two or-
ders of magnitude, and can be attributed to the effect of microstructure (other than
density) and strain rate. This scatter decreases but remains important if the snow
types are distinguished, indicating that the snow type classification is not sufficient
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Figure 1.7: Young’s modulus and tensile strength of snow as a function of snow
density.

to describe the snow microstructure |e.g. Jamieson, 1988|. Therefore, there is a need
to derive microstructural descriptors relevant for snow mechanics that go beyond
the first order characterization by density. Since a similar status by Shapiro et al.
(“developing a method of using microstructural properties as an indicator of defor-
mational response to load still remains to be done” [Shapiro et al., 1997]), different
approach linking microstructure and mechanical properties were proposed and are
summarized in section 1.2.

1.1.5 General objective of the thesis

In summary, avalanches are still a major danger in mountainous area by threatening
human infrastructures and activities. Therefore, there is a social need for short-term
avalanche prediction and long-term prevention. However much about the release
process remains unknown, which limits the predictability of an avalanche event. In
practice, the forecasting of avalanche occurrence probabilities still relies on heuristic
approach or on sparse historical data. One limiting point to understand the release
mechanism is the complexity of snow and its mechanics. While the effect of meteo-
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rological and environmental conditions on the snow metamorphism is fairly known,
the relation between snow microstructure and mechanical properties is poorly un-
derstood. Strain rate controls the deformation mechanisms at the microstructural
level and will be determinant to formulate a constitutive model of snow. The usual
characterization of the snow microstructure only with density is not complete since
it fails to describe the wide variety of microstructural patterns of snow.

The objective of this thesis is to better understand the mechanisms active at
the microstructure scale when snow deforms and fracture to go toward a mechanical
constitutive law accounting for microstructure in a more precise way. Given the
wide range of deformation types, snow types, environmental conditions, etc. this
challenge is too large for a single PhD. Therefore, I will limit this study to a certain
range of possibilities and only consider:

e dry snow (T < 0°C),
e relatively high strain rates (107* s~! < &), relevant for slab avalanche releases,

e apparently homogeneous snow samples which evolve because of deformations
and not “thermodynamic” metamorphism,

e small samples of volume on the order of 1 cm?.

The present study aims to explore the link between the geometrical microstructure
of snow and its bulk mechanical properties, assuming that ice behaves in a brittle
regime. It is based on the current state of knowledge presented in the next section.

1.2 Present state of snow mechanics

In this section, we focus on the incorporation of microstructure indicators in con-
stitutive modeling of snow mechanics. First, attention is paid to the description of
the snowpack by avalanche forecasters and especially on how the snow microstruc-
ture is characterized in the mechanical module (MEPRA) of the French operational
avalanche risk forecasting model (SAFRAN-CROCUS-MEPRA). Then the present

state of academic research in this domain is summarized.

1.2.1 Operational avalanche forecasting

In many countries with snow-covered mountains, avalanche-forecasting services warn
the public by issuing occurrence probabilities for a certain region [Schweizer et al.,
2003]. We describe briefly here the avalanche forecasting conducted by Météo-
France, which is similar to the ones conducted abroad. We especially pay attention
on the characterization of the snow material.

Météo-France provides on a daily basis between December and May an avalanche
bulletin (BRA) which estimates the type and intensity of the avalanche activity on a
massif scale (about 150 km?, ex. massif de la Chartreuse). The avalanche activity is
detailed for different altitudes, exposures and time slots. As mentioned before, the
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release of an avalanche results from the interplay of several contributing factors, some
of which are poorly understood. Therefore, the avalanche risk cannot be predicted
in a fully deterministic manner but its prediction results from a human expertise.
The avalanche forecaster bases his analysis on: (1) field observations (atmospheric
conditions, snow stratigraphy, record of past avalanche activity) and (2) the results
of a snow mantle evolution model (SAFRAN-CROCUS-MEPRA).

1.2.1.1 Field observations

To follow and forecast the evolution of the snowpack and its stability, the snowpack is
measured systematically during the winter season at different time/spatial resolution
and level of details. This information is then gathered by Météo-France.

First, more than 100 sites mainly located between 1500 and 2000 m altitude
throughout the Alps, Pyrenees and Corsica constitute an observation network (“réseau
nivométéorologique”, [Pahaut and Giraud, 1995]). This network comprises a major-
ity of ski patrols. On each site, manual measurements are conducted twice a day
(around 8h and 13h) to record cloud, temperature, wind, precipitation, total snow
depth, new snow depth, blowing snow and past avalanche activity.

Second, in order to complete these first observations, detailed measurements of
the snow profile from the ground to the surface are conducted on a large number
of sites in the observation network. This measurement requires digging a snow pit
and is therefore time-consuming. It is not done on a daily basis but at least once
a week. To define the different snow layers, every change in snow characteristics is
identified manually by detecting changes in snow “aspect” and hardness. Then the
snow type, grain size, density, water content and hand hardness are measured for
each layer according to a standard protocol described by Fierz et al. [2009] (Figure
1.8). The snow type and grain size are estimated under magnifying glasses (x10).
The penetration resistance (or ram hardness) is also measured via a ramsonde [Bader
and Niggli, 1939]. Ram and hand hardness are important mechanical measurements
of the snowpack since they are linked to the cohesion of the snowpack and thus to
its stability.

Last, about thirty automatic measurement stations “Nivose” covering the French
massifs record air temperature, wind, snow height and humidity with a time reso-
lution of about 1h [Lecorps and Sudul, 1991]. They are complementary to the ob-
servation network “réseau nivométéorologique”, since they can be installed in places
difficult to reach in winter and can cover a wider range of altitude and a finer time
resolution.

1.2.1.2 MEPRA model

The avalanche forecaster has to synthesize the information provided by the observa-
tion network in order to provide an evaluation of the avalanche activity for the next
day. However, given the variety of snow profiles and weather conditions at different
locations, it is very difficult to capture the entire snowpack evolution and to point
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Figure 1.8: Measured snow profile at Col de Porte (Chartreuse, France) on the
13/02/2012. On the left, the blue bars represent the ram strength
and the black line the temperature profile. The green horizontal bars
represent the ram strength calculated by MEPRA (see below) based on
the snow layer measurements (right). The red stars indicate the layers

in which some samples were collected for microtomography. On the

right, "f1 2" denotes the primary and secondary snow types, "diam"
the diameter of the grains, "dur" the hand hardness, "hu" the humidity
of the layer, "tel" the liquid water content in % and "ci" the shear
strength in kPa measured by a rotational vane. Ice layers are plotted

in light blue.
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out situations that can lead to instability [Pahaut and Giraud, 1995]. The hundred
of measurement points are distributed throughout the Alps according to the altitude
and exposure, the mesh network is thus very large and localized instability-prone
conditions can be masked. In addition, the survey of the internal snow profile is only
conducted once a week and; in case of very unstable weather conditions, the time res-
olution of this observation is thus insufficient to estimate snowpack changes [Pahaut
and Giraud, 1995]. In order to help the forecaster, Météo-France developed in the
1990’s, the automatic avalanche forecasting system SAFRAN-CROCUS-MEPRA
(SCM) [Durand et al., 1999|. At present, this model is a secondary help for the
avalanche forecaster but is intended in the future to provide a deterministic evalua-
tion of the avalanche risk by progressively incorporating research results. SAFRAN
estimates meteorological parameters affecting snowpack evolution. Based on the
output of SAFRAN, CROCUS simulates the physical processes inside the snowpack
to reproduce the evolution of the snowpack. MEPRA is an expert system which
analyses the mechanics of the snowpack modeled by CROCUS to deduce natural
and accidental avalanche risks. To describe the great variability of topographic situ-
ations, the system SCM simulates the snow-cover evolution and its stability for many
typical slopes, elevations and aspects, representative of the different French massifs.
In the following, we focus on the description in SCM of the snow microstructure
and its link to mechanical properties.

In CROCUS, the microstructure of snow in each snow layer is described by
density p, age A, liquid water content d; and semi-quantitive descriptors of the mi-
crostructure morphology: dendricity d, sphericity s, historical variable A and grain
size gs |[Brun et al., 1992, Vionnet et al., 2012]. In fact, the description of the
snow microstructure is directly inspired from snow pit observations (Figure 1.9) and
corresponds to a continuous parameterization of the discrete classification in snow
type. Grain size gs represents the diameter of grains observed in the field. Den-
dricity d characterizes freshly fallen snow and varies from 1 (recent snow) to 0 (no
recent snow); it roughly represents the remaining initial geometry of snow crystals
in the layer, and decreases over time in a given layer. Sphericity s ranges between
0 (angular grains) and 1 (rounded grains) and describes the ratio of rounded ver-
sus angular shapes. It is arbitrarily fixed at 0.5 for precipitation particles. The
historical variable h records whether the snow layer had been in contact with lig-
uid water or has undergone temperature gradient metamorphism. The variable A
is discrete (1: has been angular, 2: has been in contact with liquid water but was
never angular, 3: has been in contact with liquid water and has been angular, 4:
has undergone several melt-freeze cycles and was never angular, 5: has undergone
several melt-freeze cycles and has been angular, 0: all other cases). The snow type
is a function of d, s, h and g5 (Figure 1.9). Note that semi-quantitative relations
between dendricity d and sphericity s, on the one hand, and geometric quantities
such as curvature x, perimeter P and area a, on the other hand, can be derived from
2D images of snow grains [Bartlett et al., 2008, Lesaffre et al., 1998]. However, the
evolution of the morphological variables was parameterized with (d,s) deduced from
manual observations and linking (d,s) and (k, P, a) requires additional adjustment
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parameters. Recently, Carmagnola et al. [2014] rewrote the original equations of
CROCUS formulated with d, s and g, in terms of s and the optical diameter dop¢
(details in [Warren, 1982]), which is a well-defined variable and measurable in the
field: d = % and gs = (4 — s) with dgp¢ and gs in mm. This is a first step to-
ward a complete physical parameterization of CROCUS on variables unambiguously
defined and measurable.

Historical variable
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(a) Dendritic snow. Note that g, is arbi- (b) Non dendritic snow. The size of the
trarily set to 0.3 mm for all dendritic disk represents the grain size g, (small
snow (d > 0). disk gs < 0.5 mm, intermediate 0.5 <

gs < 1.0 mm, large 1.0 mm < gs).

Figure 1.9: Recent snow is described in terms of dendricity and sphericity (a), and
the “evolved” snow is defined by its grain size, sphericity and history
(b). Color and symbol correspond to the international classification
[Fierz et al., 2009]. If the snow type does not correspond to a unique
type in the classification, it is described by two symbols. The first
symbol (left or top) is the primary snow type, the second symbol
(right or bottom) is the secondary snow type.

MEPRA |Giraud, 1992] deduces one risk level for natural avalanches and one
for skier-triggered slab avalanches, based on the snowpack simulated by CROCUS.
To compute these levels, MEPRA uses several “expert rules”. For instance, if the
snowpack stability increases from low to moderate, then the natural risk is relatively
low since all potential avalanches should have already released. MEPRA is also based
on a static stability index S computed for each layer and defined as:

S = maz_ (1.1)
Tn + Ts

where T4z is the shear strength of the layer, 7,, the shear stress due to the weight of
snow and Ty is a possible additional stress due to a skier. The value of S quantifies
the level of instability for each layer. The risk level is computed with .S but also with
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the volume of snow above the potential failure layer, and additional expert rules not
described here. The shear strength 7,4, is a function of snow density p, type of
grains (s, d, gs, h) and the volumetric liquid-water content d;. The relation between
Timae and the CROCUS output variables are empirical and obtained by adjustments
on experimental data collected by J.-P. Navarre in the 1990’s (unpublished work).
This relation is of the general form:

Tmae = C - (1071 p* = 0.6) + 0.12 (1.2)

where C'is a factor which depends on the snow type and the volumetric liquid water
content:

C = Csn(s,h) - Cien(d) - Crnts(gs,d, s) - Cre(di, p) - Crre(di, pyhy s, Crngs).  (1.3)

The coefficients Cypn, Caen, Cmts, Cre, Cre respectively account for the effects of
sphericity, dendricity, grain size, liquid water content and freeze-melt cycle on the
shear strength. These coefficients are piecewise linear functions adjusted according
experimental data and an expert analysis (see Appendix 1.A.1). Figure 1.10 shows
the modeled 7,4, as a function of density from dendritic snow. The parameteri-
zation of MEPRA is an “expert” parameterization also including qualitative knowl-
edge on the influence of the morphology of grains on the bulk mechanical properties.
Nevertheless, the complexity of the parameterization and the numerous cases distin-
guished on arbitrary threshold values tends to indicate that the current description
of the microstructure might be not the most suited to characterize the mechanical
properties of snow. The use of many adjustments variables in equations 1.2 and
1.3 also reveals our incomplete understanding of the link between microstructure
and mechanical properties. Note that in order to evaluate MEPRA against snow
mantle observations the ramsonde strength is also computed by MEPRA (G. Gi-
raud, unpublished). The measured and modeled snow profiles are shown in Figure
1.8. The main structure of the measured ramsonde profile is fairly characterized
by MEPRA and shows the absence of a dry slab structure (Figure 1.8). However,
an important deviation from the measured penetration resistance is observed. Note
that this deviation is partially due to the spatial variability of the snow mantle at
the scale of a snow pit but it also reveals the difficulty to provide an accurate pa-
rameterization of the snow mechanical properties based on the current description
of the snow morphology.

In summary, the formalism used to describe the snow microstructure in the sys-
tem SCM is based on snow-pit observations. This provides a direct mean to compare
simulations and observations. However, observations of the snow microstructure are
mainly qualitative and restricted to a certain a number of classes (snow types in
the international classification), whereas the mechanical properties are continuous.
Moreover, the characterization of morphology (size and shape) of separated grains
misses information about the connection between the snow grain which are de-
terminant to estimate mechanical properties [Colbeck, 1997|. In consequence, the
parameterization of mechanical properties in MEPRA requires many adjustment
parameters.
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Figure 1.10: Shear strength computed by MEPRA as a function of density. For
PP, d € [0.8,1] and s € [0, 1]. For PP-DF, d € [0.6,0.8] and s € [0, 1].
For DF, d € [0.4,0.6] and s € [0,1]. For DF-RG, d € [0.0,0.4] and
s € [0.5,1]. For DF-FC, d € [0.0,0.4] and s € [0, 0.5].
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1.2.2 Research

The challenge of snow mechanics is to relate stress and strain with a parameteri-
zation taking into account strain rate, microstructure, temperature etc. Two main
approaches to go toward constitutive modeling of snow can be distinguished: “de-
scriptive” studies and “explicative” studies. In other words, these approaches are
called “constitutive equations based on continuum theories” and “constitutive equa-
tions based on the structure” by Salm [1982] or “descriptive and experimental stud-
ies” and “microstructural studies” by Mellor [1975] and Theile [2010] or “correlation
studies” and “causation studies” by Shertzer [2011]. The first approach consists in
the measurement of mechanical properties under a certain range of experimental
conditions and the formulation of an empirical model based on correlations between
the observed properties and microstructural indicators or loading conditions. The
second approach is intended to be explicative. A physical model is proposed based
on assumptions of micro-mechanisms and on the microstructure geometry. Then,
the model is compared against experimental data. If the agreement between the
model predictions and experiments is good, the given assumptions are expected to
be valid or, at least, to be relevant to predict the macroscopic behavior).

In the present state of the art, studies of both approaches will be presented with
a more detailed focus on the second approach since this PhD work belongs to this
explicative approach. Experimental methods to characterize the microstructure and
to measure mechanical properties are prerequisite to both approaches and will be
presented first.

1.2.2.1 Observations of the microstructure

The simplest and most common method to observe the snow microstructure in the
field is by magnifying glasses (x10). A few individual grains are extracted from the
snowpack and the grain size and grain shape are estimated visually. From these
observations, a snow type is determined according to the international classification
[Fierz et al., 2009]. The classification is not entirely deterministic since it relies on
the interpretation of the observer based on limited information (size and shape).
Moreover, fitting a continuum of microstructural patterns into a discrete classifica-
tion inevitably requires arbitrary thresholds between types. For instance, endless
discussions to choose between RG/FC (primary type is rounded grains, secondary
type is faceted crystals) or FC/RG are common! To decrease variability due to
various human observers, Lesaffre et al. [1998] automatized the evaluation of grain
characteristics from digital grain images.

The observation of individual grains does not allow characterizing the bonding
between grains. To overcome this limitation and in order to analyse the connectivity
of the ice matrix, thin sections were rapidly used by snow scientists |e.g. Bader and
Niggli, 1939]. A block of snow is slowly immersed in a liquid chemical with a negative
melting point (e.g. acid diethyl ester [Kry, 1975a] or diethyl phthalate [Good, 1987]).
The mixture is then frozen to obtain a solid block which is cut in thin slices. The
thin slices reveal the geometry of the microstructure including the bonding system
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in a certain plane. Under polarized light, the crystallographic structure can also
be revealed [e.g. Quervain, 1983]. Arnaud et al. [1998] used preferential etching of
the crystal boundaries to determine the crystallographic structure on thick sections.
With stereological methods, 3D characteristics of the snow microstructure can be
derived |e.g Kry, 1975a|. However, the assumptions used to convert measurements
from 2D thin sections into 3D microstructural parameters are often overly simplified,
e.g. the bonds are assumed to be planar and circular [Alley, 1986].

Good [1987] performed the first 3D reconstruction of a snow sample by combining
a series of images of parallel thin sections. This method, called serial sectioning,
is very time-consuming and rarely applied. The images of the successive slices are
combined to create a 3D image of the microstructure. It allows deriving directly 3D
properties which are difficult to extract from 2D data, especially properties linked
to the connectivity of the ice matrix. A 3D image represents a huge amount of
information. In the 1990’s, the computing power was not able to efficiently analyse
this wealth of data. Nowadays, computing power has tremendously increased and
3D imaging has become common. Theile and Schneebeli [2011] used serial sectioning
and the preferential sublimation at grain boundaries [Arnaud et al., 1998] to detect
crystallographic grain boundaries in a 3D sample. Serial sectioning remains the
only method to obtain the 3D crystallographic structure with no limitations on the
number of crystals.

Brzoska et al. [1999] conducted the first X-ray microcomputed tomography
(1CT) on a snow sample. puCT uses back-projection algorithms to obtain 3D data
from several radiographs recorded at different projection angles. pCT measures the
3D distribution of the X-ray attenuation coefficient, which differs between materials
with different chemical composition and density. With this method, a snow sample
can be imaged (e.g. a volume of 10003 voxels with a side-length of 10 pm) within
one hour without any manual interactions. Moreover, uCT can be conducted with-
out destroying the sample and therefore the time evolution of microstructure can be
directly followed [Calonne et al., 2013, Schneebeli and Sokratov, 2004]. Very fragile
and unstable samples collected in the field can be impregnated to avoid damage
during transport and to block thermodynamic metamorphism [Flin, 2004, Heggli
et al., 2009]. In this case, the imaging procedure is destructive since the impregna-
tion product cannot be completely removed from the snow sample. Roscoat et al.
[2011a] used X-ray diffraction contrast tomography (DCT) to reveal simultaneously
the geometrical and crystallographic structure of snow. However, DCT is still under
development and limited to about one hundred of different crystals, because of the
difficulty to match each crystal to its diffraction spot.

1.2.2.2 Mechanical measurement techniques

The focus in this section is on the measurements of material properties of homoge-
neous snow. Many field tests exist to estimate the stability of a slope and to detect
potential weak layers, such as the compression test, the extended column test, the
Rutschblock or the saw test. Reiweger et al. [2010] also estimated the shear strength
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of the weak layer - slab system in a cold laboratory. These measurements are es-
sential to understand the release of an avalanche but from a material science point
of view, they are already too complex to be able to understand the role of the mi-
crostructure on the overall behavior, because they characterize a system composed
of different snow layers. I propose below an overview of measurements methods of
homogeneous snow, an exhaustive list of which can be found in the reviews of Mellor
[1975] and Shapiro et al. [1997].

Brittle failure properties To measure the mechanical hardness of a snowpack,
Haefeli [Bader and Niggli, 1939] developed the ramsonde from penetrometers used
in soil mechanics. The hardness is linked to the compression strength of snow
at high strain rate. To improve the ability to detect thin layers in snow and to
determine snow mechanical properties, Schneebeli and Johnson [1998] developed a
new version of the ramsonde, a small diameter cone penetrometer called SMP. The
small tip (5 mm diameter) of the SMP measures a highly variable force caused by
the rupturing of microstructural elements in the snow. SMP force measurements are
linked to the snowpack stability. However, exact interpretation of the SMP signal as
a function of snow strength is not completely understood. For instance, Herwijnen
[2013] showed that the compaction zone around the SMP tip is far from negligible
and has to be accounted for when interpreting SMP force measurements.

The shear strength of alpine snow is an important parameter in avalanche stabil-
ity evaluation. Several investigators have indexed the shear strength of alpine snow
using in situ shear frames, in situ shear vanes, in situ rotary vanes or laboratory
shear apparatus (see Perla et al. [1982] for references). Strong effects of apparatus
geometry and loading rate are present in the shear indices. Barbero et al. [2013],
Podolskiy et al. [2014] developed a new shear apparatus with a possible control of
the normal pressure and shear strain rate.

Perla [1969] used cantilever beams to determine an index for tensile strength of
snow. Kirchner et al. [2004] also used cantilever beams to measure snow strength and
showed that there is no size dependence (at the scale around 0.1 m) of strength but
that the measured strength distribution exhibits a very low Weibull modulus, which
indicates that strength measurements can be contaminated with large statistical
errors. Sigrist [2006] used cantilever beam tests and three-point bending tests to
measure strength. He also used pre-cracked samples to measure toughness in mode
I and II. Upadhyay et al. [2007] used a centrifugal machine to measure the tensile
strength of snow. Note the excellent review of tensile strength measurements from
Borstad [2011].

Elastic properties Elastic properties of snow are difficult to measure because
elasticity is limited to very small strains and snow is very fragile. Nakaya [1959]
measured the visco-elastic properties by a transversal vibration method. Sigrist
[2006] used cyclic loading device (developed by F. Hempel) oscillating at 100 Hz.
Camponovo and Schweizer [2001] performed dynamic torsional shear experiments
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to measure the storage shear modulus and the dynamic viscosity. Scapozza [2004]
conducted quasi-static compression tests and measured the Young’s modulus. How-
ever, according to Kirchner et al. [2001], no reliable data for the elastic properties
of snow exist.

Creep deformations Desrues et al. [1980] conducted tri-axial creep experiments
on snow to formulate constitutive equations for low strain rate deformations. Chan-
del et al. [2007] performed numerous uniaxial unconfined constant stress experiments
to fit a 4-parameters Burger’s model on the creep behavior. Narita [1980] investi-
gated the dependence of failure in tension on the strain rate. McClung [1977],
Schweizer [1998] measured shear strength under varying conditions such as strain-
rate. Recently, Schleef et al. [2014] used a new microcompression device for in situ
microtomography measurements.

1.2.2.3 Correlation between microstructure indicators and mechanical
properties

Mellor [1975] and Shapiro et al. [1997] concluded in their review that “it is necessary
to characterize the microstructure along with determining the density in order to
derive indicators of the mechanical properties of snow”. Finding indicators of the
microstructure that well correlate with mechanical properties is the goal of “descrip-
tive studies”. However, in practice, most studies determine mechanical properties
and characterize the microstructure only with density. Moreover, it appears that
most of the studies deal with only one type of snow, Rounded Grains (RG), which
are the easiest to handle and to find in the field. Consequently most of the param-
eterizations of snow mechanical properties apply to these grains and are function of
density p only, e.g.:

Young’s modulus (Pa): E(p) = 9.68 x 10® - (p/pice)** [Habermann et al., 2008|
Tensile strength (Pa): o¢(p) = (3.5 4 1.4) x 10° - (p/pice) > £ [Borstad, 2011]

Shear strength (Pa): o(p) = 2.075 x 10° - (p/pice) > [Yamanoi and Endo, 2002]
Toughness I (Pay/m): Kr(p) = 6.30 x 10 - (p/pice)*"® [Sigrist, 2006]

As already shown on Figure 1.7, parameterization with density displays a great
scatter, which confirms that other microstructural effects cannot be neglected. A
few studies distinguish snow types on which systematic measurements are done.
Jamieson and Johnston [1990] measured the tensile strength o, of snow samples
of different types. They aggregated the different snow types in two groups: group
I composed of PP, DF, RG and group II composed of FC, FC/RG. The parame-
terization of oy for group I is o¢(p) = 7.97 x 10° - (p/pice)®3® and for group II is
o¢(p) = 5.83 x 10° - (p/pice)*%°. This parameterization shows that grains presenting
faceting (group II) are more fragile than the other snow types. However, a large
scatter remains in each group and the parameterization is purely empirical and gives
no clue on the physical mechanisms explaining how the presence of faceted grains
affects strength.
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Figure 1.11: Cohesion strength vs. density or specific grain contact surface area
(SGCA). Figure adapted from [Voitkovsky et al., 1975]. The pro-
cedure used to measure cohesion and SGCA is not detailed by
Voitkovsky et al. [1975].

The bonding between snow grains has long been believed to be a reliable strength
predictor. Voitkovsky et al. [1975] showed that the specific grain contact surface
(cross-sectional area of the bonds per unit ice mass, SGCA) was a better cohesion
predictor than density (Figure 1.11). However, Voitkovsky et al. [1975] do not give
details on the measurement of cohesion strength and of the SGCA on thin sections,
which can be ambiguous. Qualitatively, it is expected that the bonding plays a
major role, but it is unclear whether the overall grain contact area is relevant to
describe the bonding. Indeed, only a few bonds break during failure whereas the
SGCA encompasses the entire set of bonds.

To conclude, the approach of descriptive studies is simple and provides, in prac-
tice, empirical constitutive models used for larger scale simulations [e.g. Gaume,
2013, Podolskiy et al., 2013]. However, experiments can be difficult to conduct be-
cause snow is a very fragile material. Moreover, the empirical models are valid only
for the tested experimental conditions. Since they cannot be extrapolated, analysing
the effects of the wide range of strain rate, temperature, density, snow grain mor-
phology etc. requires an endless study. Lastly, since they are based on a priori
correlation, the empirical models do not guide into a relevant parameterization of
the microstructure. As stated by Salm [1982], “first we must understand what really
happens when snow deforms and fractures”.

1.2.2.4 Explicative studies

Studies based on observations and schematic microstructure Kry [1975b]
first incorporated microstructure indicators (other than density) in constitutive
models of snow. He developed constitutive relations with the concept of chains
of grains, defined as series of stress-bearing grains. According to Kry [1975b], the



1.2. Present state of snow mechanics 29

mechanical basic unit of snow structure is not the grain but a series of grains.
Through this concept, the importance of individual bonds is combined with the
connectivity of the bonding system between several grains. This concept contrasts
with the usual description of snow as individual grains. Kry [1975b| formulated a
quantitative model linking the Young’s modulus of snow E under uniaxial strain to

() (2)'5(2)

where M is the number of chains per unit volume, A is the mean length of chains
in the direction of applied strain, k quantifies the orientation of individual bonds
relatively to the direction of the overall chain orientation, 7 is the mean bond radius,

microstructural variables:

L is the mean grain diameter, E, is the bond Young’s modulus and a depends on the
form of the neck. The relation 1.4 involves many variables which are not measurable,
and is thus not usable in practice. But with this relation, Kry [1975b| was able to
explain observed changes in mechanical properties, which were not captured by the
number and size of the bonds. For instance, the increase of the Young’s modulus of
an order of magnitude observed by Kry during the deformation of snow to a strain
of 30% is accompanied by an increase of the total number of bonds by a factor of
1.5 only. In fact, the applied stresses are transmitted by only a fraction of the total
number of grain bonds. Hence, it is the activation of new series of stress bearing
grains, which mainly explains the stiffening of the snow sample and not solely the
creation of new bonds.

After the pioneering work of Kry [1975a,b], different studies have attempted to
incorporate state variables describing the bonding system into constitutive models.
Hansen and Brown [1988] introduced internal state variables corresponding to mean
intergranular slip-distance and mean grain size, and derived constitutive relations
in the formal framework of thermodynamics. Mahajan and Brown [1993] developed
a constitutive theory to describe the mechanical properties of snow in terms of the
properties of the ice grains and the necks that interconnect them. They also incorpo-
rated different deformation mechanisms at the grain scale such as ice deformations
at the bonds and inter-particle sliding. By considering only dislocation strains and
not inter-particle sliding in their model, Bartelt and von Moos [2000] found a good
agreement with low-strain rate triaxial experiments and concluded that the dis-
locations strains are the dominant deformation mechanisms in this regime. This
emphasizes the “explicative” power of combined experiments and models. Reiweger
[2009] used a fiber bundle model and the competition between fiber sintering (heal-
ing) and breaking to reproduce the ductile-to-brittle transition exhibited by snow
with increasing strain rate. Nicot [2004] considered the directional arrangement of
the microstructure through distribution functions of bond orientation. However, no
clues are given to compute these distributions and, in practice, Nicot [2004] used an
isotropic distribution of bonds orientation. Shertzer [2011] characterized the direc-
tional arrangement of bonds with 2D slices of pCT images and linked the textural
arrangement of snow to material properties as strength or thermal conductivity. He
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showed that the structural anisotropy due to vertical temperature gradient cannot
be neglected to model the material properties of faceted snow types.

The mentioned studies [Bartelt and von Moos, 2000, Hansen and Brown, 1988,
Mahajan and Brown, 1993, Nicot, 2004, Shertzer, 2011] use grains as the basic unit
of the snow structure and do not consider chains of ice grains as done by Kry [1975b].
They assume that the effect of grain connectivity and directional arrangement at
the grain scale dominates the one at the scale of chains. They recognize that this
assumption is not valid for low-density snow. For moderate- and high-density snow,
it remains to be proved whether the structure organizes only at the grain scale to
support the load.

Johnson and Hopkins [2005] developed a discrete element model (DEM) for snow.
They described the snow structure by randomly orienter cylinders of random length
and hemispherical ends. They used a complex contact law incorporating bond defor-
mation due to elasticity, plasticity, viscosity, friction and fracture, and bond growth
due to sintering. The cylinders, i.e. the discrete elements, are rigid and the overall
behavior is due to the relative displacement of the elements. The simulations ac-
count for all interactions between the cylinders and allow to follow microstructure
changes during deformation. For instance, Johnson and Hopkins [2005] explained
the dependence of viscosity on density by the simulated increase of the coordination
number, the mean contact area and the viscosity at the contacts. Although the
model was able to replicate the observed dependence of the snow bulk viscosity on
density, the model assumptions are questionable. First, the DEM approach assumes
that the dominant deformations are intergranular. This assumption is reasonable
to model the brittle behavior of snow but this is not clear for the ductile behavior,
as discussed by Meyssonnier et al. [2009] and Theile et al. [2011]. Second, the mi-
crostructure is represented by random cylinders. The relevance of this simplification
is not evaluated by the authors. The distribution of the cylinder lengths can be cho-
sen in the model to differentiate snow microstructures, but no direct link between
this model parameter and observed snow types is proposed.

In summary, the presented models try to explain snow deformation by account-
ing for deformation processes at the microstructural level. Understanding the main
processes active at the microstructural level and the influence of microstructure on
the overall mechanical behavior is a necessary step to guide into a constitutive model
for snow which is valid for a wide range of problems. In practice, this parameteriza-
tion is still missing because of the over-simplification of the microstructure. First,
the simplification of the microstructure inevitably introduces a bias in the model.
It is thus difficult to assess if the agreement of the model with the experiments
can be explained by the right choice for mechanical behavior at the microstructural
level. For instance, as mentioned by Theile [2010], Nicot [2004] and Alley [1987]
both found a good agreement of their model with experimental data obtained under
the same conditions but Nicot [2004] considered only normal deformation at bonds
whereas Alley [1987] considered only shear deformation. Second, these models rely
on some variables describing the microstructure. However, it is sometimes hard to
link the chosen variables to real snow. Indeed the modeled snow structure is often
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too far from what can be observed, and the model variables cannot be unambigu-
ously defined for all snow types.

Studies based on microstructure captured by uCT Owing to easier access
to 3D imaging facilities and increasing computational capabilities, it is now possible
to use the full 3D representation of microstructure as a direct input mechanical
models.

Schneebeli [2004] used the voxel-based finite element (FE) programme developed
by Rietbergen and Weinans [1996] to simulate the Young’s modulus of snow. The
mesh of the FE model is composed of hexagonal elements directly corresponding to
the voxels of a 3D image. The material properties are set to isotropic elasticity with
the Young’s modulus (Fj;.e = 10 GPa) and the Poisson’s ratio (v = 0.3) of ice.
Schneebeli [2004] observed a decrease of the Young’s modulus from 226 MPa to 62
MPa for a sample of rounded grains of density about 243 kg m™2 evolving toward
faceted crystals with temperature gradient metamorphism. The computed moduli
are 10-100 times larger than existing measurements [e.g. Mellor, 1975]. Schneebeli
explained this difference by the effect of strain rate, not accounted for in the FE
model. The observed stress concentrations in the microstructure also revealed that it
is very difficult to deform snow elastically without damaging it. Comparably, Pieritz
et al. [2004] presented a method to compute Young’s modulus with tetrahedral FE
but the obtained preliminary results were only qualitative.

Srivastava et al. [2010] used a similar approach with the voxel-based FE pro-
gramme of Garboczi [1998|. They also simulated snow elastic properties of rounded
grains (density of 350 kg m~3) evolving toward depth hoar (density of 400 kg m~3)
with temperature gradient metamorphism. The Young’s modulus in the direction
parallel to the imposed temperature gradient increased from 0.5 GPa to 1 GPa,
whereas in the directions perpendicular to the gradient, it remains constant equal
to 0.5 GPa. Interestingly, Srivastava et al. [2010] showed that the anisotropy intro-
duced by the temperature gradient is visible in the mechanical properties of snow.
With the long-term objective of developing constitute models of snow, Srivastava
et al. [2010] used the simulation results as “numerical experiments” to correlate geo-
metrical characteristics (such as the mean intercept length) of the snow microstruc-
ture to mechanical properties, here the Young’s modulus. Surprisingly, the observed
trend, stiffening of the structure with temperature gradient, is opposite to the one
observed by Schneebeli [2004]. This disagreement may be explained by the small size
of the simulation volume, which might not be representative of the microstructure,
regarding the mechanical properties. The simulated volume is 3.6 x 3.6 x 3.6 mm?3
in Schneebeli’s study and 2.6 x 2.6 x 2.6 mm? in Srivastava’s study. However, Sri-
vastva et al. computed the elastic modulus of several sub volumes of the same image
and obtained consistent values, indicating the representativeness of the simulation
volume size.

Theile et al. [2011] simplified the full 3D microstructure captured by tomography
into a 3D network of beams (Figure 1.12). This simplification reduces the number
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Figure 1.12: Simplification of the snow microstructure into a network of beams.
The microstructure represents a cube of 2 mm side length of rounded
grains. Figure taken from [Theile, 2010].

of degrees of freedom and enables to carry out creep simulation with FE. On the
one hand, the use of a non linear constitutive equation for ice (here Glen’s law with
anisotropic ice properties, in contrast to isotropic elasticity in [Schneebeli, 2004,
Srivastava et al., 2010]) significantly increases the complexity of the equations in the
FE model. On the other hand, it is necessary to conduct simulations on sufficiently
large volumes which are representative of the microstructure. In the model, each
beam is supposed to correspond to a single crystal. The c-axis orientation of the
crystals was randomly chosen in a uniform orientation distribution. The model
does not take into account boundary sliding since only the beams deform. Theile
et al. [2011] obtained a good agreement between the measured and modeled snow
viscosity during the creep experiment. Their study points out that the contribution
of single anisotropic grains cannot be averaged to a polycrystalline material since the
displacement of the boundaries of ice crystals are not as constrained in snow as in ice.
Moreover, Theile et al. showed that the increase of viscosity during creep is mainly
explained by the creation of new bonds (topological change of the microstructure)
and not by the increase of density. However, it is not possible to discern from
the obtained results whether grain boundary sliding or intra-crystalline strain is the
dominant deformation mechanism. The simplification of snow as a network of beams
was applied to rounded grains snow. It is doubtful that this method could be used
for different snow types such as depth hoar. Moreover, large FE cannot correctly
reproduce the highly heterogeneous stress distribution created by a sudden load of
the microstructure. In the case of creep, the stress distribution is “smoothed” by
large strains and the beam representation might be therefore relevant in this case.
FE simulations are computationally very expensive which generally limits the
simulations to small snow volumes of a few mm?. To overcome this limitation and
compute relevant mechanical properties from the snow microstructure, three main
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approaches can be distinguished:

e Simple basis equation. Schneebeli [2004] was able to solve a FE problem com-
posed of 5.4 x 10% elements (cubic snow sample of side-length 7.56 mm) on a
computer with only 16 GB RAM because the material constitutive law was
simple (isotropic linear elasticity) and all elements were of identical shape
(cubes of side length equal to the image resolution). Linear elasticity enables
to use “easy” matrix multiplication. Since all elements are identical in size and
have the same orientation and material properties, all element stiffness matri-
ces are the same. Thus, only one element stiffness matrix has to be stored,
which enables fast solution algorithms that can compensate for a large number
of elements [Rietbergen and Weinans, 1996].

e Smart mesh. The advantage of the voxel-based FE can also be a drawback.
Zones of the ice matrix that are critical to model the mechanical behavior
are described with the same resolution as the ones that do not contribute to
the overall behavior. The voxel-based FE approach requires a large number
of elements. The computing strategy of Theile et al. [2011] was to simplify
the full 3D microstructure by keeping only the microstructural ingredients
which are essential for the given application, i.e. to understand the role of the
microstructure topology on snow viscosity.

e Statistics on many sub-volumes. Srivastava et al. [2010] computed the elastic
modulus of snow on sub-volumes of the same 3D image. If the number of
realizations is large enough, calculations can be done on relatively small vol-
umes and averaged to obtain a value representative of the whole [Kanit et al.,
2003]. The variance of computed apparent properties for each volume size
can be used to define the precision of the estimation [Srivastava et al., 2010].
However, a systematic bias in the estimation of the effective properties can be
observed if the sub-volumes are too small [Kanit et al., 2003].

In summary, micro-mechanical models for snow based on microtomographic data
are very scarce. None of the existing models considered the brittle behavior of snow
and re-arrangement of grains due to bond breakage. The main limitation of these
models is their huge computing cost.

1.2.3 Scientific questions and approach

The principal objective of this PhD thesis is to investigate the link between snow
microstructure and snow mechanical properties. Given the present state of knowl-
edge, a constitutive model able to predict the mechanical properties for a wide
range of loading conditions and snow types is still missing. During the last 30 years,
efforts have been made to develop parameterizations of snow properties based on
density and a discrete snow classification. This approach is still used in practice by
avalanche forecasting services. The developed models are able to capture the first
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order features of the snow mechanical behavior, but they are based on a schematic
and oversimplified representation of the microstructure. Their link with “real” snow
is thus difficult to assess and their extent of validity is limited.

Thanks to X-ray tomography, this limitation can now be overcome and full 3D
images of the microstructure can be obtained with a resolution of a few microns.
The main thrust of this thesis is to develop mechanical models of snow based on two
fundamental ingredients: a realistic 3D geometry (1) composed of ice (2). The idea
is to start from the most precise description of the snow microstructure available
at present (microtomography) and the mechanical properties of ice, which are well-
known compared to snow, in order to investigate the mechanical properties of snow.
This approach was used by Pieritz et al. [2004], Schneebeli [2004], Srivastava et al.
[2010], Theile [2010] to model the elastic and creep properties of snow. In this
thesis, the focus is on rapid deformation of snow, including its brittle behavior and
large deformations caused by grain re-arrangements. From our point of view, this
constitutes an original contribution to snow mechanics.

Implementing this approach demands first a representation of the microstructure
compatible with a mechanical model, and, second, a constitutive material for ice. In
this thesis, the geometry of the ice matrix is extracted from X-ray microtomographic
data and ice is supposed to be elastic brittle. The developed models are used to
perform numerical experiments which help to follow and understand the deformation
occurring in the ice matrix. Microtomography based models cannot be used in the
daily forecast of snow avalanches for the whole Alps since tomography is time-
consuming and limited to a few samples prepared and measured in a laboratory.
However, the results of these models guide the parameterization of the mechanical
properties of snow.

In this thesis, we have focused our efforts on the following scientific questions:

e How to get the maximum information out of microtomographic data? X-ray
tomography provides an approximate representation of the spatial distribution
of the attenuation coefficient to X-rays. Numerical processing is required to
extract the position of pores and ice. We develop an algorithm enabling to
process Gigabytes of tomographic data automatically and taking advantage of
some specific properties of the scanned material (snow).

e How does failure in tension initiate in snow? In order to reproduce the brittle
properties of snow, is it accurate to model snow as a “simple” structure of
homogeneous brittle ice? To answer these questions, we develop a FE model
accounting for the 3D geometry of the microstructure and the brittle failure
of ice. The model does not account for the creation of new contacts, which
are rare under tension. In parallel, the mechanical properties of the samples
imaged by tomography and used as inputs of the model were also measured
by an independent tensile test.

e How to compute large deformations of snow on representative volumes cap-
tured by microtomography, within the duration of one PhD thesis? A 3D
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image represents a huge amount of data because the resolution must be small
enough to capture essential structural details and the scanned volume must be
large enough to be representative. Direct simulation of complex processes such
as large deformations and the creation of new contacts is therefore extremely
computationally intensive. It is necessary to simplify the representation of the
microstructure and to evaluate the relevance of the simplification. We pro-
pose to consider snow as a cohesive granular material and develop a discrete
element approach to model the mechanical behavior of snow.

o What makes certain snow so fragile? It is generally admitted that temperature
gradient (TG) metamorphism tends to weaken snow, contrary to isothermal
metamorphism. The presence of facets in the snow mantle is often used as
a proxy of the action of TG metamorphism but does not explain why the
sample is especially weaker. We propose a characterization of the bonding
system, which reveals the very low connectivity of the ice matrix and the
weakening effect of TG metamorphism.

1.3 Structure of the thesis

This thesis is a collection of articles which are either already published, submitted
or under preparation. The work presented in the articles was done in collabora-
tion with the co-authors but numerical developments, measurements, analysis and
writing were mainly done by myself. All chapters can be read independently. As
a consequence, the manuscript inevitably contains a few repetitions. The thesis is
organized as follows.

Chapter 2 To allow a quantitative characterization of the microstructure, the
output of the microtomograph, a three-dimensional grayscale image representing
the X-ray attenuation coefficient, has to be segmented into a binary ice/pore image.
This step, called binary segmentation, is crucial and affects all subsequent analysis
and modelling. We developed a new binary segmentation algorithm based on the
minimization of a segmentation energy. This energy is composed of a data fidelity
term and a regularization term penalizing large interface area, which is of particular
interest for snow where metamorphism naturally tends to reduce the surface energy.
We evaluated the algorithm on synthetic images, whose ground truth is known, and
on images of snow samples impregnated and conserved in 1-chloronapthalene, which
constitute a three-phase material because of the unavoidable presence of residual air
bubbles. The developed algorithm is shown to be accurate, robust and time-saving
owing to reduced user interaction. It was used to prepare the images used in this
thesis (except in Chapter 4).

This work was published as Hagenmuller, P., G. Chambon, B. Lesaffre, F. Flin,
and M. Naaim (20183), Energy-based binary segmentation of snow microtomographic
images, J. Glaciol., 59(217), 859-873, doi:10.3189/2013JoG13J035.



36 Chapter 1. Introduction

Chapter 3 The energy-based binary segmentation method was also applied to
air-ice images obtained in the context of an international intercomparison workshop
(Snow Grain Size Workshop, Grenoble-Davos-Reading, 2013-2014). One of the main
objectives of the intercomparison is to discuss about the accuracy, comparability and
quality of existing measurement methods to measure the specific surface area (SSA)
of snow. I focused on the measurement of SSA from microtomographic data. SSA
is not directly a mechanical indicator but the intercomparison provides a way to
evaluate the binary segmentation method and the effective resolution of the im-
ages. The flexible energy-based segmentation method (Chapter 2) was adapted to
two-phase images (air-ice) and applied to 38 images on which SSA measurements
were conducted with independent instruments. Different algorithms to compute a
surface of a binary object were also evaluated. It is shown that the variability of
microstructure characteristics due to numerical processing can be limited to be of
the same order as the one due to the spatial variability observed within one snow
layer. However, certain techniques used to determine the segmentation threshold
(local minimum) or the surface area on the binary image (marching cubes) introduce
a systematic bias in the computation of density and specific surface area and are
therefore not recommended.

The inter comparison is still undergoing. This study was presented during the
workshop sessions (April 2013 in Grenoble, France; August 2014 in Reading, UK)
and some of its results will be incorporated in a “workshop” article which summarizes
the intercomparison study, and/or a specific paper devoted to the microtomographic
method.

Chapter 4 The tensile strength of snow and microstructural failure processes were
simulated based on a finite-element mesh of the ice matrix. Modeling procedures
used only the elastic properties of ice with bond fracture assumptions as inputs.
Combined measurements and simulations on rounded grains snow type showed that
the model is able to predict tensile strength successfully. The model gives an insight
on the deformation process under tension and revealed that the microstructure ex-
periences highly concentrated tensile stress but also significant compressive stresses
in response to macroscopic tension, and that failure of bonds occurs for very small
strain (< 107%) and creates a pseudo-plastic yield curve. The modeling approach is
however limited to the tested snow type, to tension loading and to relatively small
volumes. Indeed, the used bond detection algorithm (distance-based watershed)
works only for rounded grains, the model does not take into account the creation
of new contacts in the ice matrix and the description of the microstructure with
elements of homogeneous size requires a large amount of computing power.

This work was published as Hagenmuller, P., T. Theile, and M. Schneebeli
(2014a), Numerical simulation of microstructural damage and tensile strength of
snow, Geophys. Res. Lett., 41(1), 86-89, doi:10.1002/2013GL058078. 1 conducted
the corresponding microtomography measurements and cold-room experiments dur-
ing my master thesis in Davos, Switzerland (March-July 2011). Numerical simula-
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tions and final writing of the article was done during the first six months of my
PhD.

Chapter 5 A novel method to model snow as a granular material is proposed.
The finite element simulations, developed in Chapter 4, revealed that high stresses
are concentrated at constrictions between grains and that, under brittle regime, the
overall mechanical behavior of snow is controlled by the failure of bonds. Simplify-
ing the description of the snow microstructure into a set of rigid grains interacting
through their contacts is therefore relevant in this regime. We proposed a new
method to directly identify individual snow grains defined as zones separated by re-
gions of potential mechanical weakness, in the microtomographic images. Our new
method, based on local geometrical criteria, is shown to successfully detect contacts
directly inferred from an explicit numerical mechanical experiment. The new grain
segmentation algorithm enables to apply the previously developed tensile strength
FEM model (Chapter 4) to different snow types, and not only to rounded grains,
and opens perspectives to model the deformation regimes governed by contact in-
teractions and particle re-arrangement (Chapter 6).

This work was published as Hagenmuller, P., G. Chambon, F. Flin, S. Morin,
and M. Naaim (2014), Snow as a granular material: assessment of a new grain
segmentation algorithm, Granul. Matter, 16(4), 421-432, doi:10.1007/s10035-01/-
0503-7.

Chapter 6 In this chapter, the outputs of the grain segmentation algorithm are
used to develop a discrete element model based on the full three-dimensional mi-
crostructure captured by microtomography. The model assumes that snow is com-
posed of rigid grains interacting through localized contacts accounting for cohesion
and friction. Single grains are represented as rigid clumps of spheres. The model
is applied to different snow samples subjected to confined compression. The sen-
sitivity analysis of the model to its parameters shows that artefacts introduced by
the modeling approach are limited compared to variations due to the geometry of
the microstructure. The model evidences that the compression behavior of snow
is mainly controlled by the density of the sample, but that deviations from a pure
density parameterization are non negligible during the first phase of compression
(density < 300 kg m~3). In particular, the model predicts that, for a given density,
faceted crystals are less resistant to compression than rounded grains or decomposed
snow. For higher compaction regime (density > 300 kg m~3), no clear difference
between snow types has been observed in the model prediction.
This work is under preparation for publication in The Cryosphere.

Chapter 7 An appealing approach to characterize the bonding system of the
snow microstructure is to derive parameters directly from the grain segmentation
results (Chapter 5), such as the specific grain contact area. However, the defini-
tion of grains is always relative to a certain threshold. Interpreting the geometrical
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characteristics of the grains assembly is therefore challenging since they depend on
both microstructure and grain segmentation algorithm. In order to characterize the
bonding system independently of a grain segmentation procedure, we introduced a
new microstructural indicator, the minimum cut density. This variable quantifies,
on three-dimensional (3D) microtomographic images of snow, the minimal areal
density of a surface that disconnects two opposite faces of the sample. We correlate
the minimum cut density to thermal conductivity and elasticity properties derived
from numerical simulations based on the same microtomographic images. The sig-
nificant correlation between these variables indicates that the minimum cut density
is a promising geometrical variable for the parameterization of mechanical proper-
ties. Moreover, the structural anisotropy of faceted crystals and depth hoar is well
estimated by the minimum cut density.

This work is under minor revision for publication as Hagenmuller, P., N. Calonne,
G. Chambon, F. Flin, C. Geindreau, and M. Naaim (n.d.), Characterization of the
snow microstructural bonding system using the minimum cut density, Cold Reg. Sci.
Technol.

Chapter 8 The last chapter summarizes the main results obtained during the
thesis and opens perspectives for future research.



1.A. Appendix 39

1.A Appendix

1.A.1 Description of the calculation of the shear strength 7,,,,. in
MEPRA

In this section, the numerical relations between the shear strength of MEPRA and
the output variables of CROCUS are detailed. The relation between the shear
strength and the properties of the snow layer is of the general form:

Tmaz = C - (1074 p? — 0.6) + 0.12

where C' is a factor which depends on the snow type and the volumetric liquid water
content dj:

C= Csph(sy h) : Cden(d) . Cmts(gs’ d7 3) : Cfe(dla P) : Cfre(dla P, h, S, Cmts)-

The coefficients Cspp, Caen, Cmts, Cre, Crre respectively take into account the effects
of dendricity, sphericity, grain size, liquid water content, freeze-melt cycle on the
shear strength as following:
Sphericity coefficient Cgpp (s, h):
sp, = min(s,0.8) if h € {3,5}
sy, = s elsewhere
Cspr, = 0.450 4+ 0.7 - (sp, — 0.00) if sp, < 0.25
Csph = 0.625 + 1.0 - (s, — 0.25) if 0.25 < s, < 0.50
Csph = 0.8754+ 0.6 - (sp, — 0.50) if 0.50 < s, < 0.75
Cspr, = 1.025 4+ 0.5 - (sp, — 0.75) if 0.75 < s,

Dendricity coefficient Cgep(d):
Cugon = 1.0 — 0.4 - (d — 0.00) if d < 0.25
Cien =0.9—-0.4-(d—0.25) if 0.25 < d < 0.50
Cgen =08 —=0.8-(d—0.50) if 0.50 < d <0.75
Cigon = 0.6 — 0.6 - (d —0.75) if 0.75 < d

Grain size coefficient Cps(gs,d, s):
Mean grain size g; = 0.4 — s
Cots =1 ifd>0
Cots =1—(0.8—-0.2%5)-0.53(gs — gs) elsewhere

Liquid water content coefficient Crc(p,dp):
Ratio to reference liquid water content e, = d;/[0.05 - (1 — p/pice)]
Cre =1.000 if e, <0
Cfe =1.000+1.00-e. if 0.0 <e.<0.1
Cfe=1335-235-¢e if0.1<e.<0.3
Cpe =0.750 — 040 -e. if 0.3 <e.<0.9
C'e = max(min(p/1000 — d;,0.35),0.15) if 0.9 < e,
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Melt-freeze cycle coefficient Cre(h, di, p, s, Crnts):
Dry snow coefficient Cfre gry = 1.5+ ((1.154+0.2- (1 — 5))/1.15) - (1 4+ 0.2/Chpuss)
Chre=10 ifh<1
Ctre = Crredry if 1 <h <3 ande.=0
Cire =10 if1 <h<3 ande. >0
Ctre = Credry i3 <h ande.=0
Cire = —2.00-ec+ 1.500 if 3 <h and0.0 <e. <0.1
Cpre = —0.75-e.+1.375 if 3 <h and0.1 <e.<0.5
Cire =10 if3<h and0.5 < e,



CHAPTER 2
Energy-based binary segmentation
of snow microtomographic images

Abstract X-ray microtomography has become an essential tool to investigate the me-
chanical and physical properties of snow, which are tied to its microstructure. To allow a
quantitative characterization of the microstructure, the grayscale X-ray attenuation coef-
ficient image has to be segmented into a binary ice/pore image. This step, called binary
segmentation, is crucial and affects all subsequent analysis and modeling. Common seg-
mentation methods are based on thresholding. In practice, these methods present some
drawbacks and often require time-consuming manual post-processing. Here, we present a
binary segmentation algorithm based on the minimization of a segmentation energy. This
energy is composed of a data fidelity term and a regularization term penalizing large inter-
face area, which is of particular interest for snow where sintering naturally tends to reduce
the surface energy. The accuracy of the method is demonstrated on a synthetic image.
Then, the method is successfully applied on microtomographic images of snow and com-
pared to the threshold-based segmentation. The main advantage of the presented approach
is that it benefits from local spatial information. Moreover, the effective resolution of the

segmented image is clearly defined and can be chosen a priori.
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2.1 Introduction

The microstructure of snow, i.e. the three-dimensional (3D) configuration of the
ice matrix determines crucial snow properties as, for instance, albedo which is rele-
vant for the computation of the surface energy balance, or mechanical strength for
avalanche hazard forecasting and evaluation. The microstructure characterization
based only on bulk parameters such as density is often insufficient to model precisely
the mechanical and physical behavior of snow [Mellor, 1975, Shapiro et al., 1997].
A better understanding of the physical and mechanical snow properties requires a
3D representation of the microstructure at a scale of a few microns [Schneebeli,
2002]. Thanks to an easier access to 3D imaging facilities such as X-ray computed
microtomography, and increasing computational capabilities, 3D images of the snow
microstructure have now become available. Numerical simulations directly based on
the real 3D microstructure of snow have been successfully applied to model thermal
conductivity [Calonne et al., 2011, Kaempfer et al., 2005], snow metamorphism |Br-
zoska et al., 2008, Flin and Brzoska, 2008, Flin et al., 2003] and mechanical properties
[Pieritz et al., 2004, Schneebeli, 2004, Srivastava et al., 2010, Theile et al., 2011].
Acquiring 3D images of snow is, therefore, a key issue in snow research.

Different techniques can be used to capture the 3D microstructure of snow,
among which the most common are serial sectioning [Good, 1987, Perla et al., 1986,
Schneebeli, 2000] and X-ray micro-computed tomography (uCT) [Brzoska et al.,
1999, Chen and Baker, 2010, Coléou et al., 2001, Freitag et al., 2004, Schneebeli
and Sokratov, 2004]. These methods differ in the way used to reconstruct a 3D
volume from two-dimensional data. Serial sectioning consists in an iterative slicing
of the sample and 2D imaging with an optical camera. puCT uses back projection
algorithms to obtain a spatial image from several radiographs recorded at different
projection angles. pCT measures the 3D distribution of the X-ray attenuation co-
efficient, which differs between materials with different chemical composition and
density. Regardless of the imaging technique, the measurement output consists in
a 3D grayscale image, whose gray levels are supposed to be distinct between the
different materials.

The material of interest then needs to be extracted from the grayscale image.
This image processing step is called binary segmentation. It consists in reducing
the grayscale image to a binary image object / background, that then enables the
quantitative characterization of the microstructure. In the present case, the object
of interest is ice and the background is generally constituted of air and possibly
an impregnation product used to strengthen fragile snow samples. Unfortunately,
the grayscale image is noisy and the transition between materials is generally fuzzy.
Thus, the binary segmentation is not straightforward and might bias the microstruc-
ture characterization and the result of subsequent numerical models.

Usually, the segmentation technique used for snow is based on thresholding (e.g.
[Coléou et al., 2001, Flin et al., 2003, Heggli et al., 2009, Kerbrat et al., 2008, Schnee-
beli and Sokratov, 2004]): single gray values are used to separate different materials.
These methods based on thresholding are commonly used in the snow community
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because they are fast and their implementation is straightforward. However, they
are not robust in practice [Boykov and Funka-Lea, 2006|, and operator-biased be-
cause of the subjectiveness involved in the choice of the threshold values [lassonov
et al., 2009].

Nowadays, numerous advanced segmentation techniques have been developed
in computer sciences, benefiting from increasing computational capabilities of per-
sonal computers. lassonov et al. [2009] compared different segmentation techniques
on puCT images and concluded that “the use of local spatial information is crucial
for obtaining good segmentation quality”. Therefore, global thresholding methods
might not be suited to derive the maximum information out of the grayscale image.
One class of segmentation relying on the optimization of some energy functions are
particularly powerful [Boykov and Funka-Lea, 2006]. These methods are called here-
after energy-based segmentation in comparison to threshold-based segmentation. In
the comparison conducted by Iassonov et al. [2009], the energy-based segmentation
has been shown to overcome the other tested segmentation techniques. The energy
definition makes these methods flexible and explicitly specifies the segmentation
criteria. In addition, global optimization via the graph cut approach [Boykov and
Funka-Lea, 2006, Boykov et al., 2001] makes these methods repeatable and robust.
Here, we propose to take advantage of the formalism of energy-based techniques and
to adapt it to the binary segmentation of snow microtomographic images.

Energy-based segmentation techniques can benefit from the a priori knowledge
that the segmented object is snow. Density and specific surface area (SSA) are
classical indicators to characterize the microstructure and can be measured from
snow samples using dedicated instruments independent from the uCT based tech-
niques [Arnaud et al., 2011, Gallet et al., 2009, Kerbrat et al., 2008, Matzl, 2006].
Threshold-based segmentation techniques can already take into account the density
prior information by choosing the right threshold value. However, it is the only
information that can be added in the segmentation process. The energy-based seg-
mentation is more flexible and can also consider local spatial image information as
curvature [El-Zehiry and Grady, 2010], local smoothness [Boykov and Kolmogorov,
2003|, shape [Freedman, 2005], etc.

Once fallen on the ground, snow undergoes metamorphism |Fierz et al., 2009].
Under equilibrium conditions, snow tends to evolve to a structure that minimizes its
surface and grain boundary energy |Flin et al., 2003, Vetter et al., 2010]. As a result,
the ice surface of aged snow tends to be smooth below a certain spatial scale. Kerbrat
et al. [2008| compared the specific surface area (SSA) measured by gas adsorption
and X-ray tomography. Except for fresh snow, both measurements give identical
results, with an uncertainty of 3%. They concluded that the ice surface in an alpine
snow pack is essentially smooth up to a scale of about 30 pm which corresponds to
the effective resolution of their X-ray images. Flin et al. [2011] estimated the SSA
of snow using microtomographic images of various snow types. They compared the
computed SSA for different image resolutions. For coarse rounded or melt-refrozen
grains with a low SSA (<20 m? kg~!), the computed SSA is almost independent
of the image resolution in the range [5,80] um. As a consequence, snow structures
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Name Type Voxel size | Density SSA
(pm) (kgm™) | (m*kg™!)

A MFcr 9.6 280 8

B 9.6 19

B7m FGso 7.2 215 19

D 9.6 25

D7m DH/FC 7.2 125 28

Table 2.1: Description of the snow samples used in this study. Density was
measured in the field by weighting snow samples with a volume of
50 cm®. The indicative SSA values correspond to estimates obtained
on the binary image resulting from the energy-based segmentation (for

r = 1.0 voxel, see below).

smaller than 80 pm do not contribute significantly to the overall SSA for these types
of snow. Thus, we can expect aged snow or melt-refrozen snow with a low SSA to
be globally smooth even at a scale of 80 um. In this paper, we attempted to include
this prior information about local smoothness, which is linked to the overall SSA,
in the segmentation process.

First, the sampling and X-ray pCT measurement procedures used to obtain
grayscale uCT images are described. The gray level distribution is analyzed and
used to explain why the measurement artefacts significantly complicate the segmen-
tation process. Second, the threshold-based segmentation, commonly used in snow
research, and the new proposed energy-based segmentation are presented. Finally,
the segmentation techniques are applied on a 2D reference image and on the yCT
images of snow, and the obtained results are compared.

2.2 X-ray puCT images

2.2.1 Sampling and ¢CT measurement procedure

The natural snow samples used in this work were collected at Col de Porte, Chartreuse,
French Alps, during winter 2011-2012. Three different types of snow were sampled.
Sample A is a melt-freeze crust (MFcr according to the International Classification
for Seasonal Snow on the Ground, ICSSG, [Fierz et al., 2009]). Sample B is com-
posed of solid faceted crystals (FCso) and presents a very fine crust of frozen drizzle.
Sample D is composed of depth hoar (DH) and faceted crystals (FC). Density and
SSA of these samples are summarized in Table 2.1.

The snow samples were prepared according to the procedure detailed in Flin et al.
[2003] and Flin [2004]. We only recall here the main steps. Once sampled in the
field, each snow core was impregnated by liquid 1-chloronaphthalene (melting point
-15/-20°C) at a temperature about -8°C. Then, the mixture ice / chloronaphthalene
was allowed to freeze and stored in a refrigerator at —20°C. After complete freezing
and strengthening, each sample was machined into the shape of a cylinder with
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Figure 2.1: Grayscale image (500% pixels) extracted from sample B and its corre-
sponding grayscale histogram. The image is composed of three mate-
rials: the impregnation product (1-chloronaphthalene, light gray), ice
(intermediate gray) and residual air bubbles (dark gray). The contour
of ice resulting from segmentation is plotted in red. The zoom box
(top right) was enlarged 5 times to show the fuzzy transition between
the different materials.

16 mm diameter and 21 mm height. This impregnation procedure enables handling
of very fragile snow samples and blocks the metamorphism of the snow structure.

The X-ray attenuation coefficient 3D images were acquired with a cone beam
tomograph (RX Solutions, generator voltage of 100 kV, generator current of 100 pA)
using a specifically designed refrigerated cell. The image borders are slightly dis-
torted due to the conic form of the X-ray beam. Thus, cubes of 1000% voxels were
extracted from the inside of the whole 3D grayscale images (~1500 voxels). The
voxel side-length of sample A is 9.6 pym. Samples B and D were scanned twice with
a voxel size of 7.2 pm (images B7m, D7m) and 9.6 ym (images B, D).

With this sampling procedure, the scanned samples present two main materials:
ice and chloronaphthalene (chl), and a secondary material composed of residual air
bubbles due to incomplete impregnation of the sample (Figure 2.1). These three
materials can be distinguished by their X-ray attenuation coefficient, i.e. their
grayscale value I. The attenuation coefficients, initially encoded on 4-bytes floats,
were rescaled and encoded with unsigned shorts (0 to 65535). In the figures, they
are plotted with a gray level (0: black; 65535: white). Dark, intermediate and light
gray values correspond to air, ice and chl, respectively.

The segmentation method described in this paper is thus applied to X-ray im-
ages composed of three materials, resulting from snow samples impregnated with
1-chloronaphthalene. However, this approach is, in fact, rather general and can be
applied to any multiple-material grayscale image out of which one material needs
to be extracted. Other sampling procedures exist in the literature to prepare snow
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samples for pCT imaging. When a pCT is directly available in a cold room, the
snow samples generally do not require any specific preparation to be scanned (e.g.
[Kerbrat et al., 2008]). In this case, the uCT image is composed of only two phases:
air and ice. Besides the technique described in this paper, fragile snow samples can
also be prepared for a pCT scan using the snow replica method [Heggli et al., 2009].
This method consists in casting snow samples with diethyl phtalate and then sub-
limating ice in high vacuum. In this case, the scanned sample is composed of two
materials: the impregnation product and air. In all cases, however, regardless of
the reconstruction technique or the sampling procedures, the measurement output
consists in a 3D grayscale image whose values are supposed to be distinct between
the different materials, and to which the developed segmentation technique can be
applied.

2.2.2 TImages artefacts: noise and fuzzy transition between mate-
rials

The pCT output images are only approximate representations of the true X-ray at-
tenuation coefficient. The grayscale images are affected by optical transfer function,
scatter and noise [Kaestner et al., 2008|. As a consequence, the grayscale images are
altered by two main artefacts: (1) the gray value of voxels belonging to the same
material are slightly spread around the noiseless attenuation coefficient of the ma-
terial, and (2) the transition between different materials is fuzzy (Figure 2.1).These
artefacts yield “mixed voxels” whose gray value does not directly determine whether
they belong to ice or to the background, and the segmentation of these mixed vox-
els can significantly affect the final segmented image. This explains why binary
segmentation of uCT images is not straightforward.

The grayscale histogram representing the distribution of voxels with a given
gray level (Figure 2.2) can be used to estimate the material proportions and their
intensity peaks. Its analysis can also be used to quantify the noise amplitude and
the size of the transition zone between materials. Noise is inherent to the X-ray
sensor and the measurement environment. Due to the acquisition method, noise
is often spatially correlated along annuli centered on the rotation axis of the uCT
scan. As shown in Figure 2.2, the noisy gray level distribution for each material can
be fitted by a Gaussian distribution N (u, o), defined as

N, o)(I) = — exp<—(_“)2>. (2.1)

oV2r

The standard deviation ¢ and the mean p of these distributions can be automatically
determined using data adjustment algorithms (minimization of the square error), for
ice and chl. Automatic fit for air is generally not possible because the amplitude
of the air peak is too small to clearly emerge in the histogram. As expected, it is
found that the standard deviation of noise is the same for chl and ice, since noise
does not depend on the material but is inherent to the imaging procedure. The
fitting domain was thus reduced by using the same o-value for ice and chl. In the
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Figure 2.2: Analysis of the grayscale histogram of the image shown in Figure 2.1.
The normalized grayscale distribution F' is well reproduced by the
intensity model F' described in Equation (2.2) ([ |F — F|dI = 0.02).

example images (Figures 2.1, 2.3, 2.10), the value of this standard deviation of noise
o is about 20% of the contrast between ice price and chl piep;.

The fuzzy transition between different materials is partly due to partial volume
effect (Figure 2.1). The real limit between materials does not exactly follow the voxel
grid. Therefore, the gray value of a frontier voxel is a barycenter between gray values
of pure materials. In principle, the transition width should thus be on the order of
the voxel side-length. In fact, this zone is slightly larger (about 2-3 voxels). This
is due to the tomography back-projection reconstruction algorithm that is affected
by a noisy input. On the histogram, this effect leads to a transition zone between
ice and chl (Figure 2.2). Empirically, a Gaussian distribution centered on the mean
gray level i = (pens + frice)/2 and with a standard deviation of i = (pen; — fice) /4
was found to provide a good fit to this transition zone (Figure 2.2).

Hence, the normalized grayscale histogram F' can be well reproduced by the
following model F:

F = /\ice : N(Micev U) + )‘chl . N(/Lchl, O’) (2.2)
+(1 = Nice = Aent) - N (i, f1).

where (Ajce, Achi) represent the proportions of ice and chl, respectively. As a conse-
quence, the undetermined voxels whose gray value is in between ice and chl are either
very noisy pure material or transition voxels between the two materials. As it will
be described below, this automatic histogram analysis is used to set the parameters
of the energy-based segmentation algorithm.

2.3 Method

Various binary segmentation methods have been proposed in the literature [Boykov
and Funka-Lea, 2006, lassonov et al., 2009]. In the snow community, global thresh-
olding combined with pre- and post-processing smoothing filters is commonly used
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(e.g. [Coléou et al., 2001, Flin et al., 2003, Heggli et al., 2009, Kerbrat et al., 2008,
Schneebeli and Sokratov, 2004]). This threshold-based segmentation method and
its drawbacks, which have motivated the development of a more advanced segmen-
tation method, are first described. Then, the proposed energy-based segmentation
is presented.

2.3.1 Threshold-based segmentation

Threshold-based segmentation is the most commonly used segmentation technique
because it is simple and fast. The method is based on two main steps: smoothing
and thresholding. These steps differ depending on whether the image is composed
of two or more phases.

2.3.1.1 Two materials

During the thresholding process, individual voxels in the image are marked as ob-
ject or background voxels according to whether their value is greater or smaller
than a global threshold value. This threshold can be estimated from the grayscale
histogram of the image. For instance, its value can be determined as the local min-
imum between the two intensity peaks in the grayscale histogram (Figure 2.1, e.g.
in [Heggli et al., 2009]). However, for snow samples with a very high SSA, these
two peaks are not distinct (uni-modal histogram) because of the large number of
mixed voxels whose grayscale value lies between those of the two materials. In this
case, the threshold can be determined by fitting a particular intensity model. For
instance, Kerbrat et al. [2008] determined the optimum threshold by fitting a sum
of two Gaussian curves on the histogram and calculating their intersection. Never-
theless, using a strict gray threshold generally truncates the tail distribution of the
intensity distribution of pure material voxels and results in a number of incorrectly
classified voxels (see [Kaestner et al., 2008] and Figure 2.3). The amount of wrongly
segmented voxels is particularly large when the histogram is uni-modal. The result-
ing segmented object is thus disturbed and structural parameters such as SSA are
significantly affected.

In order to smooth the ice/background interface and to accentuate the intensity
peaks in the histogram, a smoothing filter that reduces noise is first applied on the
initial image. Common smoothing filters are convolution filters such as mean and
Gaussian filters. The spatial size o of the smoothing filter (box size of the mean filter
or standard deviation of the Gaussian filter) are usually set to the size of a few voxels.
These filters efficiently smooth intensity variations inside homogeneous regions but
also affect sharp features in the image. Consequently, the effective resolution of the
binary image is negatively affected. Moreover, setting the size of the smoothing
filter o5 to a certain value does not guarantee that the segmented object is free
of artificial details smaller than o, (Figure 2.3b) because the thresholding applied
afterward is a discontinuous operation.
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Figure 2.3: (a) Threshold-based segmentation without smoothing. The used
thresholds are indicated by the black arrow on the histogram. (b)
Threshold-based segmentation with smoothing of the grayscale image
through a Gaussian filter (o; = 1.6 pixels). To visualize the size of
the smoothing kernel, a disk of radius o, voxels is plotted in red. The
histogram of the non filtered image is plotted with dots. (c) Expected
segmentation (best segmentation obtained with the energy-based tech-
nique). The grayscale distribution of the segmented ice pixels is plot-
ted in red on the histogram. Despite the clear visual differences, the
threshold-based segmentation without smoothing (a) differs from this
expected segmentation (c) by only a small number of voxels (~5%).

2.3.1.2 Three or more materials

When the initial image is composed of three or more materials, the smoothing step
is not applicable directly. For instance, a smoothing filter directly applied on our
X-ray images smooths the transition between air bubbles and 1-chloronaphthalene.
The contour of air bubbles in chl then appears as an ice contour (see Figure 2.3b).
The image has thus to be reduced to a two-materials image before applying the
smoothing / thresholding steps.

A semi-automatic threshold-based segmentation procedure was developed to pro-
cess X-ray images of impregnated snow obtained from synchrotron tomography (Flin
2004, Flin et al. 2003). This approach was recently improved and now consists in
the following steps:
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e Air bubble detection. First, a threshold is used to locate dark voxels cor-
responding to air. These voxels are then dilated (2 iterations) where the
grayscale gradient is high. This procedure enables labeling the contour of air
bubbles that have the same gray value as ice. Dilating only in high gradient
zones prevents labeling real ice next to a bubble that is touching ice. Finally,
the labeled voxels are replaced by the mean gray value of 1-chloronaphthalene.
With this step, the initial image is reduced to two materials.

e Smoothing and thresholding. The modified image is smoothed with a mean
filter of size 3 x 3 x 3 and binarized with a threshold obtained from a visual
analysis of the grayscale histogram.

e Final processing. To remove residual noise, the segmented image is post-
processed via binary morphological operations (closing, erosion/reconstruction,
opening, etc. with structural elements of size 3 x 3 x 3) and via a last smooth-
ing / thresholding step (mean filter of size 5 x 5 x 5). Finally, ice zones not
connected to the main structure or to the borders of the image are identified
by using a connected component labeling algorithm and deleted. This step
prevents having small artificial ice zones floating in the snow structure.

This procedure is straightforward and fast (about 1 to 2 hours on a personal
computer -2 GHz, 16 Gb RAM- for a 10003 voxels image). Nevertheless, its outcome
critically depends on the skills of the operator who has to manually fix the different
segmentation parameters (thresholds, smoothing filters size, etc.) as a function of
the snow type and the tomograph settings. Moreover due to the sequential nature
of the segmentation procedure, information might be lost between each step of
smoothing and thresholding. For instance, the initial smoothing step affects the
whole image and does not preserve sharp edges. On the contrary, it tends to increase
the partial volume effect. Lastly, the parameters used cannot be directly related to
the effective resolution of the resulting binary image (i.e, the size of the smallest
details that can be imaged).

2.3.2 Energy-based segmentation

Energy-based segmentation methods consist in finding the optimal segmentation ac-
cording to an energy function. These methods are more robust because the segmen-
tation criteria are objectively defined in the energy functional and the optimization
process is automatic. Energy-based segmentation methods can be distinguished by
the type of function used and by the minimization algorithm. They can be divided
in two main groups |Boykov and Funka-Lea, 2006]:

1. Optimization of a functional defined on a continuous contour or surface (e.g.
snakes, geodesic active contours, methods based on level-sets). The optimiza-
tion generally uses a variational approach that finds a local optimum, but
cannot guarantee to find a global optimum.



2.3. Method 51

2. Optimization of a cost function directly defined on a discrete set of variables
(e.g. intelligent scissors, live-wire, graph-cut). The graph cut approach intro-
duced by Boykov et al. [2001] belongs to this group and enables the global
optimization of the energy function in any dimension. In this paper, the
graph-cut approach was adapted to the binary segmentation of snow X-ray
microtomographic images.

Let us consider that the grayscale image I is constituted of n voxels of side
length 0. The spatial position and the intensity of voxel ¢ are denoted z; and I;,
respectively. The segmented image is L € {0, 1}", where 0 stands for the background
and 1 for ice. L; is the segmentation label (0 or 1) of voxel i. A segmentation L costs
the energy E(L). The best segmented image Ly, is the one that minimizes the
energy E. In general, the energy E is composed of two terms: a local data fidelity
term (E,) and a non-local spatial regularization term (Fs), whose expressions in
our case are described in the following subsections.

2.3.2.1 Local intensity model

The local gray value is the most obvious criterion that needs to be accounted for in
the segmentation process. For instance, a voxel whose intensity is very close to the
intensity of air is inclined to be air, i.e. to belong to the background. This idea can
be formalized with proximity functions P that quantify the penalty of assigning a
voxel to ice or to the background. The proximity function ranges from 0 (furthest) to
1 (closest). Using proximity functions, the data fidelity term E, of the segmentation
energy can be defined as:

Bu(L) =v- 3" ((1 = L) - Ro(L;) + Li - Pi(1)) (2.3)
(2

where Py is the proximity to the background (0), and P; the proximity to ice (1).
This energy is scaled by the volume of one voxel v = §%. To set these proximity
functions, we rely on the analysis of the grayscale distribution (see above and Figure
2.2). Using the decomposition of the grayscale histogram described in Equation
(2.2), the ratio Aice - N (tice, o)/ F quantifies “how close to ice a voxel of a given gray
value level is” and could be used as the proximity function to ice P;. Here, a simpler

model that approximates this ratio based on truncated Gaussian functions, is used
(Figure 2.4):

P (I) _ 1 lf I < lu’(ll'T‘ or :uChl < I
’ min (1, eN (pair, o) (I) + eN (pens, o) (I)) elsewhere
Pi(I) = min(1,eN (tice,0)) (I) (2.4)

with e = exp(1). The absorption value of air pg, cannot be directly derived from
the histogram. This parameter is estimated from the values of p;e. and pep; by
assuming a constant relative contrast between materials. Using these proximity
functions actually amounts to transforming the initial grayscale image into a new
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Figure 2.4: Proximity image. The gray value is here proportional to Py — P,
so that a voxel close to the background is white and a voxel close
to ice is dark. The voxels with an intermediate gray value are the
undetermined voxels. The contours of air bubbles are visible. The
same plot can be done with a pre-processed image where the bubbles
contours are replaced by chl, but then a peak appears in the histogram
for the chosen “replacement” intensity.

grayscale image (Figure 2.4), which is sharper because the noise has been reduced.
The main idea behind this definition of the proximity functions is to distinguish the
fuzzy transition from noise and add this information to the segmentation process.

Even if no smoothing filter is applied to the grayscale image, the contour of air
bubbles generally shows gray values close to those of ice, due to the partial volume
effect (Figure 2.3 and 2.4). To eliminate this artefact, “ice-like” (pice — 20 < I <
ice +20) voxels simultaneously close (distance < 4 voxels) to “chl-like” (I > pijce—0)
and “air-like” (I < pqir+0) voxels are replaced by “chl-like” voxels (I = pep—o). All
pCT images used to test the energy-based segmentation method were pre-processed
this way.

The minimization of F, alone gives the same result as a threshold-based seg-
mentation, with the advantage of also providing the uncertainty of the segmentation
Ey(Lpn). However, the energy-based segmentation is really interesting when E,, is
combined with additional non-local energy terms.

2.3.2.2 Surface area
The complete energy function used in this paper is composed of two components:

E(L) = E (L) +r- S(L), (2.5)
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Figure 2.5: Protuberances on a surface of a smooth object. For the equilateral
triangular protuberance, « = 1/3. For the “sharper” protuberance,
a=0.8.

where the spatial regularization term is Es(L) = r - S(L) with S(L) the surface
area of the segmented object and r (r > 0) which has the dimension of a length.
Accounting this term in the energy leads to penalizing large interface areas: a voxel
with a mixed gray value will be segmented so that the interface ice/background
area is minimized. The parameter r assigns a relative weight to the surface area
term so that the smoothness of the segmented ice can be controlled. In principle,
other non-local terms such as gradient, curvature or shape penalties could also be
considered in the segmentation. The flexible definition of the energy functional is
one of the powerful assets of energy-based segmentation.

The regularization term minimizing the ice/air interface is of particular interest
for materials such as snow where sintering naturally tends to reduce the surface and
grain boundary energy. This process is particularly effective on snow types resulting
from isothermal metamorphism. For other snow types, such as precipitation parti-
cles (PP), faceted crystals (FC) or depth hoar (DH), the surface regularization term
is expected to perform well in recovering the facet shapes but might induce some
rounding at facet edges.

The parameter r is a geometrical parameter related to the smallest detail size
preserved by the segmentation. Let us consider a protuberance P on a globally
smooth interface, with a volume V), a total surface S, and a contact area with the
smooth object S, (Figure 2.5). If P is considered as ice, the segmentation energy is
E=C+r-(S,—S.) where C is a constant. If P is considered as background, then
E =C+V,+rS.. Hence, the protuberance P is segmented as ice if:

V, > (S, — 25,). (2.6)

In addition, the contact area S, can be generically expressed as a function of the
total surface area S,: 2S. = (1 — «)S), where « is a numerical factor that depends
on the protuberance shape. This factor a ranges from 0 to 1 for flat to distinct
protuberances, respectively. For instance for an equilateral triangle protuberance,
a = 1/3. Let 1, be an apparent radius, defined by V},/S,. Finally, P is segmented
as ice if:

Tp

Accordingly, the segmentation parameter r thus enforces the minimum radius of
protuberances preserved on the segmented object.
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2.3.2.3 Minimization of the energy: graph-cut approach

The energy functional defined in Equation (2.5) has to be minimized to find the
optimal segmentation. For this purpose, the optimization of binary energy via
graph cut is well suited |Boykov et al., 2001]. This method consists in transforming
the binary energy optimization problem into the problem of finding an optimal
cut in a graph, which is solvable in polynomial time [Ford and Fulkerson, 1956].
The cut metric induced in this graph can be chosen as close as desired to the
continuous euclidean metric [Boykov and Kolmogorov, 2003] and can also be used
to compute surface area very efficiently [Lehmann et al., 2012]. Details of the graph-
cut approach can be found in the Appendix. The graph-cut algorithm developed
by Delong and Boykov [2008| that enables the segmentation of massive grids up to
4003 voxels on a personal computer was used. Since segmentation is a local process
at the scale of a snow grain, it was possible to apply a “divide and conquer” (D&C)
algorithm (segmentation on smaller overlapping sub-volumes) in order to segment
large images (~10002 voxels) in about 10 hours on a personal computer (4 processors

2.7 GHz, 6 Gb RAM memory).

2.4 Results

The absence of ground truth, i.e., the absence of prior knowledge of the optimal
binarization result, makes the comparison of different segmentation techniques diffi-
cult. Thus, the accuracy and the behavior of the energy-based segmentation is first
tested on a reference artificial image: the 2D Koch flake. Then, the technique is
applied on pCT snow images and 3D results are shown. Results of the energy-based
and threshold-based segmentations are compared, and the accuracy of the energy-
based segmentation is indirectly checked on global structural parameters (density

and SSA).

2.4.1 Segmentation of a reference 2D image

The Koch flake (Figure 2.6) is chosen as a reference for its multiscale properties
[Mandelbrot, 1982 that can grossly mimic the structure of certain types of snow.
By varying the number of iterations in the fractal construction, the scale of the
smallest detail on the flake can be freely set, and the exact perimeter length and
surface area can be theoretically computed. First, the discretization of the Koch
flake into a pixel binary image is discussed. Then, this binary image is artificially
degraded to reproduce the imperfect pCT output image. Finally, the energy-based
segmentation method is applied on the degraded image and its accuracy is examined.

2.4.1.1 Discretization artefact

The flake is discretized into a binary image of size 500% pixels: the value of each
pixel was set to 1 or 0 according to whether the pixel center is inside or outside
the closed Koch curve, respectively. Figure 2.7 shows measurements of the area
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Figure 2.6: Koch flake with 4 iterations (5002 pixels). At each iteration, a smaller
triangle is added in the middle of all perimeter segments.
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Figure 2.7: Measurement of area and perimeter of the discretized Koch flake as
a function of the number of iterations in the fractal construction (see
Figure 2.6).
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and the perimeter (computed with the graph-cut approach: see Appendix) of the
discretized Koch flake as a function of the iteration number in the construction of
the fractal object. The measured area corresponds well to the theoretical value. The
measured perimeter, however, differs more and more from the theoretical value when
the number of iterations increases, i.e., when the length of the elementary segment of
the Koch curve becomes small compared to the pixel size. Typically, the perimeter
measurement remains consistent with the theoretical value, with an uncertainty of
10%, for objects whose details are larger than about 4 pixels. For smaller details,
discretization artefacts become significant; in this case, the pixel discretization and
the graph cut length calculation are not precise enough to correctly reproduce the
flake contour length. In the following, the Koch flake with 4 iterations, which
presents smallest details of side-length equal to 4 pixels and whose contour length
can be regarded as correctly reproduced, is considered as the reference object.

2.4.1.2 Input images for the segmentation algorithm

The discretized Koch flake with 4 iterations was then blurred with a Gaussian filter
of standard deviation equal to 1.5 pixels in order to reproduce the fuzzy transition
between two materials (blurred image). Then, two synthetic images were created
by adding different types of noise to the blurred image. On the first one (CT noise
image), noise derived from a CT-scan of an empty sample was added to the blurred
image, in order to mimic puCT noise as close as possible (Figure 2.8). On the other
one (Gaussian noise image), uncorrelated Gaussian noise was added. Both additive
noises were scaled so that their standard deviations are equal to 20% of the contrast
between the two materials, as in our snow puCT images. Note that the specific
surface area of the Koch flake expressed in pixels is relatively small compared to
that of the scanned snow grains since the center of the Koch flake is massive. Thus,
only a small number of transition pixels are present, as revealed by the grayscale
histogram (Figure 2.8).

2.4.1.3 Segmentation artefact

The energy-based segmentation algorithm was applied to the initial image and the
degraded images (blurred, CT noise and Gaussian images) for various values of the
parameter r. Note that the blurring of the initial image irreversibly affects details of
the Koch flake which therefore cannot be recovered by any segmentation technique.
Hence, the segmentation of the CT and Gaussian noisy images is expected to be, at
best, as good as the segmentation of the blurred image.

Figure 2.9 shows the number of pixels that are wrongly segmented compared to
the reference Koch flake image, as a function of the segmentation parameter r. For
both noisy images, the lowest number of wrongly labeled pixels (equal to 0.84% of
the total number of pixels with the CT noise and 0.66% with Gaussian noise) is
obtained with r» = 0.4 pixel. As explained above (see Equation 2.7), r controls the
apparent radius of surface protuberances deleted by the segmentation. The optimal
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Figure 2.8: Koch flake blurred with a smoothing filter (o5 = 1.5 pixels) and de-
graded with noise extracted from an empty CT-scan. The CT-scan
noise presents circular spatial correlations due to the data acquisition
procedure.

value of r is obtained when protuberances induced by noise are deleted, but as
few object details as possible are smoothed. Therefore, the optimal value of r can
be regarded as corresponding to the typical length of noise-induced protuberances.
Globally, the segmentation result is more accurate on the image with Gaussian noise,
which can be attributed to the effect of spatial correlations of the pCT noise that
tends to hinder the efficiency of the non-local segmentation energy term (Ej).

Figure 2.9 also shows how the perimeter length of the segmented object varies
with r. As expected, when r increases, the perimeter becomes smoother and its
length decreases. Two regimes can be distinguished: (1) For small values of r, the
perimeter length strongly decreases with r. Due to noise, the length computed with
r = 0 is highly overestimated. In this regime, smoothing induced by F; affects small
details that are due to noise, but not real details of the image. (2) For larger values
of r, the computed perimeter length decreases more slowly with r, and with a quasi
constant slope. In this regime, the smoothing induced by FE; affects real details
of the object. This is indicated by the fact that the computed perimeter length
on the images without noise (initial and blurred images) also clearly decreases in
this regime. Interestingly, the perimeter decrease rates with r for the noisy images
and the blurred image are almost equal, and presumably linked to the multiscale
property of the segmented object. Note that for very large values of r, the smoothing
is so strong that there are almost no more differences between the result obtained
from the four images (Figure 2.9).

Interestingly, we observe that the segmentation with the smallest number of
wrong segmented pixels is obtained at the transition between the two previously
described regimes, i.e., when most artificial details induced noise are smoothed out.
We also note that the best segmentation is not able to recover the exact Koch flake:
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Figure 2.9: Accuracy of the segmentation on the Koch flake image as a function of
the parameter r. The reference perimeter is the perimeter measured
on the discretized flake with 4 iterations (Figure 2.7).

about 1% of the total number of pixels are wrongly segmented and the perimeter
length is underestimated by 20% compared to the perimeter length computed di-
rectly on the initial image. As already explained, this discrepancy is mainly due to
the application of blur, which leads to an irrecoverable loss of the smallest details
in the image. It is thus satisfactory to observe that the perimeter length recovered
by the best segmentation on the noisy images is almost equal to that obtained with
the best segmentation (r = 0) on the blurred image.

2.4.2 Segmentation of snow 3D images

The energy-based segmentation algorithm is now applied on the snow samples de-
scribed previously (Table 2.1) for various values of segmentation parameter r. Ex-
amples of segmented slices (Figure 2.10) and segmented volumes (Figure 2.11),
qualitatively illustrate the effect of the parameter r on the segmented object. It
is clearly observed that when r increases, the segmented snow becomes smoother
and smoother. The effect of r is all the more evident for snow presenting a high
SSA value (sample D).

In the following, we first investigate how the segmentation parameter affects
structural variables such as density and specific surface area (Figure 2.12). Then,
the results obtained for similar snow samples scanned with different resolutions
are compared. Finally, the energy-based segmentation results are compared to the
threshold-based segmentation results.

2.4.2.1 Evolution with parameter r

As shown in Figure 2.12a, the density of the segmented object is almost constant
with r. The slight decrease observed is due to the fact that the snow structure is



3)

«
<

Material published in Journal of Glaciology (201

2.4. Results 59

Figure 2.10: Segmentation for different snow samples (A, D and D7m from left to
right) and parameter r (0.75, 2.0 and 4.0 voxel from top to bottom).
The segmentation is computed on a 3D volume. As a consequence,
the segmentation presented on these 2D sub-slices (500 pixels) may
be affected by neighboring slices.



Material published in Journal of Glaciology (2013)

Chapter 2. Energy-based binary segmentation of snow
60 microtomographic images

wuw gy

I Concave
I Convex

Figure 2.11: Segmentation for different snow samples (A on the left and D7m
on the right) and parameter r (from top to bottom 0.75, 2.0 and
4.0 voxel). The segmentation are presented on subvolumes (5003
voxels) of the whole images (1000% voxels) and may be affected by
neighboring slices. The surface was colored according to its curvature
to emphasize the smallest structure details.
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generally convex and accounting for Eg in the segmentation energy tends to erode
convex zones. The density variations are also slightly larger for small snow grains
(samples D, D7m) since their details are more affected by smoothing induced by FEj
(Figure 2.10).

SSA, on the contrary, is more sensitive to the segmentation parameter r (Figure
2.12b). As for the Koch flake, two regimes can be distinguished. For very low values
of r [0-10 pm], the SSA decreases rapidly when 7 increases. Similarly as for the
synthetic images, this regime probably corresponds to the progressive smoothing of
the noise on the interface. For larger values of r [10-40 pum|, the SSA decreases much
slower with r. For sample A composed of a melt-refrozen crust, there is actually
almost no variation of the SSA with r in this regime, which can be related to the fact
that the interface is already naturally smooth at these scales. For samples B and D,
the SSA continuously decreases with r with an almost constant slope, because the
real details of the snow structure contributing to the overall SSA are progressively
smoothed out. This behavior is a clear indication of the multiscale characteristics of
these types of snow: the wide size distribution of the details impacts the SSA when
computed at different scales.

Hence, when the scale of noise is clearly separated from the detail scale as on
sample A, the segmentation parameter can be almost indifferently taken in the
range [10-40 pum|. When these two scales are not clearly separated, the optimal
choice for r is more difficult. The best segmentation is obtained when most of the
noise is smoothed out, but the snow details are optimally preserved. According to
the analysis of the Koch flake, we can assume that the best segmentation parameter
is obtained at the transition between the two described regimes, i.e. when the SSA
starts to vary slowly with r. In the presented images, this optimal value corresponds
tor ~ 10—15pum, i.e. » ~ 1—1.5 voxel. As expected, choosing a value of r less than
this optimal value amounts to trying to extract artificial information from the image
and to amplifying the influence of the noise. In our case, finding an optimal value
on the order of the voxel size indicates that the tomograph settings are optimal.

2.4.2.2 Influence of image resolution

Segmentation results can be compared for the pairs of images B and B7m, and
D and D7m, which were obtained using different resolutions (9.2 pm and 7.6 pm,
respectively). For both density and SSA, the segmentation results are globally
consistent with each other for all values of r larger than the highest resolution (Figure
2.12). We recall that, even if they are extracted from the same sample, the volumes
scanned at different resolutions are not exactly the same. This might explain the
small density and SSA differences observed. The agreement observed for both pairs
of images constitutes a clear validation of the robustness of the presented method.
The parameter r can be regarded as the effective resolution of the segmented image.
For images B and B7m, both SSA and density remain independent of r even for
values less than 9.2 pm. This indicates that, in this case, both resolution values
are sufficient to capture the details of the tested snow type. On the contrary, for
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images D and D7m, the SSA values tend to show a difference that increases when
r decreases below 9.2 ym. This can be attributed to the influence of snow details
smaller than the image resolution whose existence is expected for this type of snow
with a high SSA value. The observed difference can also be enhanced by the slightly
poorer quality of the D7m scan where the noise-to-signal ratio is larger.

2.4.2.3 Comparison with threshold-based segmentation

Globally, as shown in Figure 2.12c¢, the number of voxels differing between both
segmentation techniques always remains relatively small (1-5%). In detail, this
number slightly depends on the considered image.

Concerning the density, it can be argued that good agreement between both seg-
mentation techniques is found for all tested images (Figure 2.12a). The differences
observed on Figure 2.12a can actually be attributed to the uncertainty inherent to
the segmentation technique. For instance, a detailed investigation conducted on
image A revealed that the differences between both techniques is essentially due to
systematic variations of about one voxel in the position of the ice/background inter-
face (Figure 2.13). Given the typical size of the fuzzy transition between materials
in our image, such variations of one voxel can be due to slight differences in the
chosen thresholds and can be regarded as measurement uncertainties. Due to the
connectivity test, some snow grains also tend to be deleted in the threshold-based
segmentation (Figure 2.13), but their effect on the overall density remains negligible.
Finally, it can also be noted that the density values measured in the field (Table 2.1)
are in reasonable agreement with the values derived from the binary images, con-
sidering once again the measurement uncertainties, and the representativity issues
linked to the small size of the scanned samples.

Concerning SSA, we also observe a good agreement between the values derived
from the threshold-based segmentation and those obtained from the energy-based
segmentation, in particular when the parameter r is on the order of the image
resolution (Figure 2.12b). This comparison reveals that the effective resolution
associated with the threshold-based segmentation is actually close to the image
resolution. Note that the apparently large difference in SSA values yielded by the
threshold-based segmentation for images D and D7m, is actually essentially due to
the difference in the obtained densities and not in the obtained surface areas (Figure
2.12a).

In conclusion both energy-based and threshold-based segmentation have been
shown to produce essentially identical results, which can be considered as a cross
validation of the two techniques. Nevertheless, the threshold-based technique ap-
pears less robust since, in particular, different density values are obtained for the
same samples scanned at different resolutions. The greater robustness of the energy-
based technique is promoted by the fact that the segmentation parameters are au-
tomatically derived from the histogram analysis, and not subjectively chosen as in
the threshold-based segmentation. This robustness is also enhanced by the greater
flexibility offered by the use of smooth proximity functions instead of fixed threshold
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Figure 2.12: Evolution of segmentation results as a function of the segmentation
parameter r. Figures (a) and (b) show the evolution of density and
specific surface area as a function of r, respectively. Density and SSA
values obtained from the threshold-based segmentation are indicated
on the right axis. Figure (c) shows the proportion of voxels that differ
between the energy-based and the threshold-based segmentations.
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Figure 2.13: Differences between the threshold-based segmentation and the
energy-based segmentation computed for r = 2.0 voxels on a slice
of sample A (500% pixels). The grain indicated with the arrow was
disconnected from the overall snow structure by the threshold-based
technique and deleted by the connectivity test. Almost no blue pixel,
which is segmented as ice only with the threshold-based method, is
visible on the figure. On the threshold-based segmented image of
sample A, a one voxel dilation increases the computed density from
278 kg m™3 to 294 kg m™3, a value close to that obtained with the
energy-based segmentation (Figure 2.12a).

values that separates voxels regardless of the grayscale difference between them.

2.5 Conclusion and discussion

We successfully applied an energy-based segmentation with a graph-cut minimiza-
tion technique, to snow microtomographic images. The segmentation criteria are
chosen according to our prior knowledge of the snow microstructure. In particular,
a spatial regularization term, that penalizes large interface area, has been intro-
duced to account for the sintering effect that naturally tends to reduce snow surface
energy.

Our approach has first been shown to produce accurate results on a synthetic
image, the Koch flake. Then, the energy-based segmentation was successfully ap-
plied on microtomographic images of snow and compared to the threshold-based
segmentation. In the absence of ground truth on snow images, it is difficult to
conclude about the absolute quality of the obtained segmentations. However, both
methods produced similar results. The main advantages of our approach compared
to the threshold-based segmentation can be summarized as follows:

1. All segmentation parameters (intensity peaks, noise amplitude, ...), except the
relative weight of the surface area term r, are automatically determined from



2.5. Conclusion and discussion 65

the histogram analysis in which both noise and fuzzy transition are considered.
Thus, the approach is reproducible and does not involve subjective choices.

2. The method benefits from local spatial information: voxels are segmented ac-
cording to their local gray value but also such as to minimize the ice /background
interface, which is physically meaningful. The segmentation parameter r is for-
mally linked to the local smoothness of the segmented object. It clearly defines
the effective resolution of the final binary image.

3. With the energy formalism and the global optimization via graph-cut, all cri-
teria and available information are treated simultaneously in the segmentation
process, which leads to enhanced robustness. In the threshold-based segmen-
tation, the image processing is sequential. At each step, the “working” image
is modified and some information might be lost.

The density of the segmented image has be shown to be almost independent of
the parameter . Thus, density values are essentially governed by the volumetric
term in the segmentation energy. As a consequence, an a priori knowledge of the
density might be added in the segmentation process. This can be done by adding
this constraint to the histogram analysis phase, and adjusting the values of gy,
tice and pepr. In our case, such an addition of prior information was not considered
since the density field measurements cannot be regarded as representative for the
small scanned snow samples.

The choice of the segmentation parameter value r is not automatic and should be
made according to the image quality. As shown previously, the best segmentation,
i.e. the segmentation that preserves the smallest snow details while deleting most
of noise-induced protuberances, is obtained when the computed SSA starts to vary
slowly with r (r ~ 1 — 1.5 voxel, here). The dependence of the computed SSA value
on the effective resolution r also points out two important considerations: (1) if
they are not carefully smoothed out, noise induced protuberances can significantly
contribute to the overall SSA, which will then be overestimated; (2) for snow with
structure details on the order of the voxel size, as fresh snow, the SSA value cannot
be measured independently of the used resolution.

In addition, the choice of r should also depend on the subsequent use of the
binary image. For analyzes that are not affected by small structural details, the ef-
fective resolution r of the binary image can be chosen larger than the optimal value
defined above. For instance, for mechanical analysis with finite or discrete elements,
the segmentation should correctly reproduce the grain connectivity while modeling
the grain shapes with the fewest elements as possible. Usually, the downscaling of
the 3D image of snow is performed by merging voxels in the binary image. This
downscaling leads to a threshold uncertainty when exactly half of the subvoxels
belong to ice or to the background. The downscaled image is therefore grid depen-
dent. The energy-based segmentation presented here has the advantage of enabling
the effective downscaling of the 3D representation of snow to a chosen resolution
represented by the segmentation parameter r, without any grid artefact.
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2.A Appendix

In this appendix, the implementation of the segmentation energy and its optimiza-
tion via graph cut is detailed.

2.A.1 Link between graphs and binary energy

Graph cut can be used to minimize binary energies. A binary energy is a function of a
finite set of binary variables. For instance, the segmentation energy defined in Equa-
tion (2.5) is a binary energy whose binary variables are the label ice/background of
each voxel. Let G =< V, & > be a graph defined with a set of nodes V and a set of
undirected edges £ that connect the nodes. The set of nodes contains two special
nodes: the source s and the sink ¢. They are called terminal nodes (t-nodes). The
rest of the nodes P are non-terminal nodes (n-nodes), so that V = {s,t} UP. Each
edge (p,q) between node p and ¢ has a non negative weight wp,. A cut C' between
the source and the sink is a partitioning of the nodes into two disjoint subsets & and
T such that sisin S and ¢ is in T (see Figure 2.14). The cost of a cut C, denoted
Lg(C), is the sum of the weights of edges (p, q) such that p € S and ¢ € T

Lg(C) = prt + Zwsq + Z Wpq- (2.8)

peES q€T (p, @) ESXT

Let us define the binary variable L,(C) associated to each non-terminal node p as
L,(C)=1ifpe S, 0 else. Denoting wg, = P1(p), wpr = Po(p) and wypq = Vpq, we
have
Lg(C) =Y ((1=Ly)- Po(p) + Ly Pi(p)) + D> I1,r, Vg (2.9)
P (p.9)

where I is the indicator function. Thus, a cut in a graph can be directly associated
to a binary energy function composed of a local term (P, P;) and a pair interaction
potential V. Finding the minimum cut, i.e. the cut with the minimum cost among
all cuts, is therefore equivalent to finding the associated energy minimum.

2.A.2 Measurement of binary object surface area with graphs

According to Equation (2.9), the segmentation energy associated to the local inten-
sity model can be directly translated into the graph by correctly setting the edge
weights with the terminal nodes. Translating the surface area in terms of edges
weight is more complex and requires being capable to relate lengths to the pair
interaction potential V,,. Boykov and Kolmogorov [2003] first formalized the link
between graph cut and length calculation using the Cauchy-Crofton formula. In
two dimensions, the Cauchy-Crofton formula relates the euclidean length of a curve
|C|e to the number n, of intersects with all straight lines in R?:

2Cs = /ncd[, (2.10)
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source

Figure 2.14: A cut in graph. The non terminal nodes corresponding to each pixel
are represented by gray circles. Taken from [Boykov and Kolmogorov,
2004].

with dL a proper “measure” of the lines subset. This formula can be discretized to
provide an approximate length measurements. For example, in Figure 2.15, only four
types of lines directed by a certain neighborhood system are considered: vertical,
horizontal and £45° diagonal lines. The contour of the segmented object intersects
one of these lines when it disconnects two nodes linked by these lines. The edge
weight associated to each of these lines can thus be set according to the discretized
version of Cauchy-Crofton formula that uses the Voronoi segmentation of the unit
sphere [Danek and Matula, 2011a,b|. In Figure 2.15, the edge weights associated to
a 2D example neighborhood system are shown. The neighborhood system used in
this work on 3D images is composed of the 26 first neighbors. Note that computing
lengths via the graph-cut approach is consistent with the voxel projection approach
[Flin et al., 2011] and that it provides a very fast (about two minutes for a 10003
voxels image on a personal computer; 4x2.7 GHz and 6 Gb RAM) and accurate
way to compute the surface area of a binary object [Lehmann et al., 2012, Liu et al.,
2010].

2.A.3 Minimization algorithm

Finding the minimal cut can be solved by finding a maximum flow from the source
to the sink, which is a problem solvable in polynomial time [Ford and Fulkerson,
1956]. This proposition is called the “Min-cut / Max-flow” theorem |Ford and Fulk-
erson, 1956]. The maximum flow between s and ¢ can be imagined as the maximum
flood of water that goes through the graph using the edges as pipes with a lim-
ited capacity (the weights). Finding the maximum flow of water is equivalent to
finding the “limiting pipes”. There exist several polynomial algorithms to solve the
min-cut/max-flow problem. The main limitation of these algorithms is the memory
usage. Currently, the initial image resulting from a microtomographic scan is very
large (>1000% voxels). The corresponding graph is composed of n = 10003 + 2 nodes
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Figure 2.15: Graph cut method to compute a length (2D case).

and about 13n edges, and requires more than 200 Gb of memory with usual min-
cut/max-flow algorithms (BK2.2 , [Boykov and Kolmogorov, 2004]). This amount
of RAM is not available on a personal computer. The exact optimal segmenta-
tion on such huge image is therefore not computable easily. The scalable graph-cut
algorithm developed by Delong and Boykov [2008] uses the grid structure of the
graph to optimize the memory usage. We use an adapted version of their algorithm
(freely available for research purposes on http://vision.csd.uwo.ca/code/) that en-
ables the segmentation of massive grids up to 400% voxels on a personal computer
(6 Gb RAM). It is still not large enough to compute a global optimum on the whole
image. However, segmentation is a regional process with relatively small boundary
effects. The initial image was thus divided in small overlapping sub-volumes on
which the segmentation algorithm is applied.






CHAPTER 3

Evaluation of the accuracy of the
specific surface area
measurements obtained from
microtomographic data

Abstract Microtomography measures the X-ray attenuation coefficient in a 3D volume
of snow with a high spatial resolution of a few microns. In order to provide quantitative
characteristics of the microstructure such as the specific surface area, the grayscale image
first needs to be segmented into a binary image ice/background, which inevitably biases
the subsequent microstructure characterization. The surface area of the binary image is
then approximated via numerical algorithms, which influence the computed specific surface
area value. In this study, the effect of numerical processing of microtomographic images
on density and specific surface area is evaluated based on a set of 38 X-ray attenuation
images of snow without impregnation and commonly used image processing techniques. It
is shown that the variability of microstructure characteristics due to numerical processing
can be limited to the same order of the one due to the spatial variability observed within one
snow layer. However, some techniques used to determine the segmentation threshold (local
minimum) or the surface area on the binary image (marching cubes) introduce a systematic
bias in the computation of density and specific surface area and are not recommended.
Moreover, it is recalled that the computed surface area value is dependent on the effective
resolution of the image and may thus not account for essential small structural details.
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3.1 Introduction

The specific surface area (SSA) of snow is defined as the area S of the ice-air interface
per unit mass M, i.e. SSA = S/M expressed in m? kg~!. It is an essential variable
for the modeling of the physical and chemical properties of snow because it is an
indicator of potential exchanges with the surrounding environment. For instance,
SSA can be used to predict snow electromagnetic characteristics such as light scat-
tering and absorption (albedo in the near infrared) |e.g. Flanner and Zender, 2006,
Warren, 1982] or microwave behavior |e.g. Brucker et al., 2011|. SSA variations are
driven buy snow metamorphism [e.g. Domine et al., 2007, Flin et al., 2004]. Precise
knowledge of this quantity is required for many applications such as cold regions
hydrology, predicting the role of snow in the regional /global climate system, optical
and microwave remote sensing, snow chemistry, etc.

SSA can also be used to define the equivalent spherical radius as 7¢g = 3/(pice ¥
SSA) with pjce the density of ice. The equivalent spherical radius somehow defines
a “grain size”. However, in practice, the generic term “grain size” can refer to other
definitions such as the optical radius, i.e. the radius of a collection of spheres with
the same infrared albedo as the one of the snow microstructure [Warren, 1982],
the diameter of individual particles detached from the snowpack [Fierz et al., 2009]
or the size of single snow crystals [Riche et al., 2012| etc. In the last decade,
many field and laboratory instruments were developed by different research groups
to measure grain size. Because of the co-existence of different methods (optical,
gas adsorption, tomography, stereology) and inconsistent definitions of grain size,
an intercomparison of different grain size measurement methods was organized by
the International Association of Cryospheric Sciences (IACS) working group "From
quantitative stratigraphy to microstructure-based modeling of snow". One of the
main objectives of the intercomparison is to discuss about the accuracy, compara-
bility and quality of existing measurement methods.

In the context of this workshop, the focus of the present study is on the mea-
surement of SSA, which can refer to a certain “grain size” as shown above, derived
from microtomographic data. Microtomography measures the X-ray attenuation co-
efficient in a three-dimensional (3D) volume with a high spatial resolution of a few
microns. The resulting 3D grayscale image is an approximate representation of the
microstructure because of scatter and noise inherent to the measurement procedure,
and does not provide directly quantitative characteristics of the microstructure such
as the SSA. In practice, the grayscale image needs to be segmented into a binary
image ice/background. This step called binary segmentation inevitably biases the
subsequent microstructure characterization, especially when the tomograph resolu-
tion is close to the typical size of microstructural details. The way the surface area of
the ice-air interface is computed on the binary image also affects the SSA estimation.
Here we investigate the impact of binary segmentation and surface area calculation
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on the computed SSA, in order to provide guidelines for using SSA values derived
from microtomographic data.

Comparative studies of image processing of images obtained via X-ray microto-
mography have already listed the performance of several segmentation methods with
respect to a certain quality measure |e.g. Tassonov et al., 2009, Kaestner et al., 2008,
Schliiter and Sheppard, 2014|. These studies emphasize the importance of using lo-
cal image information such as spatial correlation to perform suitable segmentations
and highlight the high performance of Bayesian Markov random field segmentation
[Berthod et al., 1996|, which find the segmentation with minimum boundary surface
that at the same time respects the gray value data in the best possible way. How-
ever, none of the mentioned studies were interested in snow which exhibits specific
features such as its natural tendency to minimize its surface energy along with snow
metamorphism [e.g. Flin et al., 2003, Vetter et al., 2010]. Moreover, the focus was
on relative volumetric material content and less attention was paid to the surface
area of the segmented object. Hagenmuller et al. [2013b] applied an energy-based
segmentation method (same principle as the Bayesian Markov random field segmen-
tation but with a different optimization technique) on images of impregnated snow
samples, which are three-phase material (impregnation product, ice and residual air
bubbles) and compared it to a segmentation method based on global thresholding.
The energy-based method takes advantage of the knowledge that the surface energy
of snow reduces because of metamorphism, is shown to be accurate on a synthetic
grayscale mage. However the set of snow microtomographic images used by Hagen-
muller et al. [2013b] was limited to impregnated samples and to a few different snow
types only. Moreover, no independent SSA measurements were available to provide
a reference or at least a comparison. Here, the flexible energy-based segmentation
method was adapted to two-phase images (air-ice) and applied to 38 images on
which SSA measurements were conducted with independent instruments.

First, the sampling and X-ray measurement procedures to obtain grayscale im-
ages are described. Attention is paid to the fact that the parameters used for binary
segmentation also depend on the scanned sample and not only on the setup of X-ray
source. Second, two different approaches of binary segmentation are presented. The
first one is commonly used in the snow community and consists of a sequence of
filters: Gaussian smoothing, global thresholding and morphological filtering. The
second one is based on the minimization of a segmentation energy. Third, different
methods to compute surface area from binary image are presented. Finally, the
different methods of binary segmentation and area computation are applied to the
microtomographic images and the results are compared to provide an estimation
of the scatter of SSA measurements due to numerical processing of the grayscale
image.
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3.2 Material and methods

3.2.1 Data set

Snow sampling, preparation and scanning were conducted by M. Matzl in the WSL-
institute for snow and avalanche research (SLF), Davos, Switzerland, during the
Snow Grain Size Workshop in March 2014.

Sampling Thirteen snow blocks of apparently homogeneous snow were collected
in the field or prepared in a cold laboratory. These blocks span different snow types
(decomposing and fragmented snow, rounded grains, faceted crystals and depth
hoar, Figure 3.1). Smaller specimens were taken out of these blocks to conduct
grain size measurements with different instruments. Two snow cylinders of radius
35 mm and height of 60 mm and one snow cylinder of radius 20 mm and 60 mm
height were extruded from each block to perform microtomographic measurements.

X-ray scanning The grayscale images were obtained with a commercial micro-
computer tomograph (Scanco Medical pCT40) with a X-ray source set to an energy
of 55 keV. The two samples with a radius of 37 mm were scanned with a resolution
of 18 pm and the smaller sample with a resolution of 10 ym. To avoid edge effects
a sub image of size about 1000® voxels was extracted from each image. In the fol-
lowing, the images corresponding to a resolution 18 pm are identified by the suffixes
“s1” and “s2”, the 10 pm by “l0Omicron”. The prefix (e.g. A5, M2-2, see Figure
3.1) denotes the snow block out of which the scanned samples were extruded. The
output of the tomograph is a 3D grayscale image with values encoded as unsigned
short integer in the range [0,65535] (Figure 3.2). The grayscale value quantifies the
X-ray attenuation coefficient.

Images artefacts Asshown in Figure 3.2, air and ice can be distinguished by their
respective attenuation coefficient, i.e. by their grayscale value or intensity. However,
the grayscale distributions in ice and air are not completely disjoint, which leads
to indeterminate voxels whose gray value does not directly indicate whether they
correspond to air or ice. This indetermination can be attributed to noise and to
the fuzzy transition between air and ice, and makes the binary segmentation not
straightforward.

Figure 3.3 shows the grayscale distributions for all images. The exact position of
the attenuation peaks and the scatter around the peaks depend on the resolution and
on the sample. Slight differences are also observed between the grayscale distribution
of the two images of the same snow block scanned with the same resolution. Hence,
it is unclear whether binary segmentation parameters “optimized” for one image can
be systematically used to segment other images even of the same sample with the
same resolution. For instance, the temperature of the X-ray source operating in a
cold room at —15°C, may increase during successive scans and slightly change the
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Figure 3.1: The different snow types and microstructural patterns used in this
study. The 3D images shown have a side-length of 3 mm and corre-
spond to a subset of the images analysed in the present study.
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Figure 3.2: Grayscale image (4002 pixels) representing the X-ray attenuation co-
efficient and its corresponding grayscale histogram. The 2D slice is
extracted from image G2-sl. The image exhibits two materials: air
(dark gray) and ice (light gray). The contour of ice resulting from
binary segmentation is plotted in red. The zoom box (top right) was
enlarged eight times to emphasize the fuzzy transition between air and
ice.

measured attenuation of ice and air. Therefore, it may be necessary to determine
the segmentation parameters on each image independently.

3.2.2 Segmentation methods

In this section, two binary segmentation methods are presented. First, the common
method based on global thresholding combined with denoising and morphological
filter is described. This method is hereafter referred to as sequential filtering. Then
a method based on the minimization of a segmentation energy, referred to as energy-
based segmentation, is presented.

3.2.2.1 Sequential filtering

Sequential filtering is commonly used in the snow community to segment grayscale
microtomographic images because it is simple and fast and is implemented in pack-
ages of many different programming languages. It consists of a sequence of denois-
ing, global thresholding and post-processing. We refer to this method as sequential
filtering because the input of each step is the output of the previous step.

Denoising with Gaussian filter There exist numerous filters to remove noise
from images, the most common being Gaussian filter, median filter, anisotropic dif-
fusion filter and total variation filter [Schliiter and Sheppard, 2014]. The objective



3.2. Material and methods é

40 I I 1 A
5 —
: B5 — _
% c4 —
<t D5 —
s 30T D52—
g 25}
®
o 20F
g
S 15|
=
8 10}
O
5W
O | TS —
30000 35000 40000 45000 50000

Intensity (arbitrary units)

Figure 3.3: Grayscale distributions for all images. The solid lines and dashed lines
respectively represent the distributions for the images scanned with the
resolution 10 pm and 18 pm. The grayscale distribution is computed
on 1000 bins of homogeneous size in the intensity range [30000, 50000]
(arbitrary units).

of denoising is to smooth intensity variations in homogeneous zones (i.e. charac-
terized by low-intensity gradient) while preserving sharp variations of intensity in
the transitions between materials (i.e. characterized by high-intensity gradient). In
the snow community, the most popular denoising filter is the Gaussian filter [e.g.
Kerbrat et al., 2008, Lomonaco et al., 2011, Schleef and Lowe, 2013, Theile et al.,
2009]. Gaussian filtering consists in convoluting an image with a Gaussian kernel
N (u, o) defined as:

2
N0 D) =~ exo (—%) (3.1)
with a mean p = 0 and a positive standard deviation o. The support of the Gaussian
kernel can be truncated (here to [40|) to speed up the calculations. This filter is
very efficient to smooth homogeneous zones. However it fails to preserve sharp
features in the image by indifferently smoothing low-intensity and high-intensity
gradient zones, which therefore reduces the effective resolution of the image. The
effect of the standard deviation of the Gaussian filter on the final segmented image
is evaluated in section 3.3.2.2.

Global thresholding After the denoising step, a global threshold T is chosen for
the entire image and the voxels are classified as air or ice whether their grayscale
value is smaller or greater than the threshold value. The choice of the threshold
is based on the grayscale histogram without considering how the grayscale values
are spatially distributed. Different methods exist and an exhaustive review can be
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found in Sezgin and Sankur [2004]. Here the focus in on common methods used in
the snow community: local minimum (1), Otsu’s method (2) and mixture modeling

(3)-

1. Local minimum: One extremely simple way to obtain a suitable threshold is to
determine the attenuation peaks of ice and air and then find the local minimum
in the valley between them (Figure 3.3) |e.g. Flin, 2004, Heggli et al., 2009,
Pinzer et al., 2012]. However, the histogram may be noisy, resulting in several
local maxima and minima, which makes this simple method inapplicable. It
can also appear that, in some cases, the attenuation peaks of ice and air are
too close, which creates a unimodal histogram without any valley [e.g. Kerbrat
et al., 2008]. Moreover, the local minimum is generally affected by the height
of the attenuation peaks: the less ice is in the image, the closer to the ice
attenuation peak the local minimum is. The threshold obtained with this
method is denoted Ty in the following.

2. Otsu’s method: Another popular method, first introduced by Otsu [1975], is
to find the threshold that minimizes the within-class variance o, defined as
0'3) = nai,«agir + niceafce with g, Nice the numbers of voxels classified as air
and ice respectively, and o4, 0jce the standard deviations of the grayscale
value in each segmented class, respectively. This method is generic and does
not require any assumption on the grayscale distribution. However, this is
also a drawback of the method: in practice the knowledge of the origin of the
image artefacts can explain the grayscale distribution and this information can
help to find the optimal threshold. The threshold obtained with this method
is denoted T, in the following.

3. Mixture modeling: The classification error induced by the thresholding can be
also minimized by assuming that each class is Gaussian-distributed. Different
methods can be considered to decompose the grayscale histogram in a sum of
grayscale distributions:

e The grayscale histogram of the image masked on high-intensity gradient
can be perfectly decomposed with the sum of two Gaussian distributions
N centered in pg and pice and with the same standard deviation o
(Figure 3.4a). The mask on high-intensity gradient enables to mask the
fuzzy transition between ice and air. Therefore on the masked histogram,
the scatter around the peak attenuation can be attributed only to noise
which appears to be Gaussian distributed. Assuming that the atten-
uation coefficient in the transition between air and ice is the weighted
sum of the attenuation of air and ice linearly weighted by the mate-
rial proportion, the optimal threshold value derived from this method is
Task = (Niee + Nair)/z Note that the ratio Qnoise = O'/(,Uice - ,Uair)
quantitatively estimates the quality of the grayscale image regarding the
noise artefacts. Masking the grayscale image on high-intensity gradient



3.2. Material and methods 79

zones is time consuming and not straightforward in existing segmentation
softwares. Moreover, in case of a very thin ice matrix, homogeneous ice
zones are almost inexistent.

e Kerbrat et al. [2008] directly fitted the sum of two Gaussian distributions
on the complete grayscale histogram (Figure 3.4b). Note that the partial
volume effect at the transition between materials changes the position
of the fitted distribution and the agreement between the fit and the his-
togram is lower. The threshold defined as the mean of the center of the
Gaussian distribution obtained with this fit is denoted Tierprar-

e Hagenmuller et al. [2013b] fitted the sum of three Gaussian distributions
to take into account the fuzzy transition between materials. They ad-
justed the parameters (Agir, Aices Hair, ice, ©) SO that the function

F = Aair : N(Haira U) + Aice : N(,Uicea U) + (]— - )\air - )\ice) ' N(ﬂv /1)(32>

with 1 = (flair + tice)/2 and i = (lice — Mair)/4, fits the grayscale
distribution. The distribution Agir N (fair, @)+ Nice-N (fice, ) models the
grayscale distribution in low-intensity gradient zones and the distribution
(1—=Xgir—Nice)-N (fi, ft) models the grayscale distribution in high-intensity
gradient zones. The choice i = (fice — fair)/4 is arbitrary but was found
to provide a good fit to this transition zone. The agreement of this
model with the grayscale histogram is generally very good, although no
additional free parameters was added in comparison to the two-Gaussian
distributions model (Figure 3.4c). The optimal threshold value derived
from this method is Thagen = (fice + fair) /2. Note that the value Qppyr =
1 — Aair — Aice quantitatively estimates the quality of the grayscale image
regarding the fuzzy transition artefact.

Post-processing The binary segmented image can be further corrected to erase
remaining artefacts. This can be done manually for each plane but it is time con-
suming [Flin et al., 2003]. The continuity of the ice matrix can also be used to
correct the binary image: in this case, ice zones not connected to the main structure
or to the edges of the image are identified by using a connected component labelling
algorithm and deleted [Calonne et al., 2014, Hagenmuller et al., 2013b, Schleef et al.,
2014]. Among generic and automatic post-processing methods, the morphological
operators erosion and dilation are the most popular. The combination of these op-
erators enables to delete small holes in the ice matrix or small protuberances on
the ice surface. In the present work, the sensitivity to the support size d of the
morphological filters is analysed in section 3.3.2.3 by applying closing (erosion then
dilation) and opening (dilation then erosion) filters of different sizes.

3.2.2.2 Energy-based segmentation

Energy-based segmentation methods consist in finding the optimal segmentation
according to an energy function. These methods are robust and flexible because the
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and the modeled grayscale distributions. Note that the area under the
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best segmentation is automatically found by the optimization process, according to
an energy function which can incorporate various segmentation criteria. In general,
the optimization of functions composed of billion of variables can be complex and
time consuming. However, knowing that the variables are binary and with some
restrictions on the form of the energy function, very efficient global optimization
methods can be applied. For instance, functions that involve only pair interac-
tions can be globally optimized in a very efficient way with the graph cut method
[Kolmogorov and Zabih, 2004].

The energy function E used in the present work is composed of two components:
a data fidelity term FE, and a spatial regularization term E,. The definition of F is
similar to the one proposed by Hagenmuller et al. [2013b] for the binary segmentation
of impregnated snow samples, except that the data fidelity term is, here, adapted
for the processing of air/ice images. The data fidelity term assigns penalties for
classifying a voxel to ice or air, according to its local grayscale value. Qualitatively,
it “costs” more to assign a voxel with a grayscale value close to the attenuation peak
of ice, to air instead of ice. Quantitatively, we define E,, as follows:

By(L) = v Y (L= L) - Polli) + Li- Pi(11)) (3.3)

i

where L is the segmentation label (0 for air, 1 for ice), Py is the proximity to air, and
P; the proximity to ice. This energy is scaled by the volume of one voxel v. The
proximity functions quantify how close a grayscale value is to a certain material.
They are defined with the variables adjusted by the three-Gaussian fit (equation
3.2) of the histogram as following;:

’ min (1, eN (fiqir, o) (1)) elsewhere -

Vit T > fliee
min (1, eN (pice, o) (I)) elsewhere

with e = exp(1)

The spatial regularization term E(L) is defined as r - S(L) with S(L) the sur-
face area of the segmented object L and r (r > 0), a parameter, which has the
dimension of a length. Accounting for this term in the energy leads to penalizing
large interface areas: a voxel with an intermediate gray value is segmented so that
the interface air/ice area is minimized. The parameter r assigns a relative weight
to the surface area term in the total energy function E. The segmentation param-
eter r enforces the minimum radius of protuberances preserved on the segmented
object [Hagenmuller et al., 2013b]. The regularization term minimizing the ice/air
interface is of particular interest for materials such as snow where metamorphism
naturally tends to reduce the surface and grain boundary energy. This process is
particularly effective on snow types resulting from isothermal metamorphism. For
other snow types, such as precipitation particles (PP), faceted crystals (FC) or depth
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Figure 3.5: Proximity functions obtained with equation 3.5 and the histogram fit
(equation 3.2) obtained on image G2-s1.

hoar (DH), the surface regularization term is expected to perform well in recovering
the facet shapes but may induce some rounding at facet edges, which, however, does
not significantly impact the overall specific surface area.

The sensitivity of the segmentation results to the parameter r is investigated in
Section 3.3.3.

3.2.3 Surface area computation

Flin et al. [2011] evaluated three different approaches to compute the area of the
ice-pore interface from 3D binary images: the stereological approach [e.g. Torquato,
2002], the marching cubes approach [e.g. Hildebrand et al., 1999] and the voxel pro-
jection approach [Flin et al., 2005]. Flin et al. [2011] showed that these approaches
provide globally similar results but each method has its own inherent drawbacks: the
stereological approach does not handle anisotropic structures properly, the marching
cubes tends to overestimate the surface, and the voxel projection method is highly
sensitive to image resolution. In the present work, in order to estimate if the vari-
ations of SSA due to different surface area computation approaches are significant
compared to the effect of binary segmentation, we tested three different methods to
quantify the surface area: the stereological approach, the marching cubes approach
and the Crofton approach. We did not evaluate the voxel projection method because
its implementation is sophisticated and the method is not widely spread in the snow
and material community.

Stereological approach The stereological approach consists in counting the num-
ber of interface points on linear paths along the x, y or z directions. The surface
area is twice the number of intersections times the area of a voxel face. A surface
area value is given for each direction.
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Marching cubes approach The marching cubes approach consists in extracting
a polygonal mesh of an isosurface from a three-dimensional scalar field. Summing
the area contributions of all polygons constituting the mesh provides the surface area
of the whole image. We used a homemade version of the algorithm developed by
Lorensen and Cline [1987]. It computes the surface area of the 0.5-isosurface of the
binary image. Our version of the algorithm is adapted to compute only the surface
area without saving all the mesh elements that are required for 3D visualization.

Crofton approach The Crofton approach is a generalization of the stereological
method with the mathematical formalism provided by the Cauchy-Crofton formula.
The Cauchy-Crofton formula relates the area of a surface to the number of in-
tersections with straight lines [Boykov and Kolmogorov, 2003]. This formula can
be discretized by using only a finite number of straight lines oriented along cer-
tain directions. In the stereological approach only 3 directions are considered. We
presently used 13 and 49 directions, and the improved approximations based on
Voronoi diagrams proposed by Danek and Matula [2011b].

3.3 Results

In this section, the methods to compute the area of the ice-air interface are first
evaluated. This evaluation is presented first because the sensitivity of the surface
area to computation methods can be investigated on reference objects, whose area is
theoretically known, without accounting for the interplay with the binary segmenta-
tion method. The Crofton approach, which is shown to perform at best, is selected
to compute the SSA in the rest of this study. Second, the sensitivity of SSA to the
segmentation parameters of the sequential filtering approach and the energy-based
method is evaluated on the entire set of snow images. Finally the variability of
SSA due to numerical processing is compared to the variability of SSA due to snow
spatial variability and scanning resolution.

3.3.1 Surface area estimation

First, the different surface area computation methods are compared on a binary im-
age describing a simple shape whose surface area is known theoretically. An oblate
spheroid (or ellipsoid of revolution) was chosen as reference shape and discretized
into a binary image. This shape was chosen because it is simple, anisotropic and
its surface area is directly a function of the length of its semi-axes. Spheroids of
different sizes but same shape were used to evaluate the impact of the discretization
on the surface area computation. Figure 3.6 shows that the surface area calculated
with the Crofton approach is in excellent agreement with the theoretical area: for
sufficiently large spheroids, i.e. surface area larger than 200 voxels? or largest semi-
axis larger than 5 voxels, the relative error is less than 1% for the Crofton approach
with 49 different directions and 2% for the Crofton approach with 13 different di-
rections. Adding more directions does not significantly improve the accuracy of the
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Figure 3.6: Surface area of a oblate spheroid, obtained with different calculation
methods. The spheroid has a horizontal (x, y) semi-axis a varying
in [3,19] voxel and a vertical (z) semi-axis ¢ = 0.6 - a. The reference
surface area of the spheroid is computed analytically. The Crofton
approach is computed with 13 or 49 different directions.

Crofton approach while it increases the computation time. In the following, only
13 directions are used in the Crofton approach. The marching cubes systematically
overestimates the surface area by about 5%. Indeed, the triangulation of the isosur-
face is affected by series of artificial steps. As expected, the stereological method
shows scatter in the results obtained between the vertical (z) and horizontal com-
ponents (x, y) since the spheroid is anisotropic. The mean value of the different
components provides a fair estimation of the surface area. Indeed this mean value
underestimates the area by only about 2%. These observations on the stereological
and marching cubes approaches corroborate previous results obtained by Flin et al.
[2011] on snow images.

Second, the different surface area computation methods are evaluated on the en-
tire set of snow images segmented with the energy-based method (r = 1). According
to the results obtained on the spheroid, the Crofton approach was chosen as a refer-
ence. As shown in Figure 3.7, the SSA obtained with the direction-averaged stere-
ological method is in excellent agreement with the one obtained with the Crofton
method. The results of the marching cubes method are in fair agreement but show
a systematic over-estimation of the SSA (+6% average relative deviation).

In summary, all presented area computation method showed consistent results.
The Crofton approach showed the best accuracy on an artificial anisotropic structure
whose surface area is theoretically known. The stereological approach is negatively
affected by strong anisotropy of the imaged structure. However on the tested snow
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images, the surface anisotropy is low and this method is in excellent agreement
with the Crofton approach. The marching cubes approach always overestimates the
specific surface on the order of 5%. For the following analysis of the sensitivity
to binary segmentation, the SSA is computed via the Crofton approach with 13
directions.

3.3.2 Sequential filtering

The binary image image resulting from the sequential filtering approach depends
on:

e the standard deviation o of the Gaussian filter,
e the threshold value T',

e the size d of the morphological filters (opening/closing).
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Figure 3.8: SSA and density of image G2-s1 obtained with sequential filtering for
different segmentation parameters.

As shown in Figure 3.8, SSA and density are sensitive to these segmentation
parameters. The relation between SSA and density, on the one hand, and ¢ and d,
on the other hand, depends significantly on the chosen threshold. In the following,
the dependence of SSA and density on the threshold is first investigated. Then the
effects of o and d on the binary segmentation are analysed with a threshold obtained
with the mixture model of Hagenmuller et al. [2013b].

3.3.2.1 Choice of threshold

The threshold obtained with the two-Gaussian fit on the grayscale histogram com-
puted on the low-intensity gradient zones is chosen as a reference since this value is
not affected by the fuzzy transition artefact. Moreover, in practice, all threshold-
determination methods yield the same threshold on this histogram. The reference
threshold value ranges between 38800 and 39500 (Figure 3.9). The mean values of
the attenuation peaks of air and ice are piqi = 36000 and g = 43000, respectively.
The variations of the reference threshold value are small compared to the contrast
between the two attenuation peaks (fice — ptair = 7000). However, these variations
indicate, once again, that the same threshold value cannot be used for all images.
The origin of these variations is not clear but could be explained by slight variations
in the X-ray source energy level or deviations from the Beer-Lambert attenuation
law depending on the total ice content of the sample.
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The computed threshold depends significantly on the determination method
(Figure 3.9). This scatter affects the density of the binary image segmented with
these thresholds (Figure 3.10a). The scatter on density due to the choice of the
threshold remains the same even if a Gaussian filter is applied on the grayscale
image before thresholding (Figure 3.10a). The SSA values are also affected by the
choice of the threshold but in a smaller proportion since this choice tends to affect
density and total surface area in the same proportions (Figure 3.10b). The vari-
ations of SSA due to smoothing are much more important than those due to the
choice of the threshold (Figure 3.10b).

The valley method, which consists in finding the local minimum between the
two attenuation peaks, systematically overestimates the threshold value, leading to
a systematic underestimation of the snow density by about 10 kg m~3 on average.
Otsu’s method, which consists in finding the threshold minimizing the intra-class
variance, tends to underestimate the threshold value, leading to an overestimation
of the snow density by about 6 kg m™ on average. Kerbrat’s method, which con-
sists in finding the threshold by fitting the sum of two Gaussian distributions on
the grayscale distribution, tends to underestimate the threshold value, leading to

an overestimation of the snow density by about 4 kg m—3

in average. Note that
the density overestimation by Kerbrat’s method is more pronounced on low-density
snow samples scanned with a 18 pum resolution. Eventually, the method introduced
by Hagenmuller et al. [2013b], which consists in finding the threshold by fitting the
sum of three Gaussian distributions on the grayscale distribution, slightly under-
estimates the threshold value and therefore overestimates the snow density with a
mean absolute difference to the reference of 2 kg m™3.

In summary, the threshold value obtained with the valley method, a method
widely used in the snow community, clearly leads to an underestimation of the snow
density. The mixture models of Kerbrat et al. [2008] or Hagenmuller et al. [2013b],
which assume that noise is Gaussian distributed provides a threshold value in good
agreement with the reference method. The model of Hagenmuller et al. [2013b] also
accounting for the fuzzy transition between materials yields the threshold which is

the closest to the reference value obtained on the masked image.

3.3.2.2 Gaussian filtering

The sensitivity of density and surface area to the standard deviation o of the Gaus-
sian smoothing kernel is shown on Figure 3.11. The segmentation was performed
with the threshold derived with the method of Hagenmuller et al. [2013b].

For o in the range [0, 20| pm, density varies in the range [-8, +2]|% with respect to
the value obtained without smoothing (¢ = 0) (Figure 3.11a). No density variations
are observed for values of ¢ much lower than the resolution voxel size. For larger
values of o, the average decrease with o is due to the fact that the snow structure is
generally convex and smoothing tends to erode convex zones. Systematic differences
are observed between the images with a resolution of 10 ym and 18 pm. For all
images at a resolution of 10 pum, the decrease of density is significantly faster in the
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Figure 3.11: Relative variations of density (a) and surface area (b) with o. The
variations were calculated according to density and surface area ob-
tained without smoothing filters. Note that since the variations of
density with ¢ are small compared to the variations of the surface
area with o, the variations of SSA with o are very similar to the one
observed for the surface area.

range |3, 6] pm. For larger values of o, the effect of o on density is similar to the one
observed on the 18 microns images, and depends on the snow type. This difference
is due to a stronger noise in the 10 pm images, which creates many grayscale local
variations that are generally smoothed out when ¢ > 6 pm.

The computed surface area significantly decreases when o increases (Figure
3.11b). Relative variations up to 50% are observed. On the 10 pm images and
with o in [3, 6] um, the surface area decreases rapidly when o increases. These
variations probably correspond to the progressive smoothing of the noise on the
interface. For larger values of o, the surface area decreases much more slowly with
o, which corresponds to the progressive smoothing of real microstructural details.
On the 18 pum images, these two regimes cannot be distinguished because there are
less noise artefacts that could affect the overall surface area and there exist real
structural details of the size on the order of a few voxels. The same variations with
o can be observed on SSA since the variations of density with o are small compared
to the one observed on the surface area. Note that the absolute values of density
and SSA for the different snow images are shown on Figure 3.15.
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of d for different values of . The legends in the subplots apply on
both subplots.

3.3.2.3 Morphological opening/closing

Figure 3.12 shows the relative variation of density and surface area with morpho-
logical filters of different sizes. Note that the size d of these filters is constrained
by the voxel grid and is thus discrete (1, v/2, v/3, 2 voxel, etc.). The opening and
closing filters delete holes in the ice matrix or ice elements in the air, of a typical
size d. Therefore, the surface area decreases when d increases. Density is not very
sensitive to d, as it was observed with ¢. When no Gaussian filter is applied on
the grayscale image, thresholding yields a lot of small details in the binary image,
which enhances the effect of morphological filters (Figure 3.12b). When the im-
age is already smoothed by Gaussian filtering, the morphological filters affect less
the overall density and specific surface area. However, note that using a Gaussian
filter of standard deviation o does not guarantee the complete absence of details
“smaller” than o. Certain algorithms based on the binary images, such as grain seg-
mentation [e.g. Brzoska et al., 2007, Theile and Schneebeli, 2011] are highly sensitive
to the presence of residual artefacts in the ice matrix and require these additional
morphological filters.

3.3.3 Energy-based approach

The binary image image resulting from the energy-based approach depends on the
parameter r which controls the smoothness of the segmented object. The other pa-
rameters involved in the volumetric term F, of the segmentation energy are directly



3.3. Results 91

0.02 T T T 0.1 T T T

0.00 0.0

©
o
= @
2 8 _0.1 ==
o -y o =]
T -0.02 £ s SSTR2s£
[©) n =~ = er"s;\\- ; 3
8 5 -0.2 T - T F=7
& -0.04 8 N
2 S 03}
° £
[ =
> -0.06 o
k) Q -04}
& Samples ~ N ks
-0.08 H — Q
- — stands2| o~ | x-osf
—— 10micron N \
-0.10 . L I ! |
0 5 10 15 20 0 5 10 15 20
r (pm) 7 (um)

Figure 3.13: Relative variations of density (a) and surface area (b) as a function
of r.

derived from the three Gaussian mixture model.

As shown in Figure 3.13a, the density of the segmented object slightly varies
with . On the 10 pm images, the evolution of density with r is not monotonic
and relative variations are limited in the range [-4, +1]%. On the 10 pm images,
density clearly decreases when o increases. The higher sensitivity of density to r
on the 18 pm images can be explained by the fact that the fuzzy transition visually
appears to be larger than on 10 pum images, which yields a higher indetermination
of the exact position of the interface between ice and air in this moderate intensity
gradient zone (Figure 3.14). In the fuzzy transition, the data fidelity term F, in
the segmentation energy is thus not determinant since the grayscale values are in
between the attenuation peaks of air and ice. Therefore, accounting of the surface
area energy term FE is dominant in the segmentation process of the transition zone,
which tends to erode the convex snow microstructure.

As shown in Figure 3.13b, surface area is, unlike density, more sensitive to r and
decreases significantly when r increases. Two regimes can be distinguished. For very
low values of 7 (|0, 10| pum), the surface area decreases rapidly when r increases.
For larger values of r ([10, 20| pm), the surface area decreases much slower with 7.
As already shown by Hagenmuller et al. [2013b], for large values of r, the surface
area decreases with r with an almost constant slope, because the real details of the
snow structure contributing to the overall surface area are progressively smoothed
out. This behavior indicates a continuum of the size of structural details in the
snow microstructure. The distinction between the two regimes is more pronounced
on the 10 pm images which are more affected by noise (Figure 3.14).
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Figure 3.14: Estimation of the importance of the artefacts due to noise (Qnoise)

and to the fuzzy transition (Qpur). Qneise corresponds to the ratio
between the standard deviation of the Gaussian distributions fitted
on the attenuation peaks and the difference between the peak attenu-
ation intensity of ice and air (see Section 3.2.2.1). Qpjyr corresponds
to the area of the Gaussian representing the fuzzy transition in Ha-
genmuller’s mixture model (see Section 3.2.2.1).
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3.3.4 Comparison between images and methods

The sensitivity of the surface area to ¢ and r is similar but the energy-based and
sequential filtering approaches are conceptually different (Figures 3.11 and 3.13).
The Gaussian filter smoothes high-frequency intensity variations with a small am-
plitude, without considering the subsequent binary thresholding. Small details due
to noise artefacts and remaining in the binary image are then deleted by applying
morphological filters. The energy-based approach smoothes the segmented object
so that the ice-air interface area is minimized while respecting at best the grayscale
intensity model. The grayscale smoothing and morphological are somehow done si-
multaneously in the energy-based approach. The Gaussian filter is “grid-dependent’:
as shown in Figure 3.11b, this filter does not affect the segmented object if o is to
small compared to the voxel size. The noise artefacts remaining after thresholding
are deleted from the binary image independently of the initial grayscale value. In
contrast, for the energy-based approach, smoothing of the ice-air interface occurs
for very low values of r (Figure 3.13b) because voxels with a grayscale value very
close to the threshold value between ice and air can be segmented as air and ice
without much changing the data fidelity term F, but with a clear change of surface
term Fs. The parameter r defines the largest equivalent spherical radius of details
in the segmented image, whereas o does not directly correspond to the size of the
smallest detail.

Figure 3.15 shows density and specific surface area computed on the set of snow
images segmented with the sequential filtering approach (o = 1.0 voxel, T' = Thagen,
d = 1.0 voxel) and the energy-based approach (r = 1.0 voxel). The “smoothing”
parameters (o and r) were chosen equal to 1.0 voxel because the segmentation that
preserves the smallest snow details while deleting most of noise-induced protuber-
ances, is obtained when the computed surface area starts to vary slowly with o and
r (Figures 3.11b, 3.13b). For all 10 microns images, this transition is clear. For the
sequential filtering method, it occurs for o = 1.0 voxel (o = 10 pum) (Figure 3.11b).
For the energy-based method, it occurs for the value r = 1.0 voxel (r = 10 pum)
(Figure 3.13b). For the 18 microns images, this transition is less evident. To be
consistent with the chosen values of ¢ and r for the 10 microns images and in or-
der to ensure that all noise artefacts are smoothed out, we chose also a value of
o = 1.0 voxel (¢ = 18 pm) and r = 1.0 voxel (r = 18 pm).

The two approaches produce similar results in terms of density (root mean square
deviation between the two segmentation methods is 6 kg m~3) and specific surface
area (root mean square deviation of 0.7 m? kg=!). The largest differences are ob-
served on the snow types presenting the highest SSA. In general, the density pro-
vided by the sequential filtering is slightly larger than the one computed with the
energy-based approach. The opposite difference is observed on SSA.

Three samples of the same snow block were scanned. It is expected that the
density and SSA derived from images of the same snow block are similar. However,
scatter is observed between the characteristics derived from the images of same snow
block because of spatial variability inside one snow block. Indeed, the averages
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Figure 3.15: Specific surface area as a function of density for the entire set of im-
ages and the two different binary segmentation method. The sequen-
tial filtering ("Sequ." in the legend) was applied with o = 1.0 voxel,
T = Thagen and d = 1.0 voxel. The energy-based approach was ap-
plied with r = 1.0 voxel. The surface area was commuted with the
Crofton approach.

of the standard deviations calculated for each snow block, for density and SSA
are respectively, 9.0 kg m™3 and 1.0 m? kg~! (density and SSA calculated from
images segmented with the energy-based approach). Nevertheless, the intra-block
variability appears to be limited compared to the inter-block variability (Figure
3.15). Moreover, note that the intra-block variability is of the same order as the
variability due to the image processing technique (see above).

A systematic larger density and SSA values are found on the images scanned
with a 10 pm voxel size. It could be argued that this difference is due to a better
imaging of small details with a lower voxel size. However, as already noticed, the
10 pm images present stronger noise artefacts (Figure 3.14) and it is difficult to
asses whether the effective resolution of these images is, in practice, finer than the
one of the 18 pym images.

3.4 Conclusion

We investigated the effect of numerical processing of microtomographic images on
density and specific surface area derived from these data. To this end, a set of
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38 X-ray attenuation images of non-impregnated snow were analysed with different
numerical methods to segment the grayscale images and to compute the surface area
on the binary images.

To allow quantitative characterization, the grayscale images need to be seg-
mented into binary images. This step is not straightforward because the grayscale
images present noise and blur. It is shown that noise artefacts can significantly
affect the overall SSA and that the fuzzy transition between ice and air makes the
choice of the threshold critical and determinant for the computed density.

The sequential filtering depends on the threshold used to separate ice and air.
The grayscale histogram on low-intensity gradient zones presents two disjoint atten-
uation peaks, whose characteristics are not affected by blur. The threshold derived
from this method was used as a reference to evaluate other methods based on the
analysis of the grayscale histogram of the entire image. The mixture models which
consist in decomposing the histogram into a sum of Gaussian distributions are shown
to be accurate. On the contrary, the local minimum method is shown to be not suit-
able as a threshold, in general.

Smoothing induced by the Gaussian and morphological filters in the sequential
approach or accounting for the surface area term in the energy-based method effi-
ciently remove noise artefacts from the segmented binary image. The advantage of
the energy-based method is that r defines a continuous effective resolution of the
binary image. Morphological filters applied on the binary image miss the initial gray
value information. However, it seems that their effect are negligible if the applied
Gaussian filter is strong enough. The smoothing also induces the disappearance
of real structural details contributing to the overall SSA. The transition between
smoothing of noise and smoothing of real details can be well estimated on the curve
showing the evolution of SSA as a function of ¢ or r. However, it is unclear whether
structural details of the size smaller than the voxel size can significantly contribute
to the overall SSA. The comparison with independent SSA measurements at a sub-
micrometric resolution such as methane absorption could help investigating this
issue.

The presented area computation methods showed consistent results on a syn-
thetic image and the set of snow images. On the synthetic image (oblate spheroid),
the Crofton approach computes the surface area with highest accuracy (less than
2% for sufficiently large spheroids) whereas the stereological approach is negatively
affected by strong anisotropy of the imaged structure and the marching cubes ap-
proach overestimates the specific surface on the order of 5%. However on the tested
snow images, the surface anisotropy is lower and the stereological method is in ex-
cellent agreement with the Crofton approach. On the snow images, the marching
cubes approach still overestimates the specific surface on the order of 5%.

The comparison of the sequential filtering and energy-based methods shows that
density and SSA can be estimated from X-ray tomography images with an “numer-
ical” variability of the same order as the spatial variability of the microstructure
within one snow layer.






CHAPTER 4

Numerical simulation of
microstructural damage and
tensile strength of snow

Abstract This contribution uses finite-element analysis to simulate microstructural fail-
ure processes and the tensile strength of snow. The 3D-structure of snow was imaged by
microtomography. Modeling procedures used the elastic properties of ice with bond fracture
assumptions as inputs. The microstructure experiences combined tensile and compressive
stresses in response to macroscopic tensile stress. The simulated non-localized failure of ice
lattice bonds before or after reaching peak stress creates a pseudo-plastic yield curve. This
explains the occurrence of acoustic events observed in advance of global failure. The mea-
sured and simulated average tensile strengths differed by 35%, a typical range for strength
measurements in snow given its low Weibull modulus. The simulation successfully explains
damage, fracture nucleation and strength according to the geometry of the microstructure
of snow and the mechanical properties of ice. This novel method can be applied to more
complex snow structures including the weak layers that cause avalanches.
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4.1 Introduction

The fracture of snow causes avalanches [Schweizer et al., 2003], which constitute
a major natural hazard in alpine environments. Persistent uncertainties in how
initial cracks form in snow require investigation into tensile strength and damage
formation in snow at the microstructural level. Current models assume a weak zone
when applying fracture mechanics to failure predictions for real-world conditions
[McClung, 2011]. How this weak zone initially forms is unknown. This lack of
understanding is partly due to difficulties in measuring the mechanical properties of
snow, given its brittle and friable nature.

Snow consists of air and sintered ice crystals or grains. These grains fuse to form
bonds, or junctures, that range in size from 10 - 1000 gm and which concentrate
stress. The bonds are more likely to fail than other structural elements but their
failure processes have not been systematically studied. The primary failure of slab
avalanches occurs in layers having a thickness of less than a few centimeters. Field
and laboratory tests have provided only a very limited number of direct mechanical
tests of this surface [Reiweger et al., 2010]. Snow under tensile stress fails at very
low levels of strain (less than 0.1%) and high strain rates [Narita, 1980]. Three-
dimensional modeling of mechanical processes could therefore significantly improve
understanding of fracture initiation at the microstructural level.

The 3-D reconstruction of snow has become a standard technique over the past
decade |[Heggli et al., 2011, and references therein|. The use of the 3-D microstruc-
tural simulations has informed understanding of both thermal properties [Riche and
Schneebeli, 2013] and metamorphism [e.g. Chen and Baker, 2010, Pinzer et al.,
2012]. Schneebeli [2004] also used microstructural modeling to simulate the elastic
modulus of snow.

This paper describes results from numerical simulations of microscopic and
macroscopic damage processes in snow that can ultimately lead to its failure. Em-
pirical observations of mechanical properties of ice in the brittle regime [Schulson
and Duval, 2009] and the 3-D microstructure provided inputs to the simulations.
This research specifically focused on fast, brittle deformation under tensile load as
a damage process. The tensile strength of snow ranges from 0.1 kPa to 1000 kPa
for a density of 100 to 600 kg m™3. This non-linear, approximately logarithmic
relationship between strength and density, arises from microstructural variation in
snow. Experimental results by Narita [1980] for example have shown that identical
snow samples having a density of 300 kg m ™3 range in strength from 20 kPa to 70
kPa.

4.2 Data and methods

4.2.1 Snow and sample preparation

A 30 x 30 x 30 cm? snow block was collected during the 2010 ~2011 winter from a field
locality near Davos, Switzerland, and stored at -20° C. The block was homogeneous



4.2. Data and methods 99

Figure 4.1: Description of methods: a) Configuration of the mechanical test and
measurement of the maximum tension force, F. b) uCT scan. c)
Subvolume on which the simulation was performed. d) Finite-element
mesh and potential intergranular cracks (red).

and consisted of small rounded grains (RGsr). Eleven cylindrical samples (13 mm
radius by 40 mm height) were cored from the block. Small aluminum plates were
thermally welded to the top and bottom of the sample columns in order to evenly
distribute the applied tensile force. A volume near the center of the column was
pared down to a diameter of 7 - 10 mm (Figure 4.1a), so that the columns resembled
a standard notched tensile test specimen.

4.2.2 Experimental methods

The sample columns were imaged using micro computed tomography (micro-CT).
A micro-CT 40 (Scanco Medical) operated at a resolution of 16 pm (Figure 4.1b)
provided Gaussian filtered 3-D grayscale images (standard deviation 2 voxels). The
ice phase was segmented according to the minimum of the bimodal attenuation
histogram. A segmented volume of 125 x 125 x 125 voxels (4 x 4 x 4 mm?) at 32 ym
resolution was extracted within the pared zone (Figure 4.1¢). Sensitivity analysis
showed constant elastic moduli and tensile strengths for volumes greater than about
22 mm? (2.8 mm x 2.8 mm x 2.8 mm; Figure 4.8 in the appendix). These dimensions
may vary for different types of snow.

Following collection of each pCT image, the snow columns underwent a tensile
test performed at -20° C. The tests consisted of a manually guided vertical (z-axis)
force imposed to the point of sample failure (Figure 4.1a). A dynamometer (0.1
N resolution) recorded maximum force with an uncertainty of about 10%. Manual
loading did not allow precise control of the strain rate. The strain rate was around
10~% s7!, given a 1 s mechanical test and a simulated strain at failure of around
10~%. The measured tensile strength, ¥4z, was derived from the maximum force,
F', and the cross section minima of the snow column within the pared zone, S, as
determined from the puCT-image, with ¥,,,, = F/S.
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4.2.3 Numerical simulation

The extracted 3D volume was modeled into tetrahedral finite elements using AN-
SYS ICEM mesh generation software (www.ansys.com) (Figure 4.1d). The mesh
was generated from the triangulated surface of the ice volume using a marching
cube algorithm. A curvature-based refinement algorithm was used to coarsen the
mesh along flat surfaces. This step reduced the number of elements but retained
smaller elements at junctures between snow grains, which experience the highest
stress gradients.

The micro-mechanical model used the following material properties of ice as in-
puts. The model assumes brittle properties (i.e., elastic until failure), consistent
with the range of strain rates observed [Schulson and Duval, 2009]. Because absorp-
tion tomography cannot determine ice grain orientation, and given ice’s anisotropic
mechanical properties, we used orientation-averaged values. Tensile strength may
vary from 2 to 6 MPa and unconfined compressive strength may vary from 12 to 32
MPa, depending on crystal orientation |Schulson and Duval, 2009|. For averages,
we assumed a Young’s modulus F;.. = 9.5 GPa, a Poisson’s ratio, v;.. = 0.3, a ten-
sile strength ojccr = 4 MPa and a compressive strength ojce . = 20 MPa [Schulson
and Duval, 2009]. The maximum stress criterion (Rankine criterion) was used as a
fracture criterion. This criterion states that failure occurs in a mesh element if one
of the principal stresses reaches either ojce s Or Tice,c.

To expedite simulation, failure was assumed intergranular. If a given junction
between two grains reached fracture criterion, a crack instantly disconnected the
two grains. A watershed segmentation algorithm mapped possible crack paths (see
Figure 4.1d) and outlined rounded grains |Theile and Schneebeli, 2011]. The model
used iterative elastic simulations on an evolving ice microstructure with progressive
micro-crack formation to image the overall failure of the sample. In simulations,
the meshed microstructure was subjected to a vertical tensile load. In keeping with
mechanical experiments, a vertical displacement, U, (strain prescribed) was imposed
on the top face (Figure 4.1d), with the bottom face fixed.

4.3 Results

In terms of structural properties, samples exhibited a mean density of 354+17 kg m~3(10)
and a mean specific surface area of 12.64-0.3 m? kg=! (Table 4.1 in appendix). For

the sake of brevity, we plot simulation results for one sample (Figures 4.2, 4.3 and
4.4). These results resembled those measured for the entire set of samples (Figures

4.5, 4.6 and 4.7).

4.3.1 Microscopic aspects of snow failure

Analysis of the stress distribution within the undamaged microstructure revealed
a high degree of localization in the spatial distribution of the vertical stress, o,
(Figure 4.2a). Junctures between grains seemed to concentrate stress. Bending ef-
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Figure 4.2: Distribution of the microscopic stress o, subjected to a macroscopic
vertical strain of 2 x 107°. a) 3-D representation for a 3 x 3 x 3
mm? subvolume. Circled areas show two bonds undergoing bending
deformation. b) Histogram of the stress distribution. By definition,
95% of the local stress values fall below the 95th percentile.

fects also enhance this localization by creating local compression (0., < 0) on the
opposite side of a bond experiencing local tension (0., > 0) (Figure 4.2a). In quan-
titative terms, the stress distribution histogram (Figure 4.2b) shows that the 95th
percentile of o,, values exceeds mean values by a factor of six. The maximal stress
exceeds the mean value by a factor of 100. Thirty-three percent of the ice matrix
experiences compression under macroscopic tensile deformation (Figure 4.2b).

The iterative numerical simulation also offers insight into progressive damage
from increasing strain (Figure 4.2b). Damage occurred first in a spatially distributed
manner (macroscopic strain in z direction &£,, < 2.5 x 107%) (Figure 4.4). A few
bonds (less than 5%) experience damaged at relatively low strain. Towards the end
of the simulation, the broken bonds form a failure surface that propagates into a
complete fracture. About 75% of the broken bonds contribute to the final failure
surface.

4.3.2 Macroscopic aspects

Young’s modulus, F, was calculated from the ratio between the simulated macro-
scopic strain (&,,) and stress 3,,. Damage, D, is defined as D = 1 — E/Ey. Ey
and F are Young’s moduli of the intact and damaged microstructure, respectively.
Strain &,, and stress X,, share a linear relationship up to a macroscopic strain
of £, < 0.4 x 107* (Figure 4.2b). The value for Ey was 226 MPa. Values for
E decreased very slowly until about 5% damage. The stress eventually reached
its maximal value of 3,4, = 23.7 kPa at a strain of &, = 1.4 x 107% ¥,z
is often reached after substantial damage, but here it was reached at about 20%
damage. The simulations are strain-controlled, such that post-peak softening can
be monitored until the sample has completely severed into two parts (Figure 4.4).
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Figure 4.3: Macroscopic stress and percentage of damage as a function of macro-
scopic strain. The red dot indicates maximal stress reached.

The stress remained almost constant after damage reached about 20%, apparent as
pseudo-plastic behavior in the strain-stress curve.

The measured tensile strength of all samples (17+8.5 kPa) was 35% less than
the simulated strength (23 £ 10 kPa). The measured and simulated strengths are
not strongly correlated (R? = 0.09, p = 0.36, residual standard error = 10 kPa).
The density and simulated tensile strength however are strongly correlated (R?
— 0.85, p < 0.001), as are density and simulated Young’s modulus (R? = 0.94,
p < 0.001). Simulated Young’s modulus is also strongly correlated with simulated
tensile strength (R? = 0.93, p < 0.001).

4.4 Discussion

4.4.1 Microscopic features

We observed a tensile macroscopic strain causing microscopically compressive (30%)
and tensional stress (70%) in snow samples. An imposed macroscopic compressive
strain will have the opposite effect, but failure will be induced still due to the
significantly lower tensile strength of ice. Rock fracture experiments and observa-
tions have documented the effects of tensile stress concentration under compressive
macroscopic stress [Bessinger et al., 1997]. Under conditions of micro-compressive
damage, the resultant bending of the bonds (Figure 4.2a), creates gaps that will
not easily re-sinter. These findings can help inform fiber-bundle models, in which
re-sintering plays an important role [Reiweger, 2009].

The simulations show that damage of several bonds does not immediately result
in macroscopic crack formation. The random initiation of micro-cracks prior to
peak stress explains both the spatial distribution of cracks [Narita, 1980]|, as well
as observations of acoustic emissions in advance of actual fracture [St. Lawrence
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et al., 1973]. Random fuse models have helped explain damage percolation and
crack nucleation [e.g. Shekhawat et al., 2013|. These models could also apply the
parameters reported here for snow.

The simulated failure surface (Figure 4.4) indicates that damage first occurs ran-
domly, at low strains within the sample volume. Upon reaching peak stress, fracture
nucleation began in the center of the simulated volume. The artificial boundary cre-
ated by removing the simulated volume had no effect on crack nucleation.

4.4.2 Macroscopic features

The simulated yield curves of all snow samples exhibited initial elastic deformation
and subsequent pseudo-plastic behavior caused by damage (Figures 4.4, 4.6 and
4.7). Manifesting as pseudo-plastic macroscopic strain, this strain makes up to
about 10 - 50% of the total strain before the peak stress. The observed behavior
also illustrates the difficulty of measuring the elastic modulus of snow, as damage
occurred at relatively low strain levels, below even those observed by Narita [1980].
This indicates that constraining elastic properties from macroscopic deformation
fields requires relatively high spatial and temporal resolution. These measurement
capabilities are not yet possible in field environments [van Herwijnen et al., 2010].
The mean measured tensile strength was 35% smaller than the simulated value.
This range in values arises from variation in the mechanical properties of ice. The
tensile strength of ice ranges from 2 to 6 MPa [Schulson and Duval, 2009]. Mea-
sured tensile strength ranges from 5 to 50 kPa for rounded grains with a density
of around 350 kg m~3 [Mellor, 1975]. An input tensile strength of 3 MPa for ice
would have yielded a mean value equal to the measured value (t-test, p-value =
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0.996) in simulations. Failure occurred preferentially at grain junctures, where the
stress concentrates. The effective local tensile strength is dictated by the crystal
orientation.

The strength between two bonded ice crystals therefore depends on crystal orien-
tation and mean ice strength values may thus overestimate effective tensile strength.
This research thus recommends an effective tensile ice strength of 3 MPa as an input
to numerical simulations of snow. The low Weibull-modulus causes a high degree
of variation among samples [Kirchner et al., 2004], obscuring relationships among
different samples. Our results also affirm findings by Kirchner that sample size and
strength of snow do not covary |[Kirchner et al., 2004].

4.5 Conclusion

The tensile strength of snow can be simulated with a precision comparable to direct
empirical observation. Three-dimensional numerical models that assume mechanical
properties for ice can simulate microstructural damage and its evolution in snow.
The constitutive elastic-brittle model described here offers a simple approach requir-
ing only inputs of known elastic and brittle properties. The method demonstrates
new techniques for observing damage initiation and crack nucleation in snow. Nu-
merical simulations and experiments using acoustic emissions on other snow types,
especially those having different densities, could provide further specific constraints
on snow failure. These methods can determine the 3-D structure of snow more eas-
ily than direct mechanical experiments. If applied to weak layers for example, the
method can help further elucidate avalanche formation and other fracture phenom-
ena in snow and firn.
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Figure 4.5: Histogram of the stress distribution o, for all samples. Each color
corresponds to one sample. The density of probability is computed on
the percentage of the snow volume that is subjected to a given range
of stress. All samples were undamaged and subjected to the same
imposed macroscopic strain (2 x 1079).

4.A Appendix

In chapter 4, the numerical simulation of microstructural damage and tensile strength
of snow is illustrated for one particular sample. However, comparable results were
obtained for the entire set of samples. This appendix contains the stress distri-
butions (Figure 4.5), the stress-strain curves (Figure 4.6) and the strain-damage
curves (Figure 4.7) for all tested samples. The characteristics of all samples and the
simulation results are listed in Table 4.1. This appendix also includes a study
of the representative volume for tensile strength and Young’s modulus (Figure
4.8), showing that the size of the snow volume on which the mechanical simula-
tion was performed is expected to be representative for the entire sample. Last,
a QuickTime movie, available at https://www.researchgate.net/publication/
259935664 _movie_of _snow_fracture, shows the evolution of the stress distribu-
tion in the 3D microstructure of snow and the progressive damage of the structure.


https://www.researchgate.net/publication/259935664_movie_of_snow_fracture
https://www.researchgate.net/publication/259935664_movie_of_snow_fracture
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Figure 4.6: Macroscopic stress strain curves for all samples. A round point indi-
cates the maximum macroscopic stress supported by the microstruc-
ture. Each color corresponds to one sample. The stress strain curves
were computed until the damage reaches 70%.
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ture. Each color corresponds to one sample.
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Figure 4.8: Simulated tensile strength and Young’s modulus as functions of the

size of the simulation volume. The simulation volumes are cubic and
concentric. Three different samples (samples 1017, 1024 and 1039)
were tested. The figure shows that the volume of 64 mm? used to
simulated the tensile strength is representative of the whole sample.

Sample | Density | Specific | Notch | Measured | Measured | Simulated | Simulated

name | (kgm™3)| surface | cross maxi- tensile tensile Young’s
area section | mum strength | strength | modulus
(m%2kg™!) (mm?) | force (N) | (kPa) (kPa) (MPa)

974 335.8 13.0 85 1.1 12.9 10.5 116

1011 350.1 12.6 58 0.5 8.6 14.2 215

1017 341.7 12.5 43 1.2 27.9 16.1 155

1019 344.7 12.2 51 0.9 17.6 14.5 199

1024 358.8 12.7 39 1.2 30.8 25.5 249

1032 330.4 12.6 43 0.3 7.0 11.3 113

1034 345.1 124 59 0.5 7.6 23.7 226

1036 377.5 12.8 79 1.9 24.1 40.8 417

1037 371.3 12.7 55 1.2 21.8 30.6 331

1039 378.4 12.8 50 0.5 9.0 35.1 383

1096 367.1 12.0 35 0.7 20.0 25.8 281

Table 4.1: Summary of the characteristics and simulation results of all samples.

Sample 1034 is the one represented in Figures 4.2, 4.3 and 4.4 in chapter

4. The sample shown in Figure 4.5 and in the movie is a volume of size
120 x 120 x 120 voxels (i.e. 3.84% mm?) extracted from sample 1024.







CHAPTER 5

Snow as a granular material:
assessment of a new grain
segmentation algorithm

Abstract Rapid deformations in snow are mainly controlled by particle rearrangements
and contact interactions. To study this deformation regime, the description of the snow
microstructure in terms of grains, which could eventually be handled by discrete element
models, is relevant. In practice, microtomography has become a standard method to image
the three-dimensional distribution of ice and pores, as a set of binary voxels. Here, we
propose a new method to directly identify individual snow grains defined as zones separated
by regions of potential mechanical weakness, in the microtomographic images. In general,
these grains are not well separated but rather sintered together. Our new method, based
on local geometrical criteria, is shown to detect contacts directly inferred from an explicit
numerical mechanical experiment. The developed algorithm is tested on snow but is generic
and applicable to various geomaterials with a granular-like microstructure.

Contents

5.1 Imntroduction ... ... .... ... . 110
5.2 Materials and methods . . ... ... ... ........... 112
52.1 Dataset . . . ... .. 112
5.2.2  Geometrical segmentation algorithm . . . . .. .. ... ... 112
5.2.3 Mechanical model . . . . ... ... ... ... ... ... . 116
53 Results. .. ... ... .. 116

5.3.1 Sensitivity of the geometrical grain segmentation to its param-
eters . . . .o 116
5.3.2 Mechanical evaluation . . . .. ... ... ... ... ... .. 117
5.4 Discussion and application to various snow types ... ... 121
5.4.1 Non-uniqueness of the segmentation . . . .. ... ... ... 121
5.4.2 Representativeness of the mechanical evaluation . . .. .. . 122
5.4.3 Application to different types of snow microstructures . . . . 126

5.5 Conclusion . . . . . . & i i i i ittt e e e e e e e e e e 126




Chapter 5. Snow as a granular material: assessment of a new grain
110 segmentation algorithm

5.1 Introduction

Dry snow is made of air and sintered ice crystals. The three-dimensional (3D)
arrangement of ice and pores, i.e. the microstructure of snow, determines crucial
mechanical properties such as failure strength [Borstad, 2011] or friction coefficients
[Casassa et al., 1989]. Precise knowledge of these properties is critical for diverse
applications like avalanche hazard forecasting [Schweizer et al., 2003| or the design
of tire patterns for snowy roads [Seta et al., 2003].

Snow exists on the ground at homologous temperatures above 0.9, i.e. its tem-
perature is generally higher than 90% of its melting point using the Kelvin scale
[Mellor, 1975, Schneebeli, 2002]. Its density ranges roughly between 20 kg m~3
(newly fallen snow) and 500 kg m~3 (settled old snow) [Fassnacht, 2011]. The high
homologous temperature and the low density of snow promote intense water vapor
exchanges between ice zones, which modify the shape and the bonding of the ice
matrix [Blackford, 2007, Colbeck, 2001, Flin et al., 2003, Legagneux and Domine,
2005, Schneebeli, 2002, Vetter et al., 2010]. This process, called metamorphism,
combines sublimation, vapor transport and deposition. It is very dependent on the
environmental conditions and leads to a large variety of microstructure patterns
classified in snow types |Fierz et al., 2009|, and thus to a large variability in the
mechanical properties [Mellor, 1975]. The mechanical characterization of this wide
variety of microstructure patterns cannot be simplified only with bulk scalar vari-
ables such as density [Shapiro et al., 1997|. For instance, Keeler and Weeks [1968]
exhibited samples with the same density but strength differing by as much as a
factor of four. Therefore, as pointed out by Shapiro et al. [1997], it is necessary
to better characterize the microstructure and to derive relevant indicators of the
mechanical properties of snow.

Thanks to imaging facilities such as X-ray computed microtomography (uCT),
the snow 3D microstructure can nowadays be captured at micrometer resolution
[Coléou et al., 2001]|. Using these 3D images as geometric input of numerical sim-
ulations enables to investigate the link between microstructure and the physical
[Calonne et al., 2011, 2012, Kaempfer et al., 2005, Lowe et al., 2013] or mechanical
[Hagenmuller et al., 2014c, Schneebeli, 2004, Srivastava et al., 2010, Theile et al.,
2011] properties of snow. However, 3D imaging produces a large amount of infor-
mation that direct mechanical simulations cannot always handle efficiently. On the
one hand, the size of the scanned volume must be large enough to be representative,
but on the other hand, the image resolution must be small enough to correctly in-
clude crucial structural details such as the ice matrix connectivity. For mechanical
applications, especially for the computationally-expensive modelling of large defor-
mations involving structural re-arrangements by bond breaking and sintering, this
wealth of data needs to be simplified, keeping only the essential microstructural
ingredients.

Under rapid deformation, the ice matrix in snow presents very localized de-
formation zones, as revealed by acoustic emissions [St. Lawrence, 1980] or by
finite-element (FEM) simulations of the microstructure in elastic and brittle regimes
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[Hagenmuller et al., 2014c, Schneebeli, 2004]. In these regimes, the 3D representa-
tion of the microstructure with voxels of a uniform size can thus be simplified. An
appealing approach is to describe snow as a granular material i.e., as a set of rigid
elements interacting by means of localized contacts. This assumption significantly
reduces the complexity of the microstructure and allows to compute snow deforma-
tions using the discrete element method (DEM) [Cundall and Strack, 1979, Johnson
and Hopkins, 2005, Radjai and Dubois, 2011]. The purpose of our study is to de-
velop a procedure to translate the structural complexity of snow, as captured by
uCT, into a simplified structural grain model which could be eventually handled by
DEM simulations. Practically, our goal is to assign a grain label to each ice voxel
of a pCT image. This procedure is called grain segmentation. One grain will be
defined as the set of voxels with the same assigned grain label.

In the case of highly sintered materials as snow, the identification of individual
particles is not straightforward because grains are not clearly demarcated [Colbeck,
1997]. Different definitions of a snow grain coexist in the snow literature: a grain
can be either considered as a single snowflake [Kubo et al., 2009], a crystallographic
single crystal [Riche et al., 2013] or a particle that can be easily detached from
the snowpack [Fierz et al., 2009]. In some cases, these definitions coincide [Arnaud
et al., 1998] but, in general, they correspond to different entities. Additionally, the
term “optical grain size", i.e. the radius of a collection of disconnected ice spheres
with the same infrared albedo as that of the snow microstructure, is often found in
the literature [Warren, 1982 but is not linked explicitly to any grain segmentation.
In this article, we consider grains as the elementary particles relevant to describe
and model the mechanical behavior of snow.

For snow, three main approaches of grain segmentation are reported in the litera-
ture: distance-based watershed algorithms [Soille, 2003|, skeleton-based algorithms
[Liang et al., 2000] and curvature-based algorithms [Theile and Schneebeli, 2011,
Wang et al., 2012]. When applied to snow types such as Rounded Grains (RG)
or Melt Forms (MF), the segmentations obtained by curvature-based algorithms
were reported to be in good agreement with crystal boundaries determined by serial
sectioning [Theile and Schneebeli, 2011] or diffraction contrast tomography [Wang
et al., 2012|. This agreement is explained by the fact that the mis-orientation at
crystalline grain boundaries often yields a groove region on the ice surface [Colbeck,
1997], which is detectable by curvature-based algorithms. However, these algorithms
might miss smooth narrow constrictions, which can significantly weaken the snow
microstructure. Hence, additional geometrical constraints need to be introduced to
improve the mechanical relevance of the segmentation.

In this article, we introduce a new approach to detect potential zones of mechan-
ical weakness within a snow sample, with a local geometrical criterion combining
curvature and constriction aspects. The objective of the developed method is to
segment the microstructure of snow obtained by pCT into individual particles that
are relevant to model the mechanical behavior of the material. To check the assump-
tion that the chosen geometrical criteria are able to detect bonds characterized by
high stress concentrations, we performed a FEM elastic simulation on the same mi-
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crostructure. The obtained stress distribution was then used to evaluate the stress
on the bonds detected by the geometrical segmentation.

5.2 Materials and methods

5.2.1 Dataset

The geometrical segmentation and the mechanical analysis have been applied on four
snow images spanning different snow types (Rounded Grains RG, Faceted Crystals
FC, Decomposing and Fragmented snow DF, and Melt Forms MF, [Fierz et al.,
2009]). The characteristics of these samples are summarized in Table 1. The seg-
mentation and the mechanical assessment will be introduced and discussed in detail
on the example of the RG sample. This sample presents a density p = 250 kg m™3
and was obtained after three months of isothermal metamorphism in a cold room
at -2°C. It has been scanned with uCT at a resolution of 4.91 um. Details of the
preparation, sampling and imaging procedures can be found in Flin et al. [Flin
et al., 2004]. The grayscale image was binary segmented with the technique de-
scribed by Hagenmuller et al. [Hagenmuller et al., 2013b| with an effective resolu-
tion of r = 2 voxels so that small structural details induced by noise artefacts are
smoothed out. Eventually, the resolution was reduced to 9.82 ym and a sub-image of
size 400° voxels (~ 43 mm?) was extracted from the entire image to allow reasonable
processing times.

5.2.2 Geometrical segmentation algorithm

The objective of the grain segmentation algorithm is to identify grains by detecting
preferential zones of mechanical weakness. The input of the algorithm is a 3D binary
image which describes geometrically the snow microstructure. To interpret this
microstructure in terms of mechanically relevant entities, we assume that rupture
preferentially occurs in zones of stress concentration explained by two geometrical
criteria: concavities with a significant curvature and constrictions. We developed a
new segmentation algorithm which consists of the following steps:

1. Local computation of the principal minimal curvature K, in the entire vol-
ume of ice (Figure la). The curvature K, is estimated using a voxel-based
approach similar to the one proposed by Ogawa et al. [Ogawa et al., 2006]
and Brzoska et al. [Brzoska et al., 2007]. First, the Euclidean distance map ¢
is computed with Maurer’s algorithm [Maurer Jr. et al., 2003|. The inside of
the ice matrix is considered as having negative distances. The normal n of the
isosurfaces of ¢ can thus be defined as V¢/|| V||, where first derivatives are
computed on the image via convolutions with first order gaussian kernels of
standard deviation equal to 1.5 voxel [Van den Boomgaard and Van der Weij,
2001]. For each voxel of the image, let e be the Cartesian direction (x, y or
z) so that max(|ngl|, |nyl, |nz|) = [ne|. We define the local base (n,p,q) with
p=nAe/|nAe|| and q =nAp/|nApl|. Finally, the principal minimal
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Sample RG DF FC MF

Snow type Rounded Decomposed | Faceted Melt
Grains Fragmented | Crystals Forms

snow

Voxel size (um) 9.82 8.59 8.37 37.84

Sample size (mm?) 3.933 3.433 4.003 9.473

Density (kg m=3) 249 158 287 473

Equivalent spherical ra- || 19.5 15.1 18.9 23.0

dius 7¢q (voxel)

Number of geometrical || 857 763 1542 378

grains

Number of mechanical || 395 353 492 208

grains

% of mechanical bonds || 72 72 57 25

within a distance of
0.05 mm from the clos-
est geometrical bond

Table 5.1: Characteristics of the snow images used in this study. The geometrical
grains were obtained with the segmentation parameters x; = 1/r¢, and
¢t = 0.25 (see Section 2.2). The mechanical grains were obtained with
the method described in Section 2.3.
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Figure 5.1:

Description of the geometrical segmentation (a, b, ¢) and the mechani-
cal evaluation (d, e, f). Illustrations correspond to a sub volume of size
23 mm? of the RG sample (full volume is 4> mm?). a) Minimal princi-
pal curvature Ku,;,. b) Potential bond zones (gray) obtained through
a watershed segmentation (red) on Kin with ky = 1/r¢,. c) Final
bonds (black) obtained after the refinement step with ¢, = 0.25. d)
Von Mises equivalent stress o, on the finite element mesh. e) Normal-
ized stress map o¢q. f) Final bonds (black) obtained via a watershed
segmentation on ogq.
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curvature Kpp is the smallest eigenvalue of the Weingarten matrix H [Prinet
et al., 1996] defined by:

g FV)B) A ((EV)F
i ((@V)F) A ((@V)q

The sign of Ky, distinguishes groove, neck and crater regions (Kpmin < 0)
from convex regions (Kmqn > 0). Unlike the Gaussian curvature, K, properly
detects triple junctions [Wang et al., 2012].

2. Detection of bond candidates with a watershed algorithm on K, (Figure 1b).
The watershed algorithm [Soille, 2003] is applied on —Kyin, so that the grain
centers are the seeds of the algorithm and the necks are the watershed edges.
To avoid artificial over-segmentation, local minima of —k,;, whose depth is
lower than a certain threshold level k; are deleted (H-minima transform). This
threshold is generally chosen to be on the order of 1/r., = S/(3V'), where ¢,
is the equivalent spherical radius, S is the ice-air interface area and V is the
ice volume. We define k; = Ry /req with £ € [0.7,1.3]. The sensitivity of the
segmentation to the values of k; is evaluated in section 3.1.

3. Refinement of bond candidates (Figure 1c). Once detected by the watershed
algorithm, the bond candidates are enlarged to a width of about 9 voxels by
applying iteratively 4 binary dilations with a 3 x 3 x 3 structuring element.
Then the bonds of minimal area and lying within the dilated bond candidates,
are computed via a graph cut approach with the GCoptimization C++ library
[Boykov and Kolmogorov, 2004, Boykov et al., 2001, Kolmogorov and Zabih,
2004]|. Details of the multi-label optimization via graph-cut can be found
in Boykov et al. [Boykov et al., 2001]. Simultaneously to the bond area
minimization, a merging criterion between grains is applied. One grain is
merged to its neighbor if S;,; < ¢ X Sy, Where S;,; is the contact area
between both grains, Si, is the total grain surface area and ¢; € [0,1] is a
local contiguity parameter. A value of ¢; close to 1 will separate grains that
share a large portion of their total surface, whereas a value of ¢; close to 0
will only split well-separated grain clusters. Note that the width of the dilated
bond candidates (9 voxels) has been chosen large enough to be able to find
the bond of minimal area (see Figures 1b and 1c¢) and thin enough to allow
reasonable computation time. The results of this segmentation procedure are
called hereafter geometrical grains.

The described algorithm has been developed using external C++ and Python li-
braries. It was not optimized since it already runs in reasonable times on a standard
personal computer. For instance, the processing time of the geometrical segmenta-
tion for the RG sample (4003 voxels) is about 30 minutes on a PC with four CPU
at 2.67 GHz and 6 Gb RAM. The main limitation of the algorithm is memory usage
during the refinement of bond candidates: the graph corresponding to the voxels in
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the largest bond candidate has to fit completely in the RAM memory. Thus, the
memory usage does not only depend on the overall size of the image but also on the
size of potential bond candidates, which is controlled by the snow microstructure
and the segmentation parameters.

5.2.3 Mechanical model

In order to evaluate the relevance of the geometrical grain segmentation, we per-
formed a numerical mechanical modelling on the same microstructure. The objective
is to check if the detected bonds effectively agree with the zones of potential failure.

The ice matrix was meshed into quadratic tetrahedral finite elements using AN-
SYS ICEM mesh generation software (www.ansys.com) (Figure 1d). A homogeneous
linear elastic material with a Young’s modulus of 9.5 GPa and Poisson’s ratio of 0.3
was used to model the mechanical behavior of ice [Schulson and Duval, 2009]. The
meshed microstructure was numerically subjected to an isotropic tensile deforma-
tion using ANSYS finite-element software. This particular loading was chosen since
it appeared as the best candidate to activate all potential force chains and to dis-
tribute the load in most of the microstructure (see also Section 4.2). As shown in
Figure 1d, the resulting von Mises equivalent stress o, is strongly heterogeneous
in the ice matrix. High stresses are located at the narrow constrictions between
grains (microscopic concentrations) and along force chains that transmit the load
through the sample (mesoscopic concentrations). In order to better isolate micro-
scopic stress concentration zones, which shall correspond to grain bonds, we compute
the normalized stress 0eq = 0cq/Teq, Where T¢q is the mean value of 0.4 on a grain-
scale neighborhood (G4 is obtained via a Gaussian filter with a standard deviation
d=d- Teq). We chose d =1 so that the averaging is performed on a neighborhood
of the order of the structure size. Lastly, a watershed segmentation is used on the
stress map o4 to identify grains called hereafter mechanical grains (Figure 1f). To
avoid over-segmentation due to non-prominent local minima of ¢, the H-minima
transform was applied to ¢, with a level 5, = 0.5, before applying the watershed
segmentation.

The processing time of the mechanical segmentation for the RG sample (4003 vox-
els) is about 10 hours on a PC with four CPU at 2.67 GHz and 6 Gb RAM. The

mesh generation and FEM simulation are the most time consuming steps.

5.3 Results

5.3.1 Sensitivity of the geometrical grain segmentation to its pa-
rameters

The results of the geometrical segmentation depend significantly on the two algo-
rithm parameters x; and ¢; operating on curvature and contiguity aspects, as shown
in Figure 2. For the same input image, the number of obtained grains ranges from
600 to 1200 depending on the chosen parameter values. Segmentations yielding a
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Figure 5.2: Number of geometrical grains as a function of ¢; for different values of
kt. Computations were performed on sample RG illustrated in Figure
1.

large number of grains are mainly controlled by the watershed pre-segmentation
and thus by the parameter x;. For ¢; > 0.4 typically, the bond candidates are not
affected by the merging process since their local contiguity is always smaller than
¢t In contrast, segmentations with fewer grains depend mostly on the merging
process, and thus on the parameter ¢;. For ¢; < 0.2 typically, the bond candidates
that are preserved by the merging process were all present in the watershed pre-
segmentation, regardless of the value of k;. For 0.2 < ¢; < 0.4 both criteria on
curvature and constriction control the segmentation results.

5.3.2 Mechanical evaluation
5.3.2.1 Relevance of the curvature and contiguity criteria

In this section, we assess the assumption that microscopic stress concentrations are
explained by the two retained geometrical criteria.

First, as can be seen in Figures 1a and le, the quantities £y, and oeq are clearly
spatially correlated. As shown in Figure 3a, high values of ¢4, i.e. local stress
maxima, are located on concavities (Kmin < 0). Quantitatively, 91% of the values
Oeq > 2 are located on concavities. Low stresses (0. < 0.5) are mainly located
on convexities (78%) but can also appear on concavities (22%). Therefore, the
negativity of x,,;, appears as a relevant necessary condition for stress concentration,
but is not a sufficient condition.

Second, we show that the minimality of the contact area and the contiguity
criterion effectively refine the detection of stress concentration zones. To evaluate
the stress distribution on the bonds, we define bond neighborhood zones as the
sets of voxels in contact with two different grains and enlarged by 5 successive
binary dilations with a 3 x 3 x 3 structuring element. Then, we estimate the stress
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Figure 5.3: Mechanical evaluation of the geometrical segmentation criteria with

the computed stress distribution. a) Distribution of o¢, on concavities
(Kmin < 0), convexities (Kmin > 0) and in the entire ice matrix. b)
Distribution of ¢y on the geometrical bonds obtained for different
values of ¢; in [0.125, 0.5] and k¢ = 0.7/r¢q. These distributions are
expressed in number of voxels per total number of ice voxels and are

computed on bins of homogeneous size equal to 0.015.



5.3. Results 119

I I | | |
- — Entire ice matrix
10 k\/\ - Mechanical bonds |3
- 4 ---- Geometrical bonds |
g
© 10_3 3 =
2 £
E g
(]
o]
S 4
a 107 . Fp,e =0.7,025 - Ryc=1.0,1.0 3
1 k
. R,e=1.0025 - R&,c =1.0,0.125 |
, ]
: . - R,e =1.3,0.25
10-5 ! I T T T

0.0 0.5 1.0 1.5 2.0 25 3.0

Ty

Figure 5.4: Distribution of the stress o4 in the entire ice matrix, on the mechanical
bonds and the geometrical bonds obtained for different values of k¢
and ¢;. These distributions are expressed in number of voxels per
total number of ice voxels and are computed on bins of homogeneous
size equal to 0.015.

distribution on these bond neighborhood zones. As shown in Figure 3b, the mean
stress oo on these zones globally increases when ¢; decreases. More precisely, when
¢ decreases, the bonds with the highest stresses are almost not modified while the
bonds presenting the lowest stresses are no longer detected by the algorithm. This
indicates that the merging criterion on local contiguity is able to select the bonds
with the highest stress concentration among those detected by the segmentation
on curvature. Note that the watershed segmentation on k., distinguishes grains
separated by a concave zone. Therefore, asymmetrical bonds with a concave side
and an opposite convex side are not identified by our algorithm, even if these bonds
might concentrate the stress on their concave side. This explains why few voxels
with high stresses are not located on any detected geometrical bonds (Figure 3b).

5.3.2.2 Mechanical evaluation of the geometrical segmentation

We recall that the quality of the grain segmentation is defined here as its capability
to detect zones of high local stresses. According to this criterion, the mechanical
bonds directly obtained by the watershed segmentation on ¢, can be considered
as a reference against which the geometrical segmentation has to be evaluated.
Visual inspection of Figures 1c and 1f shows a good qualitative agreement between
the geometrical grains and those detected from the stress distribution. In detail,
however, a few bonds appear only in one of the two segmentations, and the exact
location of bonds sometimes slightly differs. To evaluate more quantitatively the
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Figure 5.5: Inclusion of the mechanical bonds (black) in the geometrical bonds
(red). The geometrical bonds were enlarged by 5 successive binary
dilations with a 3 x 3 x 3 structuring element. The black arrow high-
lights a geometrical bond that does not intersect any mechanical bond
because the surrounding grains cannot transmit any force due to a mi-
crostructural dead-end. The geometrical segmentation was performed
with (K¢, ¢;) = (1.0,0.25).

mechanical relevance of the geometrical grain segmentation, we compared the stress
distribution on both types of bonds (Figure 5.4) and computed the distances between
each mechanical bond and the closest geometrical bond.

Figure 5.4 shows the stress distribution in the entire ice matrix, on the mechan-
ical bonds and on the geometrical bonds obtained for different sets of segmentation
parameters. It is observed that the stress distributions on the entire ice matrix
and on the geometrical bonds are very close for high values of o.,. This observa-
tion shows that high stresses are mainly located on the geometrical bonds. The
stress distributions on mechanical and geometrical bonds are also almost identical
for ocg > 1.5. This indicates that, according to the evaluation of the capability
of detecting high local stresses, the geometrical segmentation performs as well as
the mechanical segmentation. The main difference between the mechanical and
geometrical segmentations is observed on low stress zones. The stress o¢, on the
mechanical bonds is never lower than ¢; = 0.5, which was the level imposed by the
H-minima transform for the watershed segmentation, whereas numerous geometri-
cal bonds appear to support no significant load. This leads to a significantly larger
number of geometrical bonds than mechanical bonds. For instance, the geometrical
segmentation with (&z, ¢;) = (1.0, 0.25) is composed of 1072 bonds (857 grains) while
the mechanical segmentation is composed of 578 bonds (395 grains) (Table 1). In
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other words, a large part of the contacts detected by the geometrical criteria are not
mechanically active, at least under the considered deformation regime (elastic).

Moreover, Figure 5.4 shows that the geometrical segmentation is able to identify
zones of stress concentrations regardless of the values of the parameters s and ¢; in
the ranges [0.7,1.3] and [0.125,1.0]. As explained previously, the choice of ¢; only
affects bonds characterized by a low value of oo, (Figure 5.4). The choice of x;
slightly affects bonds characterized by a low value of ., but does not appear to be
determinant for ¢; = 0.25 (Figure 5.4). Hence, differences of segmentation results
associated to the choice of segmentation parameters are mostly observed in zones of
low ¢4 values.

Lastly, for (&, ¢;) = (1.0,0.25), 72% of the mechanical bonds are located within
a distance of [ = 0.05 mm to the nearest geometrical bond (Figure 5.5, Table 1).
As a comparison, the typical size of the microstructure measured by 7.4 is 0.19 mm,
and half of all ice voxels are at a distance larger than /.y = 0.11 mm from the
geometrical bonds. Hence, we found that | = 25%r.q, which is quite small compared
to the typical grain size (see also Figure 5.5). Moreover, the fact that [ = 45%l,.s
indicates a clear correlation between the geometrical and the mechanical bonds. We
can thus conclude that a large majority of the mechanical bonds is correctly detected
by the geometrical segmentation. However, as already mentioned before, we observe
again that a part of the geometrical bonds does not intersect any mechanical bonds
(Figure 5.5).

5.4 Discussion and application to various snow types

5.4.1 Non-uniqueness of the segmentation

The results of the geometrical grain segmentation algorithm are very sensitive to
the values of the parameters x; and ¢; (Figure 2). However, this sensitivity and the
numerous possible segmentation results are not specific to our algorithm, and similar
observations can be found in the literature for other algorithms. For instance, Kry
conducted the first identification of bonds on 2D slices of snow by assuming that
a bond exists if its constriction is at least of 30% [Kry, 1975b]. Kry already noted
that the value of 30% is partly subjective but did not conduct any sensitivity test
to this value which can significantly affect the grain segmentation. More recently,
the algorithms operating on 3D images proposed by Theile and Schneebeli |Theile
and Schneebeli, 2011] or Wang et al. [Wang et al., 2014, 2012] also incorporate
some threshold values that control the final number of grains. In fact, the definition
of geometrical grains is always relative to a certain threshold. More generally, the
definition of mechanically relevant grains can be seen as relative to the force applied
to separate the grains from each other. In contrast to sand, for instance, snow
is not characterized by a clear difference between inter and intra-granular strength.
Defining a bond by its resistance force thus involves some arbitrariness since there is
a continuum of cohesion force values. As a consequence, no absolute choice for x; and
¢t can be proposed, not because our algorithm is wrongly designed, but because the
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definition of mechanical grains is inherently scale dependent. For instance, during
a compression test of snow, very fragile bonds between large grain clusters are first
activated, then, after densification, the clusters themselves are broken into individual
grains which might also break into sub parts and so on [Johnson, 2011]. The choice
of k; and ¢; thus depends on the subsequent use of the grain representation of the
snow microstructure, especially on the degree of refinement needed. In the case
of DEM modelling, for instance, the precise choice of the segmentation parameters
results from a compromise between the accuracy of the model and the computing
cost that can be afforded.

On the basis of the results shown above, reasonable choices for the segmentation
parameters x; and ¢; can nevertheless be proposed. Clearly, values leading to as
many grains as voxels do not match our first objective of reducing the complexity
of the snow microstructure. On the other extreme, parameters yielding only one
grain for the entire sample are also not satisfactory. Between these two extreme
segmentations, we suggest values for x; and ¢; leading on average to grains of the
same size as those identified visually in the snowpack [Fierz et al., 2009]: k; ~
1/req and ¢; ~ 0.25. The normalization of k; by 7., enables to obtain identical
segmentations for homothetic microstructures (same shape but different sizes). The
proposed value for ¢; implies that grains sharing more 25% of their total surface
area are merged. We have shown that using stricter criteria (higher value of x; and
lower value of ¢;) will delete bonds supporting relatively low stresses. These bonds
are expected to be not the most determinant to describe the mechanical behavior.

5.4.2 Representativeness of the mechanical evaluation

We evaluated the mechanical relevance of the geometrical grain segmentation using
the stress distribution o¢, obtained via a FEM elastic model of isotropic tensile
deformation, and normalized on a grain-scale neighborhood. We discuss here the
representativeness of these mechanical simulations.

First, the choice of linear elasticity as the constitutive law for ice in the mechan-
ical model is discussed. The granular description of snow is intended, in our case,
to be used as a geometrical input for computing fast deformations governed by con-
tact interactions. It is not necessarily appropriate for slow deformations as creep,
expected to be more controlled by intra-granular deformation [Theile et al., 2011].
According to this purpose, considering a purely elastic regime in the finite-element
model thus seems to be sufficient to identify potential zones of brittle failure. The
normalization of the stress distribution enables to reveal relative stress concentra-
tions at the bonds, even on chains of grains that do not transmit much force at the
sample scale. Note that although these chains do not transmit much force in the
elastic regime, the force paths can evolve during the progressive damaging of the
microstructure and might activate them |[Hagenmuller et al., 2014c|. In order to
have a unique granular description independent of the microstructure damage state,
the mechanical evaluation via 0., thus appears to be relevant.
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of ;. The geometrical bonds were obtained with (&, ¢;) = (1.0, 0.25).
These distributions are expressed in number of voxels per total num-
ber of ice voxels and are computed on bins of homogeneous size equal
to 0.015.
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Second, the relevance of the choice o; = 0.5, which controls the watershed seg-
mentation of the stress distribution g4, is discussed. As shown in Figure 5.6, the
value of 6; mostly affects the bonds characterized by low values of ;. When oy
increases, the mechanical bonds undergoing the lowest stresses are not detected any-
more. In regard to our main objective, i.e. the evaluation of the capability of the
geometrical algorithm to recover bonds with the highest local stresses, the value of
o has thus little effect. However, the total number of detected mechanical grains
significantly changes with ;: it ranges between 675 and 197 for 4, € [0.1,0.9].
This sensitivity to o7 is actually parallel to the one shown on the geometrical seg-
mentation parameters (k¢,c;) and refers once again to the non-uniqueness of the
grain segmentation (Section 4.1). To provide a reference for the evaluation of the
geometrical segmentation, we chose to arbitrarily cut off the stress distribution on
mechanical bonds by setting 6; = 0.5. This amounts to assuming that low stress
concentrations oy < 0.5 can hardly lead to bond failure and should not be regarded
as mechanical bonds.

Third, isotropic tensile deformation was chosen as loading condition for the
mechanical evaluation. It is important to check that the results do not strongly
depend on this choice. Other types of loading conditions (uniaxial tension and
pure shear in each cartesian directions) were tested (Figures 6 and 7). Note that
compression leads to the same stress distribution o4 as tension in the same direction,
since the chosen constitutive law for ice is linear and the von Mises equivalent stress
is an even function. As shown in Figure 7, the spatial distribution of o4 and the
mechanical grains obtained for the different loading conditions show very similar
features. In particular, the distribution of o¢, on the entire ice matrix and on the
geometrical bonds is identical for the different tested loading conditions (Figure 8).
We have shown that 72% of the mechanical bonds obtained with isotropic tensile
strain are located within a distance of [ = 0.05 mm to the geometrical bonds. For
the other tested loading conditions, this percentage is of the same order and ranges
between 70% and 77%. Therefore, we argue that the geometrical segmentation is
actually able to capture the mechanical behavior of snow under various loading
conditions.

Lastly, let us comment on the observation that many geometrical bonds are not
close to any mechanical bond (Figure 5). We observed that a large majority of the
mechanically activated bonds are represented by a geometrical bond. Therefore,
one could argue that many geometrical bonds are in excess to model the mechanical
behavior of snow. However, the aim of this paper is not to derive geometrical vari-
ables describing the contact network but to provide appropriate means to simplify
the snow microstructure for future mechanical simulations via DEM. Therefore, the
microstructure should rather be over-segmented so that determinant mechanical
bonds are well represented, i.e. included in the set of geometrical bonds, even if
some considered bonds play only little role in the mechanical behavior. The DEM
computations will then automatically reveal the bonds that are mechanically rele-
vant.
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Figure 5.7: Distribution of the stress 0., and the corresponding mechanical bonds
(blue) obtained for different loading conditions: uniaxial tension (a),
pure shear (b) and isotropic tensile deformation (c).
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Figure 5.8: Distribution of the stress o¢, in the entire ice matrix and on the geo-
metrical bonds, for 9 different loading conditions. The different loading
conditions correspond to imposed displacements along direction X,Y
or Z on faces normal to X,Y or Z. The geometrical bonds were ob-
tained with (K¢, ¢:) = (1.0,0.25). These distributions are expressed in
number of voxels per total number of ice voxels and are computed on
bins of homogeneous size equal to 0.015.
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5.4.3 Application to different types of snow microstructures

In addition to the image of Rounded Grains (RG), the geometrical and mechanical
segmentations were applied on three other images representative of various snow
types: Faceted Crystals (FC), Decomposing and Fragmented snow (DF) and Melt
Forms (MF). The geometrical segmentation was directly applied to these images
with parameters values k; = 1/7¢4 (7¢q depends on the snow sample) and ¢; = 0.25
(Figure 9). The results of the segmentation are summarized in Table 1.

The DF sample, resulting from the evolution of fresh snow, is characterized by a
very low density and connectivity (Figure 9a). Consequently, the stress distribution
is very heterogenous. The load is supported by very few chains of grains and the
von Mises stress is zero in a large part of the structure (Figure 9d). In this struc-
ture, we obtain twice as many geometrical bonds (879) as mechanical ones (440).
Nevertheless, a large majority (72%) of the mechanical bonds are still close to the
geometrical bonds (distance ! < 0.05 mm), which validates here also the quality of
the geometrical segmentation.

The FC sample, resulting from temperature gradient metamorphism, is charac-
terized by flat ice surfaces (Figure 9b). Small protuberances on flat zones signifi-
cantly affect the curvature map and segmentations based only on curvature lead, in
this case, to some totally irrelevant grains. In this case, the regularization provided
by the optimization step is of particular interest to locate bonds on real constric-
tions and to select mechanically relevant grains. The numerical mechanical model
reveal that only few bonds support most of the load as for the sample DF (Figure
9e). Thus, once again, the mechanical bonds cannot directly match the geometri-
cal bonds, but correspond approximately to a subset of the geometrical bonds. In
detail, 57% of the mechanical bonds are at a distance smaller than 0.05 mm from
the closest geometrical bond. This percentage increases to 70% with a less strict
distance of 0.07 mm.

In contrast, on the MF sample, crystalline grains have formed marked concavities
on the necks which are directly detected by the segmentation with curvature (Figure
9¢). On this sample, crystalline grains are clearly detected by these grooves on the ice
surface but they are strongly sintered with very large bonds (compared to the grain
surface area) that do not concentrate stresses locally (Figure 9f). This illustrates
the difference between crystalline and mechanical grains. The mechanical analysis
shows a relatively homogeneous stress distribution. Actually, the bonding between
those grains is so strong, that the granular nature of the material is questionable in
this case. Consequently, for this type of snow, the geometrical grains are not really
mechanically relevant.

5.5 Conclusion

We developed a new algorithm to segment the snow microstructure into grains.
The algorithm is based on geometrical criteria that are defined to detect bonds
supposed to be mechanically relevant. The originality of this work is to cross-check
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Figure 5.9: Geometrical segmentation (a,b,c) and mechanical evaluation (d,e,f)
applied to different snow types: Decomposing and Fragmented snow
(a,d), Faceted Crystals (b,e) and Melt Forms (c,f). The geometrical
segmentation was performed with (K, ¢;) = (1.0,0.25). The corre-
sponding geometrical bonds are indicated in black. The stress dis-
tribution was performed with isotropic tensile deformation as loading
conditions. The corresponding mechanical bonds are indicated in blue.
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our approach with the stress distribution in the microstructure, computed by FEM.
First, the mechanical results show large stress fluctuations with higher local stresses
on the bonds, which confirms the picture of snow as a granular material. It was
shown that the stress concentration at the grain level (0.4) is not very sensitive
to the applied loading conditions (pure shear, uniaxial tension, isotropic tensile
strain). However, it has to be recalled that this granular description of snow is
appropriate only for fast deformations governed by contact interactions, and not
necessarily for slow deformations as creep or for highly sintered structures whose
granular nature is questionable. Second, the stress distribution was used to evaluate
the mechanical relevance of the bonds detected by the geometrical segmentation
algorithm, assuming that these bonds should be preferentially located in zones of
stress concentration. We showed that our geometrical segmentation is effectively
able to detect bonds supporting locally the highest stresses and performs almost as
well as segmentation directly inferred from the stress distribution. The refinement
procedure composed of contact area minimization and merging of highly contiguous
grains selects bonds that effectively concentrate stress, among those detected by the
criterion on curvature. This is of particular interest for faceted snow types, where
purely curvature-based algorithms are negatively affected by small protuberances
on flat ice surfaces.

In all cases, significantly more geometrical grains than mechanical grains are
required to reproduce the mechanical bonding system. Let us recall, however, that
the mechanical grains defined in this study are relative to the modeled elastic stress
distribution. Eventually, as strain increases, the progressive failure of bonds and the
creation of new contacts might change the local distribution of stress. Hence, new
geometrically-determined contacts might progressively be activated. In practice, the
geometrical segmentation thus appears well suited to simplify the snow microstruc-
ture in grains regardless of the deformation regime (elastic/inelastic). Moreover,
this segmentation is also much more computationally efficient (30 min for the RG
image) compared to the complete mechanical simulation (10 h on the same image
and PC).

Finally, the algorithm presented in this article appears as an efficient tool to
represent the snow microstructure as a set of grains instead of as a collection of
voxels. This representation can then be used, typically, for DEM simulations. How-
ever, a direct evaluation of such grain-based simulations against real experiments
will certainly be necessary to help defining the optimal segmentation parameters
which best capture the granular mechanical behavior of snow.
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CHAPTER 6

Microstructure-based modeling of
snow mechanics: a discrete
element approach

Abstract Rapid and large deformations of snow are mainly controlled by grain re-
arrangements which are made possible by the failure of cohesive bonds and the creation of
new bonds. We exploit this granular nature of snow to develop a discrete element model
based on the full three-dimensional microstructure captured by microtomography. The
model assumes that snow is composed of rigid grains interacting through localized contacts
accounting for cohesion and friction. The geometry of the grains and of the intergranular
bonding system are explicitly defined from microtomographic data. The bonds are detected
in the microstructure with geometrical criteria based on curvature and contiguity. Single
grains are represented as rigid clumps of spheres. The model is applied to different snow
samples subjected to confined compression tests. A detailed sensitivity analysis shows that
artefacts introduced by the modeling approach and the influence of numerical parameters,
are limited compared to variations due to the geometry of the microstructure. The model
evidences that the compression behavior of snow is mainly controlled by the density of the
sample but that deviations from a pure density parameterization are non negligible during
the first phase of compression (density < 300 kg m~2). In particular, the model correctly
predicts that, for a given density, faceted crystals are less resistant to compression than
rounded grains or decomposed snow. For higher compaction, no clear difference between
snow types has been observed.
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6.1 Introduction

Knowledge of the mechanical properties of snow is required for many applications
such as avalanche risk forecasting, optimizing over-snow vehicle traffic, quantifying
loads on structures, etc. [Shapiro et al., 1997]. Snow is a material made of air,
ice and sometimes liquid water and impurities. Snowflakes can take many different
forms controlled by the atmospheric conditions |e.g. Bentley and Humphreys, 1931,
Nakaya, 1954]. Once deposited on the ground, snow still evolves. Indeed, its high
porosity and its temperature close to its melting point promote rapid changes of
its microstructure through water vapor transport or melting/refreezing processes
le.g. Fierz et al., 2009, Flin, 2004, Schneebeli and Sokratov, 2004, Vetter et al.,
2010]. As a consequence, the snow material is characterized by a wide range of
densities and microstructural patterns classified in different snow types [Fierz et al.,
2009]. In addition, the ice matrix of the snow microstructure exhibits different
types of mechanical behavior such as elasticity, visco-plasticity and brittle failure,
depending on the load, strain rate and temperature [Petrovic, 2003]. This variety
of snow types and different deformation mechanisms of ice can be considered as
the major scientific obstacles for the progress in the knowledge of the mechanical
properties of snow [Brown, 1989].

Numerous studies have attempted to measure the macroscopic mechanical be-
havior of different snow types under various loading conditions (rate and direction)
and temperatures. Mellor [1975], Salm [1982], Shapiro et al. [1997] reviewed the
main results of these experimental studies. They show global trends of increas-
ing strength and stiffness with increasing density. However, they pointed out that
the majority of existing data characterize the microstructure only by density and
a snow type, and do not include independent variables that reflect the influence of
the microstructure. Hence, the large scatter in plots of mechanical properties versus
density (e.g. Figure 1.7 in Chapter 1) reveals that density alone is insufficient to
fully characterize snow material behavior [Keeler and Weeks, 1968, Shapiro et al.,
1997, Voitkovsky et al., 1975]. Moreover, the current snow type classification [Fierz
et al., 2009], which differentiates snow types according solely to the shape and size
of individual grains, is poorly representative of the mechanical behavior. There-
fore, it appears necessary to better account for the microstructure to derive relevant
indicators of the mechanical properties of snow [Shapiro et al., 1997].

Stereological methods based on snow sections were developed to characterize the
bonding between snow grains [e.g. Edens and Brown, 1995, Keeler, 1969, Kry, 1975a,
which plays an important role in determining the mechanical properties. From these
observations, models incorporating state variables describing microstructural fea-
tures such as grain and bond size, or coordination number, were developed [Hansen
and Brown, 1986, Mahajan and Brown, 1993, Nicot, 2004]. The macroscopic be-
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havior of snow is statistically estimated from the system composed of a single grain
surrounded by bonds characterized by a distribution of contact orientations. These
models therefore assume the snow grain to be the fundamental unit of the mechani-
cal behavior. However, this assumption is questioned by observations of Kry [1975b],
who considered connected series of stress-bearing grains as the fundamental unit of
snow structure. Moreover, in order to derive three-dimensional (3D) geometrical
properties from two-dimensional (2D) observations, stereological methods require
inherent assumptions about the shape and isotropy of the microstructure, which are
not valid for all snow types [e.g. Alley, 1986].

In the last decade, the development of micro-computed tomography (uCT) on
dry snow enabled a large progress toward deciphering snow’s microstructure [Br-
zoska et al., 1999, Coléou et al., 2001, Schneebeli and Sokratov, 2004]. With uCT,
it is possible to obtain a 3D image of the microstructure at resolutions down to a
few microns. Besides observations of the evolution of the ice matrix and qualitative
explanations of the observed deformation mechanisms [e.g. Schleef et al., 2014], uCT
enables to develop mechanical models directly based on the real 3D microstructure.
Schneebeli [2004] and Srivastava et al. [2010] computed the elastic modulus of snow,
which is very difficult to measure in experiments, with a finite element (FE) simu-
lation based on the 3D microstructure. Srivastava et al. [2010] used the results of
the FE analysis on a snow sample evolving under temperature gradient to corre-
late the evolution of the mean intercept length of the structure and the evolution
of the Young’s modulus. Hagenmuller et al. [2014¢| successfully reproduced tensile
failure under high strain rate with a FE analysis. Chandel et al. [2014] modeled
the softening behavior of snow under compression with a FE model and a material
law incorporating elasto-plasiticty and damage. However, all these mentioned pCT-
based models are extremely computationally expensive because the microstructure
is meshed with finite elements of similar sizes and no degree of freedom is blocked.
Therefore, such FE simulations are limited to relatively small snow volumes and
relatively simple material models for ice.

On the other hand, rapid and large deformations of snow are mainly controlled
by grain re-arrangements, which are made possible by bond failure and creation.
This type of deformation is involved in the release of slab avalanches [Schweizer
et al., 2003|, in the characterization of a snow profile with an indenter [Bader and
Niggli, 1939, Schneebeli and Johnson, 1998|, or when a vehicle wheel comes in con-
tact in snow covered terrain [Yong and Fukue, 1977]. To model these deformation
regimes, we propose to take advantage of describing snow as a granular material:
the microstructure is simplified into a set of rigid grains interacting through their
contacts. The assumption of snow as a granular material is reasonable for high
strain rates (¢ > 107% s7!) and natural seasonal snow with a relatively low poros-
ity (> 0.6) [Hansen and Brown, 1988|. This assumption drastically reduces the
number of degrees of freedom in the microstructure and enables to simulate snow
deformation with the discrete element method (DEM). DEM is more suited then
FE to model large discontinuous deformations governed by microscale processes
such as bond breakage, and compaction of broken fragments. Johnson and Hopkins
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[2005] modeled snow mechanics with DEM and a snow microstructure described by
randomly oriented cylinders of random length and hemispherical ends. To reduce
the inevitable bias introduced by such a simplification, we propose a new approach
directly accounting the real 3D microstructure of snow captured by uCT.

In the present study, we propose to use the DEM approach with the 3D mi-
crostructure of snow captured by puCT to model dry snow deformation at high
loading rates. First, the different microstructure images used to build the DEM are
presented. Second, the DEM model is described. It requires a method to trans-
late the microstructural information into discrete elements, and the definition of a
contact law. The model capabilities are evaluated on one type of loading condi-
tions: uniaxial confined compression, obtained through an imposed uniaxial strain
and lateral periodic boundary conditions. This loading involves the creation of new
contacts and particle re-arrangements which the model aims to capture. Third, a
sensitivity analysis of the model is performed. Last the model is applied to different
snow samples and the modeled compressive behavior is analysed.

6.2 Materials and methods

6.2.1 Dataset

The DEM model has been applied to five uCT snow images spanning different
snow types (Decomposing and Fragmented precipitation particles (DF), Rounded
Grains (RG), Faceted Crystals (FC), Depth Hoar (DH), [Fierz et al., 2009]) obtained
from previous controlled cold-room experiments (samples 108, 115, 123 measured
by Flin et al. [2004] during an isothermal metamorphism experiment, sample 2A
measured by Calonne et al. [2011]| during an temperature gradient experiment,) or
field sampling (sample Ip04 measured by Flin et al. [2011] and samples 4, 9 measured
by Hagenmuller et al. [2013b]). All samples were scanned with X-ray absorption
tomography with casting procedures. The puCT images have a nominal resolution
between 5 and 10 microns. The grayscale images were binary segmented with the
technique described by Hagenmuller et al. [2013b] with an effective resolution of two
voxels. The characteristics of the imaged samples are summarized in Table 6.1.

6.2.2 Snow microstructure representation

In practice, the microstructure captured by tomography is a binary image composed
of air and a continuous ice matrix. No grains are distinguished in the ice matrix.
So, first the grains need to be detected in the binary image, which is a difficult task
since the grains are not well separated but rather sintered together. The algorithm
developed by Hagenmuller et al. [2014b] was used in the present study and is briefly
described in the following. Second, the detected grains which can have a complex
shape different from standard simple geometrical units as spheres or cylinders, are
described in terms of discrete elements by clumping spheres together.
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Sample Voxel size Side Density Equlva.ulent

name Type (1um) length (ke m—3) spherlcal
(mm) radius (um)

Ip04 DF 8.59 5.84 145 128

108 DF/RG 9.82 4.91 145 111

4 FC/DF 9.65 5.79 163 191

2A FC 8.37 5.00 319 183

9 FC/DH 9.65 5.79 183 179

115 RG 9.82 4.91 182 146

123 RG 9.82 4.91 242 191

Table 6.1: Description of the microtomographic images used in this study. All im-
ages are cubic. Density and equivalent spherical radius were computed
from the binary images of the microstructure. The equivalent spherical
radius is defined as 3V/S with V' the volume of ice and S the snow
surface area. It quantifies the typical size of the ice matrix.

Grain segmentation Hagenmuller et al. [2014b]| developed an algorithm to seg-
ment the snow microstructure into grains that are mechanically relevant. The algo-
rithm detects zones of reduced ice thickness, the bonds, based on geometrical criteria
on curvature and contiguity. First, bond candidates are identified with the value
of the minimal principle curvature K,;, in the ice matrix. The bonds candidates
are located on concavities (ki <0) and separate the grains located on convexities
(Kmin>0). A parameter r; sets the sensitivity of this pre-segmentation to curvature.
A small value of x; yields numerous bond candidates, a larger value of k; yields less
bond candidates located only on the most pronounced concavities. Second, the
bond candidates are refined: their area is minimized and highly contiguous grains,
i.e. grains which share a large proportion of their total surface, are merged. A
contiguity parameter ¢; defines the threshold for the merging: a grain is merged to
its neighbor if S;; < ¢ X Sior Where S;;,; is the contact area between the two grains
and Sy, is the total grain surface area. Hagenmuller et al. [2014b| showed that
this grain segmentation algorithm is able to detect the bonds supporting locally the
highest stresses. With the assumption of homogeneous ice strength, the algorithm
detects the potential failure paths in the microstructure and is thus relevant for the
DEM approach.

On a given microstructure, the exact choice of K; and ¢; determines the total
number of segmented grains. These segmentation parameters must be set so that the
granular description of the snow microstructure reasonably captures the mechanical
behavior of snow under the given loading conditions. It might be necessary to
decompose the microstructure in more or less grains depending on the subsequent
use of the grains assembly.
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Figure 6.1: Granular description of the ice matrix. The binary image (a) is seg-
mented into grains (b) separated by their bonds (black). The detected
grains are represented as clumps of spheres (c).

Clump of spheres The segmented grains are represented by a set of voxels. The
geometry described by these voxels must be translated into discrete elements which
can be handled by the DEM model. Clumping of basic geometrical unit as spheres
[e.g. Ferellec and McDowell, 2010] or meshing with polyhedra [e.g. Lee et al., 2009]
can be used to capture the morphology of irregular 3D particles. The representation
using clump of spheres is much simpler in terms of a numerical algorithm than the
use of polyhedral particles, because the clumping approach is free of the singularity
problem of contacts between faces, edges and points, which is difficult to handle
and demanding in terms of calculation. The simplicity of the clumping approach
ensures the stability of the computation [Matsushima et al., 2009].

In the present study, a very simple technique using non-overlapping spheres
was used to describe (or mesh) the snow grains into discrete elements. First, the
resolution of the 3D grain image was reduced by a certain factor. Then, all voxels
at the interface between two grains or between air and ice, were replaced by a
sphere with a diameter equal to the side-length of the voxel and with the same
center position (Figure 6.1). The sphere diameter thus depends on the reduction
of the initial resolution of the image. Each grain decomposed in numerous spheres
behaves as a rigid body. The contact between grains is computed via the detection of
contacts between the spheres which describe the grain shapes. Considering spheres
only at the surface of the grains diminishes the total number of spheres required for
DEM. The use of equally-sized spheres enables to take a relatively large time step
for simulation.

6.2.3 Discrete element model

Each grain is represented by a single discrete particle called clump. It is composed
of a rigid aggregate of spheres, called members. The motion equations are solved
on the clump. The positions of its members are updated according to the clump
overall motion and the relative position of the members in the clump. The forces and
moments acting on the clump are the sum of the forces acting on its members. The
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interactions between the members of two different clumps are frictional and cohesive,
cohesion being active only for the contacts that exist in the initial undeformed
microstructure. The discrete element modeling was performed with Yade DEM
code (https://yade-dem.org/doc/). Main computation steps are described here with
a focus on the contact law used (Law2_ScGeom6D_CohFrictPhys_CohesionMoment).
Extensive documentation can be found in [émﬂauer et al., 2010].

Motion equations on a clump On a clump ¢, the motion is computed by the
integration of Newton’s equation for the translational and rotational degrees of
freedom:

M.X.=F.and I.Q, = T, (6.1)

with M, the mass of the clump, I. its moment of inertia, X, its centroid position,
Q. its angular velocity, F. the total force and T, the total torque applied on the
clump. Newton’s equations are integrated for each time step dt with a Verlet scheme
[Smilauer et al., 2010]. The mass M, and inertia I, were directly calculated with
the grain-segmented image by summing the contributions of each voxels. The force
F. and torque T, on the clump are defined as

Fc:Zfianch:Zlini+Zti (62)

1€c i€c i€c

where 1; is the relative position of the member ¢ with regards to the clump centroid,
f; and t; are the force and torque on the member 7.

In the model, only contact forces are used and no volumetric forces such as
gravity are considered. The used contact laws do not incorporate damping during
collision. Therefore in order to dissipate kinetic energy, which is desirable in simula-
tions of quasi-static phenomena, a numerical damping is used |Cundall and Strack,
1979]. A damping force (F,). is added to each clump:

(Fo)e = —Ao|Felsign(X,) (6.3)

The integration of the motion equations thus depends on two model parameters:
the time step dt and the the damping coefficient \,.

The force and torque on the spherical member ¢ are computed by considering all
sphere-sphere interactions acting on the member . In the following paragraphs, the
computation of the force/torque resulting from the interaction between two equally
sized spheres composed of the same material is detailed.

Sphere-sphere contact geometry The geometry of the contact between two
spheres has 6 degrees of freedom (DOF): both spheres are free to translate and
rotate (6+6 DOF) but the cluster of the two interacting spheres can also translate
and rotate (-6 DOF) (Figure 6.2). The computation of normal strain (1 DOF) and
shear strain (2 DOF) is described in the following. Less attention is paid to bending
(2 DOF) and twisting (1 DOF) between two spheres since their effects are not



Chapter 6. Microstructure-based modeling of snow mechanics: a

138 discrete element approach
i i “ “
Normal strain Shear strain
Initial configuration @ ee
Twisting Bending

Figure 6.2: Degrees of freedom (DOF) of configuration of two spheres. Adapted
from [Smilauer et al., 2010].

determinant in the present modeling case where the intergranular cohesive contacts
are composed of several sphere-sphere interactions.

Let us consider two spheres ¢ and j with the same radius r (Figure 6.2). The
position and velocity of the spheres is denoted x and v. The angular velocity is
denoted w. The variable notation is underscored by ¢ and j to indicate that the
variable refers to sphere i or j (Figure 6.2). The interaction normal n is defined as
n = (X; — X;)/|x; — x;|. The normal strain &, is defined as the ratio between the
spheres overlap 0 and their radius r, with 6 = 2r — (x; — x;) - n. The overlap is
positive if the spheres really overlap and negative if the spheres are disjoint. The
equilibrium normal position is chosen to be the zero-overlap. The contact point is
defined as the middle of the segment between the sphere centers. It is at a distance
d = (r —§/2) from the sphere centers.

The shear displacement uy, i.e. the relative sphere displacement in the plane nor-
mal to n, is computed incrementally. The shear displacement increment Au; is due
to the relative motion of spheres and the motion of the interaction in global space.
The relative velocity of spheres at the contact point is v;; = (v; + w; x (—dn)) —
(vi + w; x (dn)). The increment Au; of shear displacement due to the relative
sphere motion during one time increment dt¢ is thus the projection of v;; on the
tangent plane times the time increment. Note that the displacement of the inter-
action needs to be also taken into account to ensure that the accumulated shear
displacement uy is still in the current tangent plane and is not affected by global
displacement of the interaction (see [Smilauer et al., 2010] for details).

Sphere-sphere contact law The contact law computes forces and torques acting
on two interacting spheres, according to the material properties of the spheres and
the contact geometry described before. In the presented model, the initial contacts
are cohesive and frictional while the new contacts created during the simulations are
only frictional. The material, ice, is thus described by Young’s modulus F, Poisson’s
ratio v, normal cohesion o, shear cohesion o, and a friction angle ¢.

The force f, acting on sphere 7 in the normal direction depends on Young’s
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Figure 6.3: Behavior of the sphere-sphere contact in two simple cases: normal
loading (a) and simple shearing (b).

modulus £ and normal cohesion o, of the sphere material as following:
f, = —(Erd)n if —Eré < fomaz = onr?

6.4
f,, = 0 and cohesion is broken if —FEré > o,r? (64)

This describes simply a linear spring with a spring coefficient equal to K,, = Er and
a maximum force fy, maz = onr? in tension before breakage (Figure 6.3). The new
contacts do not have any cohesion. Note that if the cohesion is broken o,, is set to
zero but the shear cohesion o; is also set to zero for the contact.

The force f; acting on sphere ¢ in the tangent plane depends on Young’s modulus
E, Poisson’s ratio v, shear cohesion o, and friction angle . Let us define the elastic
shear force ff = —(vEr)u; and the frictional shear force £ = (£7/|ff])|f.| tan(p).
The force f; is:

fy =17 if [£7] < ftimaz + [fa] tan(e)

6.5
f; = f7 and cohesion is broken if |£7| > fi mae + |£.] tan(p) (6.5)

with ftmae = o2, Note that if the cohesion is broken in shear, then o; and o, are
set to zero on this contact. Main features of this contact law are summarized on
Figure 6.3. The tangential force f; adds a torque t; = d(—n) x f; on the sphere.

In this study, cohesion strengths in tension (o,,) and in shear (o) are supposed
to be equal and are simply denoted e (0, = 0¢ = Tjce)-

Grain-grain contact law The intergranular contacts are composed of several
sphere-sphere contacts, as described above. The force F' between two grains in
contact is the sum of the force resulting from the sphere-sphere interactions ss
which compose the intergranular contact, i.e. F'=)___ fss, where f, is the force at
the sphere-sphere contact ss (Figure 6.4).

In the case of pure tension with a relative displacement ¢ along the normal n of
the contact surface, the resulting intergranular force is thus:

F,= —N(E’I"(S)l’l if —FErd< fn,ma:p

6.6
F, = 0 and cohesion is broken if — Erd > fy, maa (6.6)
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Figure 6.4: Behavior of the grain-grain contact in two simple cases: normal loading
(a) and simple shearing (b). The grain-grain contact is here composed
of seven sphere-sphere contacts. The small spheres have a radius r.
The intergranular contact area is denoted A. The number of sphere-
sphere interactions is denoted N.

with N the number of sphere-sphere interactions. For the initial cohesive contacts
and if no discretization artefact is considered, N is equal to A/r?, with A the surface
area of the intergranular contact calculated on the initial grain-segmented image.
The maximum tensile force supported by the equivalent intergranular contact is
thus Ac;ce, which is consistent with the definition of microscopic strength. However,
in practice, N slightly differs from the value A/r? due to discretization artefacts.
Therefore, instead of the previously introduced definition of fy, mae = Ticer?, the
maximum tensile force at the sphere-sphere contact is adjusted to fy, maz = iceA/N
to ensure that the maximum tensile force supported by the intergranular contact is
effectively Acjce.

Similarly, the maximum shear force at sphere-sphere interactions is adjusted to
ft.maz = TiceA/N. For friction, the bumpy surface at the contacts between grains
yields a varying effective friction coefficient between grains (Figure 6.4). However,
the mean effective intergranular friction coefficient is closed to the microscopic fric-
tion coefficient tan .

6.2.4 Boundary conditions

The boundary conditions were chosen to reproduce strain-controlled vertical con-
fined compression of snow. The grains were placed between two horizontal plates
discretized by spheres of the same size of the spheres used to describe the grain
shape (Figure 6.5). The bottom plate was fixed. A constant vertical velocity Vpiate
was applied to the top plate to reproduce compression. The contact law between
the grains and the plates is the same as the intergranular one, i.e. cohesive frictional
with the same material parameters. In the horizontal directions, periodic boundary
conditions were applied. Periodic space was used by the repetition of a cell with the
shape of the undeformed sample, in the horizontal directions. As shown on Figure
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Figure 6.5: Boundary conditions used in the present study. The grains (medium
gray) are compressed between two plates composed of spheres (black):
the bottom plate is fixed and the top plate is moving down with a
constant velocity Vpue. Periodic space was used in the horizontal di-
rections. Elements (light gray) crossing the periodic cell limits (dotted
lines) appear on the opposite side of the samples. Note that this fig-
ure represents a 2D simulation for clarity purpose but the performed
simulations are 3D.

6.5, when a sphere crosses the cell boundary, it appears on the opposite side of the
sample.

6.3 Results

First, a simulation is conducted on the sample of rounded grains (RG) to have
an overview of the deformation mechanisms occurring during compression load-
ing. Then, based on this first analysis, the sensitivity analysis of the model to the
DEM parameters and microstructure representation is evaluated. Last the model
is applied to all snow images described in 6.2.1 and the influence of the snow mi-
crostructure on the confined compressive behavior of snow is discussed.

6.3.1 First results

The model parameters used for this first simulation are summarized in Table 6.2
and are derived from typical ice properties [Schulson and Duval, 2009].

6.3.1.1 Observations

Because of the imposed velocity Vj.e on the upper plate, the sample undergoes
uniaxial compression with an overall vertical strain &,, defined as the ratio of the
displacement of the upper plate to the initial height Ly of the sample. The sample
produces a vertical reaction force F, which defines a vertical overall stress %,, =
F,/L3 with L2 the horizontal cross-section area of the sample. The relation between
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Name Symbol Value
Material properties
Young’s modulus E 10 MPa
Poisson’s ratio v 0.3
Friction angle @ tan(p) = 0.2
Normal cohesion strength On = 0ice | 1 MPa
Shear cohesion strength ot = 05ce | 1 MPa
Density of ice Dice 917 kg m—3
Boundary condtions
Side length of the cubic snow sample | Lg 4 mm
Compression velocity Vplate 10 mm s~ !
Integration of motion’s equation
Time step dt 5x 107" s
Non-viscous damping coefficient Aa 0.2
Representation of the microstructure
Segmentation parameter on curvature | Ky 1.0
Segmentation parameter on contiguity | c¢; 0.25
Radius of the spherical members r 25 pm

Table 6.2: Model parameters used for a first simulation presented in Figure 6.6.

macroscopic imposed strain &£,, and resulting macroscopic stress Y., is shown in
Figure 6.6a. The work of the imposed deformation adds mechanical energy to the
snow sample which is stored as kinetic energy and elastic energy, and dissipated
through plasticity (shear sliding), bond breaking and non-viscous damping (Figure
6.6b). During deformation, cohesive bonds are broken and new non cohesive contacts
are created (Figure 6.6¢). The distributions of overlap § between spheres are shown
for different strain states on Figure 6.6d. The observed mechanisms can be classified
into three domains corresponding to different macroscopic strain intervals:

o FElastic regime for £,, < 0.02. During the uniaxial compression, the snow
structure first undergoes elastic deformation. The work of the loading is com-
pletely stored as elastic energy at the bonds. No cohesive bonds are broken.
No new bonds are created. If the upper plate is moved back to its initial
position, the stress decreases to zero and the microstructure recovers fully its
initial state without any residual deformation or stress. Because there are no
new bonds and strains are small at the microstructural level, there is linear
relation between stress Y., strain &,, in the elastic regime. The slope of the
curve quantifies the elastic modulus E; of the granular assembly. A significant
number of bonds are in tension (existence of negative overlap on Figure 6.6d),
even if the macroscopic loading is compression.

e Brittle/frictional regime for 0.02 < &,. < 0.4. When the strain increases
(€. > 0.1), first bonds start to break and snow deforms with a resistance
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of about 15 kPa. The stress-strain relation deviates from the elastic linear
relation and if the upper plate is moved back to its initial position, permanent
deformations is observed. The breaking of bonds leads to small “jumps” down
of the stress which are balanced by friction on the broken bonds, the activation
of other cohesive bonds or the creation of new bonds. The friction between
grains yields plastic dissipation. Kinetic energy is negligible compared to total
energy. The total number of interactions appears to decrease slightly. The
structure tightens because fracture of the bonds permits grains to move in the
pore space. Hardening of the structure is observed: ¥,, increases from 10 kPa
to 30 kPa when &, increases from 0.1 to 0.4.

e Dense compaction regime for 0.4 < &... When density reaches about 500 kg m ™2,
the increase of stress with strain becomes suddenly faster. This increase is ac-
companied by the creation of numerous contacts. Because most contacts are
not cohesive in this regime, the distribution of overlaps shows a clear majority
of bonds loaded in compression. Kinetic energy remains negligible compared
to total energy.

Note that the stress-strain relationships predicted by the model are in good
qualitative agreement with features observed during the experimental uniaxial com-
pression of snow: large deformations with little resistance for low-density snow
(< 300 —400 kg m—3); a gradual increase of stress with density until density reaches
about 450 kg m™ whereupon resistance increases dramatically with deformation
[Abele and Gow, 1975, 1976, Johnson, 2011]| (Figure 6.7).

6.3.1.2 Identification of potential model artefacts

The analysis of the model results is, here, used to identify potential artefacts in-
troduced by the model in the simulation of the mechanical behavior of snow under
compression. The same classification as in the previous section is used:

e Flastic regime. The model is composed of rigid grains which cannot deform.
Only the contacts between members of different grains can deform to account
for intergranular strain. Hagenmuller et al. [2014b| showed with FE simula-
tions that even if the highest strains (or stress) are located on the bonds, the
overall elastic strain is mainly due to the deformation of the grains themselves
since they represent a very large majority of the ice volume. Therefore, in the
present modeling approach, the computed Young’s modulus is not expected
to be realistic and is directly dependent on the modeling assumptions. Never-
theless, the aim of the model is not to reproduce the elastic properties of snow
which can be accurately modeled by FEM simulations [Chandel et al., 2014,
Hagenmuller et al., 2014b,c, Schneebeli, 2004] but to model large deformations.
Note that the stiffness of ice is very high (about 1-10 GPa) and consequently
the elastic strain of snow is very small and almost negligible compared to
the strain due to particle re-arrangement. In the present study, the Young’s
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Figure 6.6: Results of the model applied on RG (sample 123) with the parameters
described in Table 6.2.



6.3. Results 145

modulus is just necessary to avoid particle interpenetration and was chosen
relatively small compared to the stiffness of ice, to ensure numerical stability
for relatively large time steps dt [e.g. Johnson and Hopkins, 2005|. Therefore,
the strain interval for the elastic regime is here over-estimated. Indeed, in
real snow, damage can occur for smaller strain of about 10~* [Hagenmuller
et al., 2014c|. In practice, for large strain, the elastic deformation is almost
negligible.

e Brittle/frictional regime. This regime is controlled by the progressive failure
of cohesive bonds and the friction between grains. Failures of intergranular
bonds are determined by the force distribution on the sphere-sphere interac-
tions between grains. This force distribution might depend on the number
(or radius) of the spheres used to discretize the shape of the grains. Indeed,
a larger number of smaller spheres are expected to better reproduce stress
gradients on an intergranular bond. Besides, the friction between grains is
determined by the roughness of the grain surfaces. The regular mesh used in
the present study creates “bumpy” grain surfaces (Figures 6.1 and 6.5). More-
over, the mesh is aligned with the voxel grid, which might creates preferential
sliding direction. Therefore, it is necessary to evaluate the sensitivity of the
model to the meshing technique (radius of spheres and orientation of the grid)
which might alter the modeled stress distribution and friction between grains.

e Dense compaction regime. In this regime, the rearrangement of grains cannot
be accommodated within the pore space anymore. The grains form a dense
packing whose compacity is determined by the shape of the grains. In this
regime, the snow sample supports very high stresses. High tensile/shear in-
tragranular stresses, which are not accounted for in the model, might thus
develop and lead to the breaking of the grains into smaller parts. In this case,
the assumption of “unbreakable” grains is no more valid. Besides, the high
intergranular stresses might yield large overlaps between spheres compared to
their radius. In this case, the assumption of rigid grains is no more valid and
the modeled behavior becomes very sensitive to the Young’s modulus. There-
fore, it is necessary to evaluate the sensitivity of this deformation regime to
the grain segmentation procedure and contact parameters.

In summary, the assumption of snow as a granular material (“unbreakable”
grains) restricts the model validity to deformation regimes controlled by particle
re-arrangement. The elastic regime is governed by intra-granular deformation and
cannot be correctly reproduced by the model. The brittle/frictional regime is de-
pendent on the stress distribution in the bonds and on the roughness of the grain
surface, which might be sensitive to the meshing technique. The main focus of this
study is on this regime. The compaction at very high strains might be altered by
the assumption of unbreakable grains challenged by the high stresses occurring in
this deformation regime. It might be sensitive to the grain segmentation procedure.
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Figure 6.7: Uniaxial compression of snow. Adapted from [Johnson, 2011] with
data from [Abele and Gow, 1975, 1976].

6.3.2 Sensitivity of the model to its parameters and modeling as-
sumptions

Among the different model parameters, four different classes can be distinguished
(Table 6.2).

e The parameters linked to the integration of motion’s equations. The time step
dt used for the numerical time integration scheme and the non-viscous coeffi-
cient A\, used to dissipate energy in the model can lead to numerical artefacts.
The sensitivity of the model to these parameters is investigated in section
6.3.2.1.

o The parameters linked to the microstructure representation. The microstruc-
ture representation used in the DEM depends on the number of grains used
to discretize the microstructure (controlled by the parameters k; and ¢; of
the grain segmentation algorithm), the size of the spheres used to describe the
grain shape (controlled by ). The sensitivity of the model to these parameters
is investigated in section 6.3.2.2.

o The parameters linked to the material properties. These parameters control the
relation between strain and stress at the contact interactions, and the inertia of
the clumps. A priori, they depend on the ice properties. The values of cohesion
0ice and microscopic friction coefficient tan(p) are defined according to values
reported from measurements on ice. However, as mentioned previously, the
friction coefficient between grains also depends on the geometric roughness of
the contact surface. The effects of the "physical" parameters such as cohesion
and friction angle are investigated in section 6.3.2.3. The other constants
(pice, E) appearing in the constitutive model of ice were chosen to reduce the
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computing expense of the simulations. Here, the Young’s modulus £ and the
density of ice pjc. are defined so that the time step dt is the largest, which
decreases the overall computing time, while the overall mechanical behavior
of snow in the brittle/frictional regime does not differ from the one observed
with the material corresponding to ice. The relevance of this “numerical trick”
is investigated at the same time as the sensitivity to dt in section 6.3.2.1.

e The parameters Lo and Vpae linked to boundary conditions. The side-length
of the sample L is not really a model parameter since the model characterizes
the mechanical behavior of the sample whatever its size. However, in order
to characterize a mechanical behavior that is representative of a certain mi-
crostructural pattern, the sample needs to be large enough and at least larger
than the representative elementary volume (REV). Investigations of the REV
related to the compressive behavior of snow are presented in section 6.3.2.4.
The velocity of the upper plate V. prescribes a certain compressive strain
rate of the sample. The first simulation conducted on the RG sample showed
that kinetic energy is negligible compared to the total energy. Therefore,
the simulated mechanical behavior is quasi-static. The exact value prescribed

L will thus not significantly affect

the simulated mechanical behavior. However, let us recall that the assump-

velocity Vpiae in the range [0, 1072 m s

tion of brittle failure at bonds is valid only for relatively high strain rates
(¢ > 107* 57! [Narita, 1983]). Therefore, the model is applicable only to
reproduce the brittle regime of snow.

6.3.2.1 Time step dt

A sufficiently short time step is necessary for the stability of the simulated system
and the physical relevance of the modeling. The mechanisms with the shortest
timescales occurring in the DEM simulations arise from the propagation of elastic
waves between the grains.The time step dt must be smaller than the timescales
involved during the propagation elastic waves, to reproduce the elastic oscillations
with sufficient precision. Usually the critical time step dt. is estimated on the basis
of the single degree-of-freedom system of a mass m connected to ground by a linear
spring of stiffness k: dt. =~ /m/k [Radjai and Dubois, 2011]. In our case, m
corresponds to the smallest grain mass, which is at least composed of one sphere,
and k is the spring coefficient of a sphere-sphere interaction, so

dte = \/picer3/(ET) = r/pice | E. (6.7)

This critical time-step is estimated from a simplified case and there are no rigorous

rules to derive a critical time step form the entire granular assembly of snow grains.

Equation 6.7 explicits the interplay between the critical time step dt. on one
hand, and the contact stiffness F, the ice density p;.. and the sphere radius r,
on the other hand. To speed up the simulation, it is convenient to increase the
critical time step by decreasing E and increasing pjc.. It is necessary to check if
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Figure 6.8: Stress-strain curve simulated by the model with the parameters de-
scribed in Table 6.2 except various ice densities in subfigure a), vari-
ous timed steps dt in subfigure b) and various damping coefficients in
subfigure c).

the artificial adjustment of physical parameters does not affect the overall simulated
mechanical behavior. As already mentioned, we do not expect to recover a realistic
elastic behavior with this model. The presence of the elastic spring at the contacts
is only motivated to ensure cohesion or non-interpenetration of grains but not to
recover the elastic behavior of snow. Therefore, it possible to take a value for F
much smaller than the real elastic modulus of ice (E;..=1-10 GPa). However, it has
to be recalled that when two grains touch, they overlap but do not deform and a
force is computed as a function of the overlap. This simple contact model used is
relevant if the overlap remains small (assumption of rigid grains). Therefore, the
contact stiffness F must be chosen to ensure relatively small overlaps compared to
the sphere radius. The maximum stress at the contact is expected to be on the
order of the cohesion (o) of the contact, which yields an overlap of the order of
d=r-(F/oic). We chose E =10 - ;e = 10 MPa to avoid large interpenetrations
(6/r > 0.1) not correctly represented by the contact law.

Figure 6.8a shows the stress-strain curves of a sample of rounded grains subjected
to uniaxial compression computed for different values of ice density, p;c.. The other
model parameters were kept constant. Increasing p;.. increases the mass of the
clumps and tends to diminish the elastic wave velocity and therefore increases the
critical time step. However, it also leads to an additional force peak at the beginning
of the simulation due to the high inertia of the grains that are suddenly moved by
the upper plate. Using pi.e = 10* kg m™ does not lead to a stress-strain curve
significantly different from the ones computed with a realistic value of ice density
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Figure 6.9: Example of the mesh of the same two grains but with a different ori-
entation of the voxel grid (b) (turned by angle of 30°) or a different
effective resolution (diameter of spheres) (c).

Pice = 917 kg m~3.

Figures 6.8b and 6.8c show the sensitivity of the modeled stress-strain curve to
the time step dt and damping coefficient A,. The stress fluctuations depend on dt and
Aq but the mean behavior is not sensitive to A, and to dt, as long as dt < dt. = 1076 s
(dt. calculated with r = 25 pm, pice = 10* kg m™3 and E = 10 MPa) . For the rest
of the study we chose a relatively large time step dt =5 x 1077 s and A\, = 0.2.

6.3.2.2 Microstructure representation

The total number of grains is not absolute but relative to the chosen grain seg-
mentation parameters k; and ¢;. The grains identified in the snow microstructure
are described in discrete elements with spherical members 6.9a. This description
depends on the effective resolution of the image (reduced compared to the initial
resolution of the 3D image), which defines the diameter of the spheres (Figure 6.9¢),
and on the orientation of the voxel grid (Figure 6.9b).

Figures 6.10a shows the stress-strain curves obtained for different sphere sizes
obtained by reducing the resolution of the 3D grain image. The mesh with the
smallest spheres (r = 15 um) shows the lowest mean resistance to strain during the
brittle/frictional regime. This dependence is expected. Indeed, this mesh presents
the largest number of spheres which can reproduce more finely the stress distribu-
tion, including the highest stress values. The maximum cohesion force is therefore
reached at some sphere-sphere contacts for a smaller overall stress compared to
the one observed for a rough mesh. When these sphere-sphere contacts break, the
neighboring sphere-sphere cohesive contacts carry an additional load and then fail
themselves, leading to the failure of the intergranular bond. For sphere radii in the
range [25, 50] pm, the models mechanical behavior is very similar.

To evaluate the sensitivity of the mesh to the orientation of the voxel grid, the
initial 3D image was rotated by a certain angle in the xy plane. As shown on Figure
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Figure 6.10: Stress-strain curve simulated by the model for different sphere sizes
(a), initial grid orientation (b) and number of grains (c). In Figure b,
the angle represents the rotation of the initial image in the xy plane.
In Figure c, the grain images with 668, 857 and 1132 were obtained
with the segmentation parameter (k¢, ¢;) set to (1.3,0.16), (1.0,0.25)
and (0.7,0.5), respectively.

6.10b, the mean mechanical behavior is not very sensitive to the grid orientation. In
the dense compaction regime (0.4 < &,,), the stress computed with the unrotated
image (angle = 0) is systematically lower than the one computed with the rotated
images. This difference may be explained by the fact that the edges of the grains
located on the sides of the sample are “cut” and thus present horizontal and vertical
surfaces. This creates an anisotropic distribution of the grain surface orientation
with preferentially vertical and horizontal surface normals. The meshing of the
horizontal and vertical surfaces is the smoothest (lowest apparent roughness) if the
voxel grid is aligned with theses surfaces. Therefore, the roughness of the sample
is slightly lower for the meshing with a zero-angle, which results in a lower overall
stress.

The same image of RG was segmented into more or less grains with three different
sets of segmentation parameters k; and ¢;. As shown on Figure 6.10c, the modeled
mechanical behavior is not very sensitive to the number of grains in the range [668,
1132]. It is required that the chosen decomposition into grains is sufficiently fine
to describe correctly the mechanical behavior of snow and does not significantly
constrain the degrees of freedom of the microstructure.
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Figure 6.11: Stress-strain curve simulated by the model for different microscopic
friction coefficients.

6.3.2.3 Friction and cohesion at intergranular contacts

The numerical values of the friction coefficient tan ¢ and the cohesion strength ;..
are discussed in this section.

Serway and Jewett [2007] reported a static coefficient of the ice-ice friction equal
to 0.1. It is unclear how this value applies to the micro-mechanics of snow in the
context of our modeling approach. Indeed, the chosen meshing technique modifies
the effective friction between grains. However, the failure processes in real snow
bonds in snow have not been systematically studied. In particular, there is no
evidence of a perfectly plane surface of failure at bonds. The reported values only
guide into a relevant range of values for tan . Figure 6.11 shows the models stress-
strain curve for different values of the friction coefficient. The value of tan(yp)
has little effect on the computed mechanical behavior for macroscopic strains in
the range [0,0.2]. This observation indicates that microscopic friction is not the
dominant deformation mechanism in the first phase of the so-called brittle/frictional
regime. In contrast, for larger strains, the stress increases significantly with the value
of tan(¢p).

Petrovic [2003] reported tensile strength of ice in the range 0.7, 3.1] MPa. A
large scatter exists because of temperature, strain rate, crystal size, etc. As shown
on Figure 6.12a, the model macroscopic behavior of snow depends strongly on the
microscopic cohesion at the contacts. As expected, macroscopic stress X, increases
with o;.. There is an almost linear relation between X,, and ;.. In the case of
pure tension without the creation of new contacts, the linear relation between the
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Figure 6.12: Stress-strain curve simulated by the model for different microscopic
cohesion strengths.

microscopic and macroscopic strength is obvious. In the present case of compression,
which involves the spatial re-arrangement of grains and creation of new contacts and
friction, this linear relation was not necessarily expected a priori.

6.3.2.4 Representative elementary volume

The representative elementary volume (REV) is the smallest fraction of the sample
volume over which the measurement or simulation of a given variable will yield a
value representative of the whole. In this section, we investigated the REV related
to the rapid confined compression of snow in order to assess the representativity

3. The macroscopic

of the simulations performed on volumes of about 5x5x5 mm
stress-strain relation was computed on snow volumes of increasing sizes for sample
Ip04 and I23. In order to reduce the computing expense, the investigation of the
REV size was limited to these two samples which span the tested range of snow
density (Table 6.1). As shown on Figure 6.13, the modeled stress-strain relations
converge with increasing volume. For volumes larger than 4x4x4 mm?, the vari-
ations of stress-strain curve with the volume size are negligible compared to the
variability of the model predictions due to the choice of the model parameters (see
also Figures 6.8, 6.10 and 6.12). For smaller volumes, stress fluctuations due to the
failure of single bonds are too large and it is not possible to define a homogeneous
mechanical behavior. The sizes of the sample used in this study (see Table 6.1) are
therefore large enough to be representative of the mechanical behavior of snow un-
der compression. Note that the REV related to compression is much larger than the
one related to density (1.5 mm?, [Srivastava et al., 2010]) but is in good agreement
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Figure 6.13: Stress-strain curve simulated by the model for different volume sizes
on sample 123 (a) and sample Ip04 (b).

to the one related to a geometrical parameter characterizing the microstructural
bonding system (33 — 63 mm?, [Hagenmuller et al., 2014a]).

6.3.3 Application of the model to different snow microstructures

The discrete element model was applied to different snow samples spanning different
snow types (see Table 6.1). The same model parameters, which are described in table
6.2, were used for all images. The size of the sample is indicated in Table 6.1. The
only parameter differing between the samples is the size of the spheres (or effective
resolution of the 3D image) in the mesh. Samples 4, 2A, 9 and 123 are characterized
by a similar equivalent spherical radius 7¢q, defined as 3V/S with V' the volume of
ice and S the area of the ice-air interface (Table 6.2). The equivalent spherical radius
roughly characterizes the mean thickness of the ice matrix. The sensitivity analysis
on sample 123 showed that the representation of the ice matrix with spheres of radius
25 pm, corresponding in practice to a reduction of the 3D image resolution by a
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factor of 5, is satisfactory. This sphere radius was thus used for samples 4, 2A, 9 and
123. Samples Ip04, 108 and 115 present a finer ice matrix characterized by a smaller
equivalent spherical radius (Table 6.2). These samples were thus decomposed in
spheres with a smaller diameter of about 40 um, corresponding to a reduction of
the 3D image resolution by a factor of 4.

Figure 6.14a shows the modeled stress-strain curves for all samples. As already
observed on sample 123 (Section 6.3.1.1), three regimes can be distinguished in all
cases: elastic regime, brittle/frictional regime and dense compaction regime. The
stress fluctuations due to individual bond breaking are limited compared to the
mean stress-strain relationship, indicating that the size of the snow volume used
for the simulation is large enough. After the elastic regime, first bonds start to
break for a macroscopic stress X,, between 1 kPa and 12 kPa, depending on the
snow sample. Sample 2A exhibits hardening with an effective hardening modulus of
90 kPa. In contrast, samples Ip04, 108, 4, 9 and 115 present a plastic stress-strain
curves with almost no hardening, up to strains of 0.3. These samples undergo very
large deformations (€., in [0,0.4]) with an almost constant stress. This apparent
plastic behavior is caused by the geometrical re-arrangement of grains made possi-
ble by bond breakage and grain sliding. For sample 123, the strain interval without
hardening is smaller &£, in [0,0.3]. After this almost perfect-plastic behavior, stress
increases exponentially with strain. This point occurs when the grain packing has
reached a certain compacity and cannot anymore accommodate the imposed dis-
placement with little resistance. Note that the results obtained for samples Ip04
and 108, which both correspond to Decomposed and Fragmented snow with a den-
sity of 145 kg m™3 are consistent.

The tested samples characterized by different densities and snow types, show
a large panel of stress-strain curves (Figure 6.14a). However, if plotted as stress-
density relations, the same data appear to collapse onto a single trend with little
variability (Figure 6.14b). This remarkable result shows that the resistance of snow
to compression is mainly a function of density, even the tested microstructures span
very different snow types.

However, some variability between the samples cannot be explained by density,
especially during the brittle/frictional regime. For the same effective density and low
compaction (density < 300 kg m~3), samples 4 and 9 composed of faceted crystals
present a systematic lower resistance than samples Ip04, 108 and 115 composed of
decomposed and fragmented snow or rounded grains. Sample 123, which results from
the isothermal metamorphism of precipitation particles, is the sample with the high-
est resistance to compression in the range of density between 250 and 300 kg m~3.
Hence, the model predictions are consistent with the commonly accepted idea that
snow types resulting from temperature-gradient metamorphism are less resistant to
a mechanical load than snow types resulting from isothermal metamorphism. How-
ever, sample 2A composed of faceted crystals of initial density of 320 kg m~2 does
not show a stress-density relation deviating from the general trend. It appears to
be significantly more resistant than sample 123 of rounded grains with an initial
density of 242 kg m™3. Therefore, the characterization of the microstructure with a
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snow type appears to be of "second order" compared to the importance of density.

When density reaches 300 kg m™3, no significant trend between the different
snow types can be recognized. The shape and size of the grains in the initial mi-
crostructure do not appear to be determinant during the high compaction of the
sample. The microstructure is broken in grains so that the assembly of the indi-
vidual grains reaches a certain compacity under certain load, independently of the
initial microstructure.

6.4 Conclusion

We developed a new tool which enables to model the mechanical behavior of snow
under large and rapid deformations with the full 3D microstructure as input. The ge-
ometry of the microstructure is directly translated into discrete elements by account-
ing for the shape of the grains and the initial bonding system of the ice matrix. The
grains are rigid and the overall deformation is due to the geometric re-arrangement
of grains made possible by bond failure. The sensitivity analysis of the model to its
parameters and modeling assumptions showed that the effects of the microstructure
geometry can be observed and are not shadowed by numerical artefacts.

In this study, the model was used to reproduce the mechanical behavior of snow
under confined compression. The representative volume related to this type of load-
ing conditions was estimated to be 43 — 53 mm?. For this type of loading conditions,
it appears that the mechanical behavior of snow is mostly controlled by density. The
stress-density relationships follow a single trend with little variability, even if the
tested microstructures span very different snow types. Nevertheless, second order
effects of the microstructure are observed during the first breaking of bonds. In
particular, for a given density, snow samples resulting from temperature gradient
metamorphism appear to be less resistant to compression than the one resulting
from isothermal metamorphism. The model appears thus capable of accounting for
the role of the microstructure on the mechanical properties. During the high com-
paction regime, the model did not reveal any clear influence of the shape and size
of the grains.

To finish it is interesting to discuss the first-order role played by density in our
results. As explained in introduction, density is often described as an insufficient
mechanical indicator because of the large scatter observed in property-density plots
le.g. Mellor, 1975]. In contrast, density appears in this study to be a very good indi-
cator of the resistance of snow under compression, with a little scatter attributed by
the snow type. In other microstructure-based analysis of the mechanical and physi-
cal properties, the same strong dependence to density is also observed [e.g. Calonne
et al., 2011, Hagenmuller et al., 2014c, Kochle and Schneebeli, 2014]. The main
difference between the microstructure-based simulations and direct measurements
is the size of the tested volume. Hence we argue that spatial variability of density
in large samples used for measurements might be a reason for the scatter observed
in property-density plots, especially for properties which do not depend linearly on
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density. Besides, the dominant role of density of the observed mechanical behavior
is relative to the given loading conditions. Shapiro et al. [1997] explained the ap-
parent relationship between stress and density by the fact that both the mechanical
properties and the density depend on the nature of the bonding/grain contacts, in
this compression regime. The model appears thus capable of reproducing this fea-
ture and we expect the dependence to density to be lower in the case of different
loading conditions, such as shear.

To further investigate the influence of microstructure on mechanical properties,
the DEM model could be straightforwardly applied to other loading conditions. In
particular, shear loading can be interesting in the context of slope stability and
avalanche release. Besides, to better interpret the force/signal of snow indenter,
such as the snow micro-penetrometer, simulations reproducing the penetration of
an indenter in the snow microstructure can be performed. Lastly, mechanical ex-
periments directly conducted in the pCT might be necessary to evaluate the model
[Schleef et al., 2014]. However, since it is very difficult to follow rapid deformations of
snow with a time consuming imaging procedure, measurements of mechanical prop-
erties of a snow sample after its microstructure was captured by pCT [Hagenmuller
et al., 2014¢c| might be more realistic, as a first step.






CHAPTER 7

Characterization of the snow
microstructural bonding system
through the minimum cut density

Abstract Snow density is commonly used to phenomenologically parameterize other
snow properties such as strength or thermal conductivity. However, density is insufficient
to fully characterize the variety of microstructures, as revealed by the existing scatter
in the parameterizations. This can be explained by the role of bonds which are almost
as important as grains to describe the macroscopic properties of snow. A quantification
of the narrow constrictions or bonds between snow grains is thus essential to accurately
parameterize snow properties. In order to characterize the reduced thickness of the ice
matrix at bonds, we introduce a new microstructural indicator, the minimum cut density,
Pme- This variable quantifies, on three-dimensional (3D) microtomographic images of snow,
the minimal effective density of a surface that disconnects two opposite faces of the sample.
The obtained minimum cut density values are surprisingly low, in the range [0.2, 35] kg m =3
for the tested samples with density in the range [100, 350] kg m~2. This reveals the high
variability and weak connectivity of the bonding system in snow. Structural anisotropy
of faceted crystals and depth hoar is also well characterized by the minimum cut density.
To evaluate the physical and mechanical relevance of this microstructural indicator, we
estimate the thermal conductivity and the Young’s modulus of the studied snow samples
through microstructure-based simulations. An excellent correlation is found between the
Young’s modulus and the minimum cut density (R? = 0.97). In particular, the minimum
cut density well accounts for the anisotropy of the Young’s modulus in faceted snow types.
The correlation of thermal conductivity and minimum cut density is also highly significant
(R? = 0.88) but not better than the parameterization with density (R? = 0.92). We show
that this difference is mainly due to the role played by thermal conduction of air.
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7.1 Introduction

Snow properties, such as strength and thermal conductivity are critical for diverse
applications like the forecasting of avalanche hazard [Schweizer et al., 2003 or the
computation of the surface energy balance in snow-covered areas [Dadic et al., 2008].
The mechanical and physical properties of snow are tied to its microstructure, i.e.
the three-dimensional (3D) configuration of ice and pores.

The snow density is commonly used as a microstructural indicator to param-
eterize snow properties. However, it is insufficient to fully characterize the snow
microstructure, as shown by the important scatter of physical and mechanical prop-
erties corresponding to a given density, revealed for strength and Young’s modulus
by Mellor [1975], for thermal conductivity by Sturm et al. [1997], for permeability
by Arakawa et al. [2009], etc. Therefore, it is necessary to better characterize the
microstructure along with determining the density in order to derive indicators of
the mechanical and physical properties of snow [Shapiro et al., 1997].

In the last decade, the specific surface area (SSA) has gained significant interest
for the modeling of the physical and chemical properties of snow because it is an
indicator of potential exchanges with the surrounding environment. For instance,
SSA can be used to quantify the adsorption of chemical species [Albert et al., 2002]
or light scattering and absorption |[Warren, 1982|. However, certain properties, such
as strength and thermal conductivity, are not controlled by SSA but are mainly sen-
sitive to the narrow constrictions between grains, also called bonds [Colbeck, 1997].
In these bonds, stresses and heat fluxes are larger than in the other parts of the snow
structure because the constriction between snow grains reduces the potential paths
inside the ice matrix. Therefore, the bonding seems to be determinant to formulate
an accurate parameterization of snow properties controlled by fluxes internal to the
ice matrix [Colbeck, 1997].

In this paper, we want to geometrically characterize the microstructural bonding
system of snow in order to provide a parameterization of snow properties that are
mainly controlled by fluxes occurring inside the ice matrix. Different attempts of
such a characterization can be found in the literature. They can be divided into two
main groups:
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1. Characterizations based on a grain definition. Most of the characterizations

of the bonding system rely on the definition of a grain [e.g. Flin et al., 2011,
Gubler, 1978, Kry, 1975a, Shertzer and Adams, 2011]. Kry [1975a| defined a
grain bond geometrically “as the plane surface of minimum area situated in
the neck region of two linked grains”. In practice the identification of a neck
is relative to a certain threshold of constriction. On two-dimensional (2D)
images of snow, Kry [1975a] and Shertzer and Adams [2011] considered that
a neck exists if the relative decrease of the hydraulic radius is of, at least,
30% in the neck region. On three-dimensional (3D) images of snow, Flin et al.
[2011], Theile and Schneebeli [2011], Wang et al. [2012] and Hagenmuller et al.
[2014b] used a threshold on curvature at the necks or on the contiguity of the
grains. The main difficulty of these grain segmentation methods is to choose
the right thresholds. This choice depends on the algorithm used but also on
the type of snow and the property of interest. Once the snow microstructure
is segmented into grains, the geometry of the grain assembly can be charac-
terized with structural variables such as the mean grain size, the coordination
number, the specific grain contact area, etc. However, the values of these
variables are generally sensitive to the grain segmentation procedure. For in-
stance, Kry [1975b] tried to link the specific grain contact area to the elastic
modulus of a snow sample subjected to uniaxial compression. He pointed out
that the grain definition is partly subjective and observed variations up to
40% in the number of bonds depending on whether the “non-obvious" bonds
are taken into account or not [Kry, 1975a|. Moreover, he concluded that the
specific contact area partially explains the stiffness of the ice matrix, because
only a small fraction of the grain bonds support the load. More recently,
Shertzer and Adams [2011] observed bonds on 2D slices of microtomographic
(nCT) images of snow evolving with temperature gradient metamorphism and
used the identified bond surfaces to compute the fabric tensor of the bond-
ing system. Through this fabric tensor, these authors proposed an analytical
conduction model that accounts for 43% of the observed increase in the heat
transfer coefficient (EHC). However, the order of magnitude of the modeled
EHC was relative to an arbitrary chosen bond radius, that was not derived
from the grains obtained by the segmentation procedure. Generally, the in-
terpretation of variables derived from the grain representation is challenging
because grains are not absolute entities but are relative to the segmentation
thresholds. The concept of grain is defined according to certain geometrical
criteria and thus depends on both algorithm and microstructure [Hagenmuller
et al., 2014b, 2013a].

Characterizations based on correlation lengths. The second approach used to
characterize the geometry of the microstructure is based on correlation lengths,
which quantify the 3D mean size of the material heterogeneity. Srivastava
et al. [2010] used the mean interception length (MIL) fabric tensor along with
density to explain the anisotropic stiffening of the snow microstructure with
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temperature gradient metamorphism. More recently, Lowe et al. [2013] applied
the rigorous formalism of second order bounds [Torquato and Sen, 1990| to
snow and improved the parameterization of thermal conductivity by including
a microstructural indicator of anisotropy Q. The computed lower bound for
thermal conductivity is far lower than the values of thermal conductivity esti-
mated through 3D microstructure-based simulations, but the computed bound
appears to be highly correlated (R? = 0.96) to the estimated conductivity, es-
pecially in the direction of the thermal gradient for faceted snow types [Lowe
et al., 2013]. However, the parameterization by @) shows greater scatter in the
plane orthogonal to the temperature gradient. Lowe et al. [2013] attributed
this scatter to the connectivity of the ice matrix which is “apparently more
complex” in the plane orthogonal to the temperature gradient than along
the direction of the temperature gradient. In general, the characterizations
based on correlation lengths are well suited to quantify the microstructural
anisotropy of pores and grains [Calonne et al., 2014| but, by definition, are
unable to take into account the bonding for low connected snow types, since
in this case the bonds represent a very small part of the entire snow image.

According to this brief review and in order to parameterize snow properties
that are mainly controlled by fluxes occurring inside the ice matrix, we propose a
microstructural indicator which:

1. takes into account the structural anisotropy of the ice matrix [Calonne et al.,
2014, Lowe et al., 2013, Shertzer and Adams, 2011, Srivastava et al., 2010],

2. takes into account the fact that only a subset of the constrictions located in the
ice matrix are determinant for the macroscopic behavior of the snow sample

[Ballard and Feldt, 1965, Kry, 1975b].

3. is independent from a grain segmentation process but retains the concept of a
bond as a “flow limiting valve" [Colbeck, 1997].

We developed an algorithm that computes the minimal connection surface be-
tween two parts of a snow sample imaged in 3D by uCT. We call this surface, the
minimum cut surface. In the following, the two parts correspond to two opposite
faces of a cube of snow. Thus, the minimum cut surface is the surface of minimal
area among all the surfaces which disconnect two opposite faces of the snow sample
(Figure 7.1). In other words, cutting the sample on this surface separates its two
opposite faces while yielding the smallest amount of broken ice. The minimum cut
density pm. is defined as the effective density of the minimum cut surface (see sec-
tion 7.3.1 for detailed definition and computation). This concept is directional since
a value of p,. can be computed in each direction normal to the sample faces (z,y, 2)
and is thus suited to quantify the anisotropy of the microstructure. Moreover, the
minimum cut surface is composed of only a small fraction of the bonds, the ones
that are expected to be the most significant for thermal and mechanical properties.
Indeed, as shown in Figure 7.1, heat fluxes and elastic stresses are expected to be
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Figure 7.1: Minimum cut (a), thermal flux (b) and elastic stress (c) computed on a

2D schematic structure. (a) The minimum cut surface (MC) was com-
puted between faces X-/X+ and Y-/Y+. The minimum cut surface
between faces X-/X+ is constituted of one bond only (in blue), while
the minimum cut surface between faces Y-/Y+ is the union of disjoint
surfaces (in red). (b) Temperatures Ty and 77 > T were imposed on
faces X- and X+, respectively. Isotropic conduction properties were
assumed for ice (conductivity kjce = 2.107 W m~! K=1) and air (con-
ductivity kg = 0.024 W m~t K1), (c) Displacement was blocked
on face X- and an imposed displacement dU along x direction was im-
posed. Ice was assumed to be isotropic linear elastic with a Young’s
modulus of 9.5 GPa and a Poisson’s ratio of 0.3.
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the highest on the minimum cut surface. A small value of p,,. is thus expected to
limit the overall potential thermal conductivity or to enhance the elasticity compli-
ance. Lastly, computing the minimum cut density does not require the definition
of a grain, this concept being independent from a grain segmentation procedure.
Actually, the concept of minimum cut density was first theoretically introduced by
Ballard and McGaw [1965] who defined the “effective porosity on the failure sur-
face". Ballard and McGaw [1965] and Ballard and Feldt [1965] used this concept to
reproduce the snow tensile strength assuming that the stress is homogeneous and
maximal on the minimum cut surface. However, in the 1960’s, no technique was
available to efficiently measure this property.

In this paper, we compute the minimum cut density on a set of 3D images of
snow obtained by microtomography. Then, as a proof of its physical and mechanical
relevance, we relate pp. to thermal conductivity and elasticity properties derived
from numerical simulations based on the same microtomographic images |[Calonne
et al., 2011, Hagenmuller et al., 2014c].

7.2 Snow images

Numerical computations were performed on 12 microtomographic images of snow
obtained from previous field sampling and controlled cold-room experiments. De-
tailed description of each image is provided in Table 1. The chosen images span
most types of seasonal snow, i.e. precipitation particles (PP), decomposing and
fragmented precipitation particles (DF), rounded grains (RG), faceted crystals (FC),
depth hoar (DH) and melt forms (MF), according to the International Classification
for Seasonal Snow on the Ground (ICSSG) [Fierz et al., 2009].

Samples 101, 103, 104 and 123 correspond to a time series taken during an isother-
mal experiment [Flin et al., 2004]. The series 2A, 5G, 7G was obtained during a
temperature gradient experiment, as described in Calonne et al. [2011]. The temper-
ature gradient was imposed along the vertical direction, i.e. the direction of gravity,
here denoted z. The horizontal directions are denoted z and y. The samples [p04
and Ip07 were collected in the field at Girose glacier (Ecrins, French Alps) [Flin
et al., 2011]. The samples 4, 9 and F were collected at Col de Porte (Chartreuse,
French Alps).

These samples were scanned with a X-ray microtomograph at a resolution be-
tween 4.91 ym and 10 um. Then, the grayscale images were binary segmented with
the method described by Hagenmuller et al. [2013b], ensuring that all noise artifacts
were smoothed out. Eventually, the resolution was reduced by a factor of 2 and
cubic sub-images of side-length ranging from 5 mm to 10 mm were extracted from
the entire image.
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Name Type Voxel size | Side Density SSA
(pm) length (kg m™?) (m? kg™!)
(mm)

101 PP 9.82 4.9 95.7 59.3
103 PP 9.82 4.9 120.4 42.5
104 PP 9.82 4.9 109.6 43.1
Ip04 DF 17.18 8.6 145.5 25.4
Ip07 RG 17.22 8.6 261.5 18.1
123 RG 9.82 4.9 242.1 17.2
2A FC 16.75 8.4 311.4 18.1
5G DH 19.31 9.6 310.6 13.4
7G DH 19.34 9.6 320.2 12.3
F MF/FC 19.24 9.6 303.6 5.8
4 FC/DF 19.29 9.6 153.8 17.5

FC/DH 19.32 9.6 179.5 18.2

Table 7.1: Description of the microtomographic images used in this study. All
images were cubic, so only the side-length of the image is indicated.

7.3 Methods

7.3.1 Minimum cut density

In this section, we describe the algorithm used to calculate the minimum cut density
on binary images of the snow microstructure.

To the best of our knowledge, Tabor [2007] made the first attempt to estimate the
minimum cut surface on 3D images of material microstructures (trabecular bone).
His algorithm is based on the skeletonization of the microstructure into a network,
which is then segmented by spectral partitioning. The skeletonization procedure
used is relevant for structures similar to a network of fibers, as bones. It is however
not applicable, in general, to snow microstructures. We use an alternative and more
efficient approach which calculates the exact minimum cut surface in a metric that
approximates the euclidean metric. The main idea is that any surface that cuts the
snow structure can be interpreted as a cut in a certain graph.

Let us define the graph G by a set of nodes corresponding to each ice voxel of
the 3D image, and a set of edges that connect these nodes (Figure 7.2). We add
two special nodes to the set of voxel nodes: the source s and the sink ¢, called
terminal nodes. Each edge (p,q) between nodes p and ¢ has a non negative weight
wpg- A cut C between the source and the sink is a partitioning of the nodes into
two disjoint subsets § and T such that S contains s and 7 contains t. The cost
of a cut C, denoted Lg(C), is the sum of the weights w,, of edges (p,q) where
p € Sand ¢ € T. The cut C directly defines a 3D surface of separation in the
microstructure image (Figure 7.2). The edges weights wy, are chosen so that the
minimal weight £Z"(C) of a cut in the graph is the minimum cut area of the 3D
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Figure 7.2: Graph cut approach to compute the minimum cut surface on binary
images. Each voxel (or pixel in this 2D example) (dark and light gray
squares) is associated to a node (small blue and red circles) in a graph.
Each node is linked to its neighbors with edges so that the weight of
a cut in the graph approximates the euclidean area of the associated
surface. The nodes located at the bottom and top faces of the sample
are linked to two extra nodes, the source s and the sink ¢. Eventually,
the minimum cut between s and t in the graph is computed and the
graph is partitioned into two parts (the red nodes and the blue nodes).
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image [Boykov and Kolmogorov, 2003|. For that purpose, first, the voxels located
on the two opposite faces of the samples are linked to the source and the sink with
edges of infinite weight (Figure 7.2). This ensures that the cut between the source
and the sink separates the two opposite faces of the sample. Second, the edge weights
between the voxel nodes are defined so that L£g(C) corresponds to the surface area
of the corresponding 3D surface. Boykov and Kolmogorov [2003] first formalized
the link between graph cut and length calculation using the Cauchy-Crofton formula
which relates, in 2D, the euclidean length of a curve to the number of intersects with
all straight lines in the plane. This formula can be generalized in 3D and discretized
to provide an approximate surface measurement of 3D objects. For instance, in
Figure 7.2, only four types of lines are considered: vertical, horizontal, first diagonal
and second diagonal lines. In practice, we used the discrete formulation proposed
by Danek and Matula [2011a| with 13 line directions on 3D images. With this
method, the maximal deviation from the real surface area is about 10%. Details
of the method can be found in Boykov and Kolmogorov [2003], Hagenmuller et al.
[2013Db).

Finding the minimal cut in the graph and, therefore the minimum cut sur-
face, can then be solved by finding a maximum flow from the source to the sink,
which is a problem solvable in polynomial time [Ford and Fulkerson, 1956]. The
maximum flow between s and t can be imagined as the maximum flood of water
that goes through the graph using the edges as pipes with a limited capacity (the
weights). Finding the maximum flow of water is equivalent to finding the “limiting
pipes”. We performed the graph cut segmentation with the scalable graph-cut al-
gorithm developed by Delong and Boykov [2008] which uses the grid structure of
the graph to optimize the memory usage (freely available for research purposes on
http://vision.csd.uwo.ca/code/). It enables the segmentation of massive grids up to
600 voxels-nodes on a personal computer (16 GB RAM).

The area of the minimum cut surface is an extensive variable which depends
on the volume size. Therefore, we use the intensive variable pp, , the minimum
cut density, as the effective density associated to the minimum cut surface in the
a-direction (o = z,y,2), i.e. as pmea = piceSa /I where S, is the area of the
minimum cut surface computed in the a-direction, ! the side-length of the cubic
sample and p;.. is the density of ice. We refer to py. . as the vertical component
and to pmezy as the average of the horizontal components. We refer to ps as the
traditional density of snow calculated by voxel counting. Note that a random plane
cut orthogonal to the cut direction « presents, on average, an effective density equal
to ps.

7.3.2 Thermal and elastic properties

In order to evaluate the relevance of the parameterization of snow properties with
the minimum cut density, we employ simulations based on tomographic images.
We compute the effective thermal conductivity and the effective elastic modulus of
SNow.
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7.3.2.1 Thermal conductivity

The effective thermal conductivity tensor kr was estimated from 3D images of
snow with the commercial software Geodict. Details of the method can be found in
Calonne et al. [2011]. Only conduction in ice and air was considered, neglecting other
heat transfer processes such as convection and phase change. Conduction in ice and
air was supposed to be homogeneous and isotropic with the thermal properties of
ice and air at 271 K (conductivity of air kg = 0.024 W m~' K~! and conductivity
of ice kjee = 2.107 W m™! K_l). To investigate the relative importance of the heat
flux in pores, computations were also carried out by neglecting air conduction, i.e.
kqir = 0. We denote k;, k, and k. the diagonal terms of the conductivity tensor
kr computed in the x-, y- and z-directions, respectively. In this study, we focus on
k., i.e. the vertical component, and the average of the two horizontal components

kay = (ko + ky)/2.

7.3.2.2 Elastic modulus

The effective elastic modulus E was estimated from the 3D images of snow with the
commercial code Ansys. Ice was assumed to be isotropic and linear elastic with a
Young’s modulus of 9.5 GPa and a Poison’s ratio of 0.3. The microstructure was
meshed into quadratic tetrahedrons (SOLID92) of typical size on the order of a few
voxels, to correctly model the structure geometry and the stress distribution. Simu-
lations under uniaxial tension were performed for each cartesian direction (z,y, 2).
One side of the sample was fixed and a uniform displacement dU was imposed to
the opposite side (example in Figure 7.1c). The apparent Young’s modulus FE,
in the a-direction, for the specimen as a whole, was calculated from the formula
Ey = Yaa/Eaa, where ¥, is the apparent stress and &,, the apparent strain
in the a-direction. The apparent stress and apparent strain were calculated from
Yaa = I?a/l2 and £, = dU/I, where F, is the total reaction force at the face where
the displacement dU was prescribed, and [ the sample side-length. We refer to £,
as the average of the two horizontal Young’s moduli. Details of the method can be
found in Hagenmuller et al. [2014c|. Note that the boundary conditions used for the
calculation of the Young’s modulus are similar to the one prescribed in the study of
Schneebeli [2004] and Chandel et al. [2014]. However, different boundary conditions
could lead to different Young’s moduli since the size of the simulated snow volume is
expected to be close to the size of the mechanical representative elementary volume
[Kanit et al., 2006].
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Figure 7.3: Representative elementary volume of the minimum cut density pme.
The minimum cut density pm,. was computed on cubic concentric im-
ages of increasing side-length. Markers are colored according to the
snow type and the ICSSG [Fierz et al., 2009]. The larger markers
indicate the volumes used in the following for thermal and elastic sim-
ulations.

7.4 Results

7.4.1 Minimum cut density
7.4.1.1 Representative elementary volume

The representative elementary volume (REV) is the smallest fraction of the sample
volume over which the measurement of a given variable will yield a value represen-
tative of the whole. It depends on the considered variable and the snow type. To
investigate the existence and the size of the REV related to the minimum cut den-
sity, numerical computations were performed on snow volumes of increasing sizes.
The volumes used were concentric and cubic with a side-length varying between
0.5 mm and the maximal image size provided by the tomograph.

The evolution of p,,. with the size of the volume used for calculations is shown
in Figure 7.3. For all samples, pm,. is observed to progressively reach a convergence
value when the side-length [ of the volume increases. We consider that the REV size
is reached when the relative variations of p,,. with the volume size [ become neg-
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ligible compared to differences observed between snow samples. Overall, the REV
size increases when the convergence value of py,. decreases, and can be estimated
in the range [3°> mm?, 62 mm?®]. For sample 101(PP), characterized by a very low
value of pp,., the REV appears to be larger than the size of the sample scanned by
tomography.

In the following, computations of the minimum cut density, thermal conductivity
and elastic modulus were carried out on volumes of the size of the REV related to
the minimum cut density (Figure 7.3). The representativity of the chosen volume
sizes for thermal conductivity and elastic modulus was not evaluated in this study
and is discussed in section 7.5.2. A good compromise between reasonable processing
times and a sufficiently large volume was not found for sample I01. Hence, the min-
imum cut density computed on this sample might be not fully representative of the
corresponding snow type, but the comparison of the computed thermal conductivity
and Young’s modulus versus py,. is still possible, since these values characterize the
exact same microstructure.

7.4.1.2 Geometrical characteristics of the snow bonding system

An example of a minimum cut surface on a sample of rounded grains is presented
in Figure 7.4. The overall minimum cut surface is composed of a small number n,,
of bonds.

The minimum cut density ppm. is shown for the complete set of snow images
in Figure 7.5. The values of p,,. range between 0.2 and 35 kg m™2 for a density
ps between 100 and 350 kg m™3. Hence, pye, which quantifies the density along
the minimum cut surface, is significantly smaller (up to two orders of magnitude)
than the density ps calculated from voxel counting on the entire volume. We note
that ppme tends to increase with density ps but with a large scatter. In particular,
faceted crystals (sample 2A) and depth hoar (samples 5G, 7G) present values of
Pme,zy similar to those observed for rounded grains (samples Ip07, 123) even if the
density ps of the latter samples is significantly smaller. On the samples obtained
from temperature gradient metamorphism (samples F, 5G, 7G, 2A), pp. . is larger
than pp,c..y, indicating an anisotropy of the bonding system. On the other samples,
the anisotropy is less pronounced.

The mean contact area of each individual bond that constitutes the overall min-
imum cut surface is shown in Figure 7.6, as a function of the number of cut bonds
per unit area (n,/12). The number of cut bonds per unit area varies in the range
[0.2,3] mm~2 and the mean contact area in the range [2.107*,107!] mm?2. The
variability of the minimum cut density observed in Figure 7.5 is therefore mainly
due to the variations of the mean contact area of the cut bonds. Except for sample
101 whose mean contact area is about the size of one voxel, the resolution used to
image the samples is sufficient to correctly reproduce the bonds whose area is, at
least, on the order of tenths of voxels.
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Figure 7.4: Example of a vertical minimal cut on a 3D sample of RG (sample 123).
The side-length [ of the volume is 3 mm. The minimum cut surface is
the union of numerous disjoint small surfaces (black). The red surface
joints these small surfaces in the air and shows that the minimum cut
surface separates the sample in two parts. Note that only the area
of the minimum cut surface in the ice is taken into account for the
calculation of pp,.. In the right image, the two parts disconnected by
the minimum cut surface were separated by a vertical translation to
better visualize the minimum cut surface.
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7.4.2 Thermal conduction and elasticity

The thermal conductivity k is shown for the complete set of snow images in Figure
7.7a. This quantity ranges between 0.05 W m~" K=! and 0.30 W m~! K1, de-
pending on the snow sample. Figure 7.7a also illustrates that the heat flux through
pores cannot be neglected, especially for low density snow where air contributes up
to 80% of the overall heat conduction. The conductivity k increases almost linearly
with density for the density range investigated. An anisotropy between vertical
and horizontal conductivity is also observed, especially for the FC and DH samples.
This anisotropy cannot be taken into account by density, which is, by definition an
isotropic characterization of the microstructure. This results in an apparent scatter
in the conductivity-density plot (Figure 7.7a).

The elastic modulus E is shown for the complete set of snow images in Figure
7.7b. The differences in snow type and density are emphasized by the Young’s mod-
ulus values which range between 0.01 MPa and 400 MPa. However, the extremely
low Young’s modulus value (E ~ 10 kPa) obtained for sample 101 might not be fully
representative of precipitation particles, because of volume size issues. The Young’s
modulus E tends to increase with density but with a large scatter. Faceted crystals
(samples 2A, 4) and depth hoar (samples 5G, 7G) appear to be significantly stiffer
vertically than horizontally.

7.4.3 Correlation with minimum cut density

As illustrated qualitatively in Figure 7.1, the minimum cut surface is expected to
concentrate heat fluxes and elastic stresses and thus to be a good predictor of ther-
mal conductivity and Young’s modulus. This idea is evaluated in Figures 7.8a and
7.8b. Globally, the value of k and E is highly correlated to pp,.. Except for a sam-
ple of DF (sample Ip04), the anisotropy detected by pm,. shows good consistence
with anisotropy observed for k and E. The microstructural indicator p,,. appears
to account for the anisotropy observed for thermal conductivity and Young’s mod-
ulus. Results of linear regressions between thermal conductivity, Young’s modulus
and, minimum cut density, density are indicated on Table 2. We find an excellent
correlation between the Young’ modulus and the minimum cut density (R? = 0.97).
The correlation of thermal conductivity and minimum cut density is also highly
significant but is not better than the parameterization with density (R? = 0.92).

7.5 Discussion and conclusion

7.5.1 Low connectivity of the ice matrix

In this paper, we propose to characterize the bonding system of the snow microstruc-
ture with the minimum cut density. The first notable result is the weak connectivity
of the snow microstructure as revealed by the low values obtained for p,,. (Figure
7.5). The minimum cut density is at least one order of magnitude smaller than the
snow density. This very low connectivity is not revealed by other indicators. For
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e v fafo[r]
k Ps 1.30 | -0.12 | 0.92
ki (kair =0) | ps | 2.97 | 1.23 | 0.90
E ps | 6.62 | 12.3 | 0.86
k pme | 0.32 | -0.44 | 0.88
k (Kair =0) | pme | 0.78 | 0.73 | 0.97
E Pme | 1.80 | 11.4 | 0.98

Table 7.2: Linear regressions of the form log(y) = alog(z/pice) + b, with x being
Ps Or pme and y being k or E. The sign log represents the natural
logarithm.

instance, Flin et al. [2011]| reported rather large values of the mean grain contact
area in snow, between 10% and 50% of the mean surface area of the grains. The
extreme case is represented by the precipitations particles (samples 103 and 104),
which exhibit a direction-averaged value for p,,. of 1 kg m™3. Such a value means
that two opposite faces of a cubic snow sample of side-length 10 cm are connected
by a surface area of only 3.5 mm x 3.5 mm. Lowe et al. [2011] pointed out the bi-
continuity of the snow microstructure. We see here that the connectivity of the ice
matrix is not null, which is impossible because of gravity, but is very low, especially
for the precipitation particles.

The study on the representative volume related to the minimum cut density
shows that the variations of p,,. with the volume size are negligible compared to the
difference between snow samples, as soon as volumes larger than about 5% mm? are
considered (except for sample 101). The minimum cut is an extreme variable since
it measures the minimal effective density of a cut in the microstructure. Therefore,
convergence with the volume size is far from being obvious. Our study shows that
a REV related to the minimum cut density exists and is on the order of about
53 mm?, for non dendritic snow types (RG, FC, DH, MF). For precipitation par-
ticles, investigations on larger samples should be conducted. The existence of this
REV indicates that the minimum cut density characterizes bonding structures which
repeat themselves throughout the entire microstructure. The REV related to the
bonding system is consistent with REV previously estimated for other quantities.
It is larger than the one previously observed for density [Coléou et al., 2001] and
SSA [Flin et al., 2011] and on the order of those obtained for thermal conductiv-
ity [Calonne et al., 2011] and mechanical properties [Hagenmuller et al., 2014c|.
This supports the idea that only few snow grains might be representative for “local”
variables such as density and SSA, but that “network” variables such as thermal
conductivity, mechanical properties and minimum cut density need to be estimated
on at least a collection of connected grain clusters. The difference between the size
of the REVs related to “local” and to “network” variables is emphasized for snow
types with a low minimum cut density.
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7.5.2 The minimum cut density as a microstructural indicator

The development of the minimum cut density concept was motivated by the fact
that, for certain properties, only a small part of the structure contributes to the
overall macroscopic behavior. We showed that the minimum cut density is indeed
a good indicator of potential fluxes inside the ice matrix. Excellent correlation
between the minimum cut density and thermal conductivity (R? = 0.88) or Young’s
modulus (R? = 0.98) were found (Table 2). However, the correlation obtained
for thermal conductivity is not better than the correlation obtained with density
(R? = 0.92). This scatter is explained by the fact that the minimum cut density
quantifies potential fluxes in ice but does not consider the conduction of air. Two
grains very close to each other but not connected by an ice bond might exchange
heat through air, which significantly contributes to the overall heat conduction.
This phenomenon is illustrated in Figure 7.1b and confirmed by the large difference
observed on thermal conductivity whether conduction through air is neglected or
not (Figure 7.7a). Moreover, if air conduction is neglected the correlation between
k and pysc is significantly enhanced (R? = 0.97).

The sensitivity of the Young’s modulus to density is extreme. A power law fit of
the form E ~ p? yields an exponent a = 6.6 from our data. As a comparison, Sigrist
[2006] obtained an exponent value of 2.94 based on experimental data obtained via
high frequency cyclic loading of snow. Even if the exponents of the power law fit are
different (attributed in general to the effect of strain rate on the elasto-viscoplastic
properties of ice [Schneebeli, 2004]), both approaches reveal the high non linearity
between Young’s modulus and density. More generally, a power law fit with an
exponent much larger than 1 is generally observed between mechanical properties
(Young’s modulus, strength, toughness) and density. Here, we show that the non
linear relationship between the minimum cut density and density explains a large
part of this non linear relation. Indeed, the fit between E and pp,. exhibits a
exponent a = 1.80 (Table 2).

Furthermore, the anisotropy of the minimum cut density appears to account for
the anisotropy of the thermal conductivity and Young’s modulus. Microstructures
resulting from temperature gradient metamorphism exhibit a minimum cut density
larger in the vertical direction than in the horizontal plane. In contrast, density
ps 1s inherently an isotropic characteristics of the microstructure. The presence
of anisotropy thus inevitably introduces scatter in the parameterization of thermal
conductivity and Young’s modulus by density. In our data, temperature gradient
seems to be the main reason for the occurrence of anisotropy. Comparatively, effects
of gravity appear to be much smaller (Figure 7.7).

The minimum cut density was, here, related only to thermal conductivity and
Young’s modulus. However, the significant linear correlation between the Young’s
modulus and the tensile strength of snow simulated by Hagenmuller et al. [2014c]|,
indicates that the strength of snow might as well be predicted by the minimum
cut density. Moreover, Domine et al. [2011] investigated the link between the shear
strength 7 of snow, measured by a shear vane and its thermal conductivity kezp,
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measured with the heated needle probe technique. The correlation between ks,
and 7 obtained in this study at a macroscopic level (scale of tenth of cm) also
supports the same intuition that both conduction and strength are limited by the
narrow constrictions at the bonds between the ice grains [Domine et al., 2011].

In the present study, only a small number of uCT samples were considered. A
systematic study on a larger set of samples including complete time series of isother-
mal and temperature gradient metamorphisms could provide quantitative relation-
ships to link conduction and mechanical properties and to quantify the evolution of
Pme With time and temperature. The microstructure-based model of Hagenmuller
et al. [2014c|, which simulates the tensile strength of snow, might further help to
investigate such structure-property relationships.
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7.A Appendix

This appendix was not submitted for publication with chapter 7 in Cold Regions
Science and Technology. Different issues raised in previous sections of chapter 7 are
discussed in this appendix:

e the evolution of the minimum cut density with metamorphism,
e the relevance of the specific grain contact area as a microstructural indicator,

e the computation of the minimum cut density limited to volumes of size 6003
voxels.

These issues are discussed on 3D snow images corresponding to two time series
previously obtained during an isothermal experiment (images 101, 103, 104, 105, 108,
111, 115, 119, 121 and 123; details in [Flin et al., 2004|; Figure 7.9) and a temperature
gradient experiment (images 0A, 1A, 2A, 3A, 4A, 5G and 6G; details in [Calonne
et al., 2011]; Figure 7.9). The isothermal experiment was conducted at a constant
temperature of 271 K. The temperature gradient experiment was conducted with a
temperature gradient of 43 K m~! and a mean temperature of 269 K. The images
are composed of 600 x 600 x 600 voxels with a resolution of 4.91 pm, and between
7 pum and 9 pm for the isothermal and temperature gradient images, respectively.

7.A.1 Evolution of the minimum cut density with metamorphism

The evolution of the minimum cut density pm,. and density ps is shown in figure
7.10.

The value of pp,c increases with time during the isothermal metamorphism of
Precipitation Particles (PP) into Rounded Grains (RG). This increase is observed for
all directions, indicating an isotropic evolution of the bonding system. The small
differences observed between the different directions may be explained by spatial
variability of the bonding system emphasized by the small volume (3% mm?) used
for the computation. Note that the value of p,,. increases by an order of magnitude
during the experiment while the density only doubles.

During the temperature gradient metamorphism of Rounded Grains (RG) into
depth hoar (DH), the variations of p;,. depends on the direction. In the vertical
direction, pm. first decreases when the Rounded Grains transforms into Faceted
Crystals, then it increases and exceeds the value obtained at the beginning of the
experiment. In the horizontal plane, p,,. globally decreases. It reaches a value
close to the one obtained for rounded grains at a density of only 150 kg m~3, while

—3_ This observation indicates the

the density is almost constant about 300 kg m
creation of long vertical chains in the ice matrix, which are not “well connected
laterally”. The minimum cut density thus well captures the anisotropy created by
the temperature gradient.

These first observations support the idea that the minimum cut density well

characterizes the bonding system and its evolution with metamorphism. However,
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Isothermal or
equilibrium
metamorphism

Temperature gradient
or kinetic
metamorphism

Figure 7.9: Time series images taken during an isothermal (top) and temperature
gradient experiment (bottom). The side-length of the cubic snow im-
ages is about 3 mm for the isothermal experiment images and about
5 mm for the temperature gradient experiment images. The labels
below the 3D images indicate the snow type and the time from the be-
ginning of the experiment. The boundaries between grains are shown
in black.
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Figure 7.10: Evolution of the minimum cut density pp,. (a) and density ps (b)
with metamorphism. The labels "ISO" and "TG" refer to isother-
mal metamorphism and temperature gradient metamorphism, re-
spectively. The labels x, y, and z correspond to the computation
direction of p,,.. The direction z is the direction of gravity and tem-
perature gradient. The directions x and y are in the horizontal plane.

the tested image data set is too small to provide quantitative relationships at this
stage.

7.A.2 Specific grain contact area

It is difficult to determine characteristics of the bonding system from the results
of a grain segmentation procedure. This difficulty motivated the development of
the minimum cut density pme, which is independent from a grain segmentation
procedure.

To evaluate nevertheless the relevance of the specific grain contact area, a vari-
able often proposed to quantify the bonding of the ice matrix [e.g. Flin et al., 2011,
Voitkovsky et al., 1975|, the images of the two times series were segmented into
grains with the algorithm of Hagenmuller et al. [2014b] (Chapter 5) and the specific
grain contact area (SGCA), i.e. the intergranular contact area per unit mass, was
calculated from the grain-segmented images.

The evolution of SGCA with time is shown in Figure 7.11. For both types of
metamorphisms, the SGCA decreases with time. The values of the SGCA strongly
depend on the contiguity threshold ¢; used in the grain segmentation. However, the
same SGCA-time trend is observed for all values of ¢;. The strengthening of the
microstructure during isothermal metamorphism and the development of a weak
connectivity in the horizontal plane during temperature gradient metamorphism
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Figure 7.11: Evolution of the specific grain contact area with metamorphism. The
labels "ISO" and "TG" refer to isothermal metamorphism and tem-
perature gradient metamorphism, respectively. The grains were seg-
mented with a threshold on curvature x; = 1.0 and a threshold on
contiguity ¢; € [0.14,0.5]. See [Hagenmuller et al., 2014b| for details
on the grain segmentation algorithm.

are not revealed by the value of the SGCA. A possible explanation is that only
a few contacts among those determined by the grain segmentation algorithm are
mechanically relevant. The evolution of the contact area of these bonds is therefore
not visible in the evolution of the SGCA which embraces the entire set of detected
bonds. Note that the sensitivity of SGCA to the grain segmentation parameter on
curvature k; was not evaluated here. In [Hagenmuller et al., 2013a], we reported a
different evolution of the SGCA with isothermal metamorphism because we used a
previous version of the grain segmentation algorithm where the threshold on curva-
ture was set differently. This further illustrates the strong sensitivity of the SGCA
values to the segmentation procedure.

7.A.3 Computation on limited volume sizes

As stated in chapter 7, the computation of the minimum cut density is memory
consuming. For instance, computing p,,. on image 123, a 600 voxels image of
density 250 kg m™3, requires 10 GB RAM memory to store a graph composed of
5.4 x 107 nodes and 7 x 10® edges. The algorithm presented in chapter 7 works
on a binary image. There are no restrictions on the topology of the minimum cut
surface. If we restrict the minimum cut surface to be composed of a subset of bonds
detected by a grain segmentation algorithm, the memory usage of the minimum
cut algorithm is tremendously decreased. Indeed, the basic unit of the algorithm is
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Figure 7.12: Minimum cut density computed with two different methods: on the
binary image composed of numerous voxels or on a representation of
the microstructure as a set of interconnected grains.

then the grain (composed of numerous voxels) instead of the voxels themselves. For
instance on image 123, the corresponding graph is reduced to about 1000 nodes (or
grains) and 2000 edges (or intergranular contacts). Segmenting the binary image
into grains might be time consuming but is not restricted to a certain image size
since the grain segmentation can be computed locally.

Figure 7.12 shows the minimum cut density computed with the two methods
(with binary image or grain representation). The minimum cut density is slightly
over-estimated when computed on the grains. This is expected since the minimum
cut surface computed on the grains is included in the potential cut surfaces that
can be represented with voxels. However, the agreement between both methods is
very good, especially on images with a low value of pp,.. Therefore, it is possible
to compute the minimum cut density with a reasonable accuracy without any lim-
itation of the size of the image. Moreover, it further validates the developed grain
segmentation algorithm which preserves this connectivity characteristic of the ice
matrix.
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8.1 Conclusion

The principal objective of this PhD thesis was to explore the link between snow
microstructure and snow mechanical properties with microtomographic data. New
numerical tools and methods were developed. New insights into the mechanisms
active during the brittle behavior of snow were obtained.

8.1.1 New modeling tools for snow mechanics

Binary segmentation An algorithm to segment the 3D grayscale images, ob-
tained by microtomography, into binary ice-air images was proposed. The algorithm
is based on the minimization of a segmentation energy. The parameterization of the
algorithm is automatically derived from the analysis of the grayscale histogram,
which takes advantage of the Gaussian distribution of noise. The algorithm also
benefits from the knowledge that the segmented material is snow and not some
arbitrary porous material: it mimics the natural tendency of snow to reduce its sur-
face energy. The binary segmentation algorithm was evaluated on images of snow
impregnated with 1-chloronaphtalene and non-impregnated snow. On the images
of non-impregnated snow, the proposed algorithm performs very similarly to the
commonly-used approach based on a the sequence of filters (low-pass filter, global
thresholding and morphological filters). In this case, the proposed analysis of the
grayscale histogram can be used to automatically and accurately determine the
global threshold, which reduces possible bias introduced by the manual choice of
the threshold. The formalism provided by the minimization of a segmentation en-
ergy is of particular interest for the images of impregnated snow which corresponds
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to a three phases material (air, ice and 1-chloronapthalene) and which cannot be
easily segmented with a classical sequence of filters.

Finite element model A finite element model was developed to reproduce the
brittle behavior of snow in tension. The microstructure geometry is meshed with
tetrahedral elements. The constitutive material of the elements, ice, is supposed to
be elastic fragile, homogeneous and isotropic. To reduce the computation time and
to enable simulations on sufficiently large volumes representative of the microstruc-
ture, potential crack paths were pre-determined at the beginning of the simulation.
A distance-based watershed algorithm was used to detect the bonds in the ice ma-
trix, here composed of rounded grains. If the stress in one element located next to
a certain bond reaches the strength of ice, the bond is deleted. The tensile strength
predicted by the model is in good agreement with the measurements conducted on
the same samples of rounded grains.

Modeling snow as granular material FEfforts were made to model snow as
a granular material, which appears as a reasonable assumption in case of rapid
and large deformations mainly controlled by particle rearrangements and contact
interactions. This approach requires to detect grains in the ice matrix geometry
captured by tomography and to develop a discrete element model accounting for
the grain geometry and bonding.

We developed a new grain segmentation algorithm based on criteria on curva-
ture and contiguity. First, bond candidates are identified with the value of the
minimal principal curvature. Then the bonds candidates are modified so that their
area is minimized and highly contiguous grains are merged. The results of the grain
segmentation algorithm were evaluated against grains directly inferred from elastic
stress distributions computed with finite elements. We showed that the developed
algorithm is effectively able to detect bonds supporting locally the highest stresses.
Assuming that the strength of ice is homogeneous, the algorithm thus detects poten-
tial failure paths in the microstructure which are required for DEM modeling. Unlike
a simple distance-based watershed segmentation, this algorithm can be applied on
different types of snow such as precipitation particles, faceted crystals, depth hoar
and not only rounded grains.

We then used the grains detected in the 3D microstructure to develop a discrete
element model of snow. The complex shapes of the grains are described with rigid
clumps of spheres. The bonding system is reproduced by connecting the clumps
through cohesive contacts. The contact law used in the simulation accounts for the
failure of cohesive bonds and the creation of new frictional bonds. The sensitivity
analysis of the model to its parameters showed that the effects of potential artefacts
introduced by the modeling approach are limited compared to the variability due
to different microstructures. The DEM model is generic and was, here applied to
simulate the confined compression of snow.
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Measure of connectivity The bonds between grains are as important as the
grains themselves (if not more important) to describe the macroscopic behavior
of snow. In theses bonds, stresses or heat fluxes are larger than in other parts
of the snow microstructure because of a “neck effect” induced by the reduced ice
thickness. However, a grain is not an “absolute” entity but inevitably depends on a
certain definition or a given “threshold”. Indeed, we observed that the thresholds on
contiguity or curvature in the developed grain segmentation algorithm have a large
effect on the segmented grains and therefore on the subsequent characterization
of the bonding system. We developed a new indicator of the bonding between
grains, the minimum cut density. This microstructural indicator accounts for the
anisotropy of bonding, while being independent from a grain segmentation process.
It characterizes the weakest connectivity of the ice matrix.

General remarks The main difficulty encountered during the development of
these tools was the large amount of data contained in a 3D image of the microstruc-
ture, typically 500 x 500 x 500 = 125 x 10° voxels. Therefore minor constraints or
assumptions have been used to reduce the computing time:

e The binary and grain segmentation algorithms and the minimum cut density
algorithm are all based on the optimization of a certain energy. These energy
functions depend on millions of variables (one variable per voxel). Their opti-
mization seems therefore very difficult. But we know that these variables can
take only a small number of values (0/1 for binary segmentation or minimum
cut calculation; a few grain labels for grain segmentation) and that the en-
ergy function involves only “pair” interactions. This enables to minimize very
efficiently the energy function with the graph-cut approach, with a number of
operations polynomially dependent on the number of voxels.

e The toughness of ice is small (50-150 kPa ml/z), indicating a relatively easy
propagation of cracks. Therefore it is reasonable to assume that when a bond
in snow starts to fail, a cracks propagates instantaneously in the bond. We
used this assumption in the modeling of tensile strength to keep calculations
of crack propagation very simple and to expedite the simulation.

e Rapid and large deformations in snow are mainly due to the re-arrangement of
grains. Assuming that the grains behave as rigid bodies significantly reduces
the number of degrees of freedom of the whole structure. This made our DEM
model computable in reasonable time on representative volumes of snow.

8.1.2 An insight into the brittle behavior of snow

The developed modeling tools were applied to different microtomographic images
of snow measured in the framework of this PhD thesis (microtomograph of labora-
tory 3S-R, Grenoble, France), of my master thesis (microtomograph of SLF, Davos,
Swiss), and previously measured by other researchers (CEN-CNRM team, Margret
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Matzl, SLF). The conducted numerical tests provide novel information about the
brittle behavior of snow.

Initiation of failure in tension The finite element model revealed a very het-
erogeneous stress distribution in the ice matrix subjected to tension. On the tested
snow, rounded grains, the maximal stress appears to exceed the mean value by a
factor of 100. About 30% of the microstructure experiences local compression in
response to macroscopic tension. These observations illustrate the complex relation
between macroscopic and microscopic stresses, induced by the microstructure.

The simulations also showed that the first breaking of bonds does not immedi-
ately lead to the global failure of the sample under force-controlled tests. Damage
(failure of individual bonds) first occurs in a spatially distributed manner, which
results in a pseudo-plastic macroscopic stress-strain curve. Toward the end of the
simulations, the broken bonds form a unique failure surface. Only 25% of the broken
bonds do not contribute to the final failure surface, indicating that the macroscopic
tensile failure is due to the breaking of a few bonds throughout the sample.

Damage is shown to occur for very small macroscopic strain as low as 1074,
because ice is very stiff (£ = 10 GPa) and stress highly localized in the microstruc-
ture. Besides, the calculated Young’s modulus is about 10 times higher than existing
measurements on rounded grains with a similar density.

Confined compression of snow The discrete element model showed that the
resistance of snow to confined compression is mainly a function of density. Indeed,
even if tests were conducted on very different snow types, the stress-density relations
fit a unique trend with little variability.

For samples of similar density but different microstructural patterns, the stress-
strain relationship appears to be different in the first stage of the compression when
the first bonds break. The model predicts a weakening effect of temperature gradient
metamorphism compared to isothermal metamorphism.

For the tested range of strain, friction is shown to have little effect on the overall
mechanical behavior. In contrast, a linear relation between simulated macroscopic
compression stress and microscopic cohesion strength of ice is found.

Connectivity of the ice matrix The minimum cut density values are in the
range [0.2,35] kg m ™3 for the tested samples with density in the range [100,350] kg m 3.
The factor 10-50 between minimum cut density and density reveals the very weak
connectivity of the snow microstructure. This weak connectivity is a possible expla-
nation for the high stress localization in the ice matrix: only a few bonds support
the entire load.

The minimum cut density properly accounts for the anisotropy of the thermal
conductivity and Young’s modulus. In particular, the minimum cut density appears
to be larger along the temperature gradient than in its orthogonal plane. This
anisotropy cannot be captured by density.
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General remarks The main motivation for the study of the link between mi-
crostructure and snow mechanical properties was the well-known scatter in the den-
sity parameterization of these properties [e.g. Mellor, 1975]. In the light of the
obtained results, some remarks on the possible origins of the observed scatter can
be formulated:

e We showed that the elastic regime of snow is limited to very small strain (e.g.
£ < 107, for rounded grains with a density of about 350 kg m~3). Therefore,
it is very difficult to measure the Young’s modulus of snow without damaging
the sample. Ice viscosity is often considered as the main reason for the scatter
in density-Young’s modulus plot and the systematic higher values of the elastic
modulus estimated with tomography-based models compared to experiments.
We suggest to also account for the potential damage on the microstructure
induced by measurements.

e We showed that a snow sample can hold in one connected block just through
a few bonds. If these bonds fail, the resistance to tension of the sample is
null, regardless of the mean density of the sample. Therefore, tensile strength
properties of snow might be not so sensitive to density but is mainly controlled
by the effective density of the “weakest” surface crossing the sample. This local
heterogeneity of density can be one reason for the observed scatter. In contrast,
we found a good correlation between density and compression resistance. In
compression, the failure of the weakest part of the microstructure does not
lead to the failure of the whole sample because of the creation of new bonds.
Compression tends to homogenize the density of the sample.

e Density is by definition an isotropic characteristic of snow. However, temper-
ature gradient metamorphism introduces a significant anisotropy of the mi-
crostructure which mirrors in the physical and mechanical properties of snow.
This anisotropy thus appears as scatter in density parameterizations.

e In this PhD thesis, we assume ice to be elastic fragile and considered constant
values for the Young’s modulus and cohesion. We observed a linear relation
between microscopic cohesion and macroscopic strength in tension or com-
pression. Therefore variations of the microscopic properties of ice induced, for
instance by temperature or by preferential crystalline orientation of the grains,
are directly reflected in the macroscopic properties of snow. More generally,
the activation of different deformations mechanism at the microscopic level
can completely change the observed macroscopic behavior.

8.2 Perspectives

In this section, I describe possible outlooks and research perspectives based on the
work done during my PhD.
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8.2.1 Microtomography of snow

Effects of impregnation The effects of numerical processing on the snow char-
acteristics derived from microtomographic data was evaluated in this work. But the
effects of the sample impregnation on the microstructure remain to be estimated.
Indeed, capillary forces due to the liquid impregnation product might damage very
fragile snow types as precipitation particles. Chemical reactions between ice and
chlorine (e.g. in 1-chloronaphtalene) might also modify the ice matrix.

Multi-material segmentation applied to diffraction contrast tomography
The energy-based formalism used for binary and grain segmentation could be applied
to images of snow obtained by diffraction contrast tomography (DCT). In addition
to the measurement of the attenuation coefficient to X-rays, DCT also reveals the
crystallographic orientation of individual grains. However, some ice zones are not
associated to any crystallographic orientation because of the distortion of the dis-
traction spots caused by imperfections in the ice crystals (Figure 8.1a). Roscoat
et al. [2011Db] used successive dilations of the determined grains to fill the missing
orientation information in the ice matrix (Figure 8.1b). With our energy-based
approach, the extrapolation of the orientation information can be also done with a
intergranular contact area minimization criterion to mimic the surface energy reduc-
tion induced by metamorphism (Figure 8.1c). An efficient image processing method
of DCT data could further help to identify the deformation mechanisms occurring
at the microstructural level and to assess the role of the crystallographic fabric of
ice on the overall behavior.
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Model evaluation with in situ microtomography experiments The devel-
oped finite element model was evaluated against measurement of the tensile strength.
The discrete element model was not evaluated against experiments. In situ micro-
tomography measurements may help to assess the assumptions made at the mi-
crostructural level and the accuracy of the models. Schleef et al. [2014| conducted
such tests to investigate the creep behavior of snow. In case of rapid deformations of
snow (brittle regime), the acquisition time of X-ray tomography will need however
to be reduced to follow high strain rates.

8.2.2 Snow mechanics

Model improvements Simple and straightforward improvements of the devel-
oped finite and discrete element models could further expand their range of appli-
cability. The finite element model of tensile strength works only on rounded grains
since it is based on bond detection with a simple distance-based watershed segmen-
tation. The advanced grain segmentation algorithm, that we developed, appears to
be accurate on several snow types and not only rounded grains. New tests com-
bining both approaches will enable to characterize the brittle behavior of different
snow types in tension. The discrete element model was evaluated under loading
conditions reproducing confined compression. Simulating a generic tri-axial test
(including shear loading under normal pressure, Figure 8.2) will further help elu-
cidating the relation between microstructure and mechanical properties. Besides,
Szabo and Schneebeli [2007] showed that two ice grains in contact can sinter in a very
short time. Accounting for this feature in the contact law will provide a new insight
into the temperature and strain-rate dependence of rapid and large deformations.

Tests on a large set of snow images In future work, the systematic applica-
tion of the developed models on a large set of snow images will constitute a new
step to define quantitative relations between snow microstructure and mechanical
properties. Especially, modeling the strength and softening behavior of weak lay-
ers (composed of faceted crystals and depth hoar) is of great interest for modeling
avalanche release at the slab scale [e.g. Gaume, 2013].

Interpretation of the penetration resistance tests In the field, the vertical
profile of snow strength is usually estimated with an indenter which measures the
penetration resistance of snow (e.g. SnowMicroPen SMP, [Johnson and Schneebeli,
1999]). The force signal of the indenter is used to deduce microstructural parameters
of the snowpack. However, the force signal interpretation remains unclear [e.g. Lowe
and van Herwijnen, 2012|. The explicit modeling of the penetration of the SMP in
a snow sample could help to further decipher this issue. See an example on figure
8.3.

Coupling with thermodynamics Flin and Brzoska [2008|, Flin et al. [2003]
developed numerical models describing the evolution of 3D snow structures with
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isothermal and temperature gradient metamorphism. To assess the relative im-
portance of possible metamorphism mechanisms, such as curvature-driven vapor
transport or surface diffusion, the model results must be confronted to experiments.
In experiments, metamorphism leads to a densification of the snow structure (for
snow density < 300 kg m~3) due to the inevitable presence of gravity [Schleef and
Lowe, 2013|. At present, gravity is not considered or poorly represented in these
metamorphism models. Coupling these models with the mechanical model devel-
oped in this thesis will enable to conduct realistic simulations of the evolution of the
microstructure with metamorphism, which are comparable to experimental tests.

Physical parameterization of empirical models used in the operational
forecasting and prevention of the avalanche risk In the present modeling
work, the microstructure of snow is known with a micrometer resolution and the
properties of ice are supposed to be completely known. The perfectly controlled en-
vironment of the mechanical model enables to theoretically distinguish the different
factors contributing to the overall mechanical behavior. In contrast, the operational
forecasting services rely on models working at the resolution of km, with scarce
measurements. The gap between both approaches is huge. Especially, a lot of work
is still required to transfer the results of snow mechanics deduced from fundamental
microstructural studies, to operational models. As a first step, the empirical pa-
rameterization of snow mechanical properties used in models such as MEPRA could
incorporate the physically-based parameterization of the bonding system with the
minimum cut density.
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