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English Summary

This HDR thesis presents my work on transcriptional regulation in metazoans (animals). As a

computational biologist, my research activities cover both the development of new bioinformatics

tools, and contributions to a better understanding of biological questions. The first part focuses on

transcription factors, with a study of the evolution of Hox and ParaHox gene families across meta-

zoans, for which I developed HoxPred, a bioinformatics tool to automatically classify these genes

into their groups of homology. Transcription factors regulate their target genes by binding to short

cis-regulatory elements in DNA. The second part of this thesis introduces the prediction of these

cis-regulatory elements in genomic sequences, and my contributions to the development of user-

friendly computational tools (RSAT software suite and TRAP). The third part covers the detection of

these cis-regulatory elements using high-throughput sequencing experiments such as ChIP-seq or

ChIP-exo. The bioinformatics developments include reusable pipelines to process these datasets,

and novel motif analysis tools adapted to these large datasets (RSAT peak-motifs and ExoProfiler).

As all these approaches are generic, I naturally apply them to diverse biological questions, in close

collaboration with experimental groups. In particular, this third part presents the studies uncover-

ing new DNA sequences that are driving or preventing the binding of the glucocorticoid receptor.

Finally, my research perspectives are introduced, especially regarding further developments within

the RSAT suite enabling cross-species conservation analyses, and new collaborations with exper-

imental teams, notably to tackle the epigenomic remodelling during osteoporosis.
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Résumé en français

Cette thèse d’HDR présente mes travaux concernant la régulation transcriptionelle chez les

métazoaires (animaux). En tant que biologiste computationelle, mes activités de recherche por-

tent sur le développement de nouveaux outils bioinformatiques, et contribuent à une meilleure

compréhension de questions biologiques. La première partie concerne les facteurs de transcrip-

tions, avec une étude de l’évolution des familles de gènes Hox et ParaHox chez les métazoaires.

Pour cela, j’ai développé HoxPred, un outil bioinformatique qui classe automatiquement ces gènes

dans leur groupe d’homologie. Les facteurs de transcription régulent leurs gènes cibles en se fix-

ant à l’ADN sur des petites régions cis-régulatrices. La seconde partie de cette thèse introduit la

prédiction de ces éléments cis-régulateurs au sein de séquences génomiques, et présente mes

contributions au développement d’outils accessibles aux non-spécialistes (la suite RSAT et TRAP).

La troisième partie couvre la détection de ces éléments cis-régulateurs grâce aux expériences

basées sur le séquençage à haut débit comme le ChIP-seq ou le ChIP-exo. Les développements

bioinformatiques incluent des pipelines réutilisables pour analyser ces jeux de données, ainsi que

de nouveaux outils d’analyse de motifs adaptés à ces grands jeux de données (RSAT peak-motifs

et ExoProfiler). Comme ces approches sont génériques, je les applique naturellement à des ques-

tions biologiques diverses, en étroite collaboration avec des groupes expérimentaux. En partic-

ulier, cette troisième partie présente les études qui ont permis de mettre en évidence de nouvelles

séquences d’ADN qui favorisent ou empêchent la fixation du récepteur aux glucocorticoides. Enfin,

mes perspectives de recherche sont présentées, plus particulièrement concernant les nouveaux

développements au sein de la suite RSAT pour permettre des analyses basées sur la conser-

vation inter-espèces, mais aussi de nouvelles collaborations avec des équipes expérimentales,

notamment pour étudier le remodelage épigénomique au cours de l’ostéoporose.
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Foreword

Being a bioinformatician in 2016 is both thrilling and frustrating.

Thrilling, as in less than a decade (barely since my PhD), we have been propelled into the ”Big

Data” era of Biology [Stephens et al., 2015]. Improvements in sequencing technologies have led

to an explosion of Genomics data. These billions of Terabytes (”Zettabytes”) of sequence data are

raising challenges for computer scientists : data compression and storage, accessibility and distri-

bution, development of more efficient algorithms to process these large datasets. The challenge

for bioinformaticians is to keep up with these perpetual new developments to obtain biological

insights from all these datasets, bridging the gap between computer scientists and experimental

biologists. In just a few years, the global demand in bioinformatics skills has exploded, with several

job advertisements posted every single day, solely in France1 !

Today, it is obvious that there are not enough bioinformaticians. It has become ordinary to be

approached by experimental biologists desperate to find ”someone to analyse their data”. That is

when the frustration comes in, as bioinformaticians are too often considered as a mere service

provider, contacted once the raw data are already produced to apply routine pipelines, regardless

of the fact that most projects require customised analyses [Chang, 2015]. Frustration also comes

from the lack of consensual definition of ’bioinformatician’ [Smith, 2015]. Within the spectrum of

bioinformaticians, I came to consider myself as a computational (or dry ) biologist, motivated by

biological questions and using a computer as my bench. In this new Big Data era, collaboration be-

tween wet and dry biologists is becoming the new standard. Bioinformaticians should be involved

early in the experimental design, and fair co-authorship on the publications should be customary.

Evaluation criteria should be adapted for bioinformatician careers [Chang, 2015], acknowledging

that working with multiple collaborators on very diverse biological questions is actually a sign of

success rather than dispersion. The evaluation criteria need to be broadened to not only include

the production of scientific software, but also recognize the maintenance of these software for

the community [Singh Chawla, 2016]. Last, the frustration also comes when reading high-impact

journal articles that have questionable and often unreproducible bioinformatic data analyses. Dur-

ing the peer-reviewing process, editors should enforce policies to ask reviewers if the manuscript

should be sent to a bioinformatics specialist, similar to the policies often in place for statistics.

1source: www.sfbi.fr
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Training in bioinformatics has become crucial in recent years. On the one hand, by providing

courses and training material [Lewitter, 2006] dedicated to researchers, to alleviate the current

bottleneck of sequence data analysis. It is also important to provide user-friendly computer tools

to experimentalists, who have the biological expertise to analyse their data, but often lack bioin-

formatics skills. On the other hand, it is necessary to engage the undergraduate biology students

into interdisciplinary work and computational biology, so that the next generation of biologists and

clinicians will have essential bioinformatics skills [Brazas et al., 2014].

Even if this dissertation focuses on my research work, teaching takes a huge part of my activity

and motivation to be associate professor. I am gladly contributing to the above-mentioned teach-

ing aspects by (i) my engagement in the AVIESAN/IFB school of bioinformatics for researchers, as

well as in various trainings for biologists (Belgium, France, Singapore), (ii) developing usable bioin-

formatics tools (mainly RSAT) and training users via published protocols and workshops, (iii) as

vice-president of the French Society of Bioinformatics (SFBI), co-organising the first national meet-

ing dedicated to the teaching of bioinformatics at the undergraduate level, and (iv) at ENS, teaching

computational biology to all biology students, and introduce them to the current challenges of the

Big Data era.

It is within this framework of transition to this Big Data era that my research contributions are

situated. This dissertation tackles diverse biological questions such as the evolutionary analysis

of the Hox genes family, and the study of transcriptional regulation, using biological sequence

analysis approaches.

References
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10(4):e1003510.
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Overview

After cellular biology studies, I specialised in bioinformatics during my Masters and moved to Bel-

gium for my PhD. I have then worked for four years as a postdoctoral fellow, including three years in

Germany thanks to an Alexander von Humboldt fellowship. In 2012, I was appointed associate pro-

fessor at Ecole normale suprieure Paris, and affiliated for research to the Computational Systems

Biology group headed by Denis Thieffry at the Institut de Biologie de l’Ecole normal supérieure

(IBENS).

As a computational biologist, I have been involved in projects dealing with various biological

questions, as well as diverse bioinformatics approaches. My research interests include develop-

ment and evolution of metazoans, regulation of transcription and high-throughput functional ge-

nomics. In my view, presenting my work in three independent chapters best reflects these three

main aspects of my research. Each chapter is organized with a separate introduction to the specific

field, my work put in perspective with the state-of-the-art, and a conclusion presenting my current

and future projects in this area.

Chapter 1: The immense diversity of animal morphologies and physiologies has always been

fascinating for me. I developed this interest in the evolution of animal morphology by studying

genes that control embryonic development. The first chapter presents my contributions to the evo-

devo field, through the study of the Hox and ParaHox gene families evolution across the animal

kingdom.

Chapter 2: Because Hox and ParaHox genes encode transcription factors - proteins that reg-

ulate the expression of their target genes by binding on short cis-regulatory elements in DNA - I

became acquainted with methods to predict these cis-regulatory elements in genomic sequences,

and participated in the development of new computer tools. The second chapter presents my con-

tributions to the regulatory genomics field, through the development of user-friendly tools to study

cis-regulatory elements, using binding motifs represented as PSSMs.

Chapter 3: The transition to the Big Data era revolutionised the regulatory genomics field,

with the emergence of experimental approaches based on high-throughput sequencing, such as

ChIP-seq. Like any technique based on high-throughput sequencing, this approach requires bioin-

formatics processing and analysis. Many tools for motif analysis could not cope with the resulting

very large datasets. The third chapter presents my work on the development of motif analysis tools

for high-throughput functional genomic datasets, and on the analysis of ChIP-seq and ChIP-exo

datasets targeting the glucocorticoid receptor.

This thesis ends with general concluding remarks and prospects.
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Chapter 1
Classification and evolution of Hox proteins

In this chapter, I will first introduce the Hox gene family within the global Homeobox superfamily,

as both terms are often sources of confusion. Then, I will present the problem of classifying Hox

proteins in homology groups, and the methodological aspects of Hox sequences classification. I

will present HoxPred, the tool I started to develop during my PhD and further enhanced during my

post-doc, which automatically classifies Hox sequences in their homology groups. I will highlight

the contribution of HoxPred to novel insights in the evolutionary history of Hox genes, with a par-

ticular emphasis on the most debated questions. I will finally discuss the changes brought to the

field during this transition to the Big Data era.

Some sections of this chapter have been published in the following review :

• Thomas-Chollier, M. and Martinez, P. (2016). Origin of Metazoan Patterning Systems and

the Role of ANTP- Class Homeobox Genes. eLS, John Wiley Sons Ltd, Chichester.

http://www.els.net [doi: 10.1002/9780470015902.a0022852.pub2].

Related papers:

• Hudry, B., Thomas-Chollier, M., Volovik, Y., Duffraisse, M., Dard, A. e. l., Frank, D., Technau,

U., and Merabet, S. (2014). Molecular insights into the origin of the Hox-TALE patterning

system. eLife, 3:e01939.

• Thomas-Chollier, M., Ledent, V., Leyns, L., and Vervoort, M. (2010). A non-tree-based com-

prehensive study of metazoan Hox and ParaHox genes prompts new insights into their

origin and evolution. BMC evolutionary biology, 10:73.

• Thomas-Chollier, M. and Ledent, V. (2008). Comparative phylogenomic analyses of teleost

fish Hox gene clusters: lessons from the cichlid fish Astatotilapia burtoni: comment.

BMC Genomics, 9:35.

• Thomas-Chollier, M., Leyns, L., and Ledent, V. (2007). HoxPred: automated classification

of Hox proteins using combinations of generalised profiles. BMC bioinformatics, 8:247.
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4 1.1. HOX AND HOMEOBOX: PREVENTING THE CONFUSION

1.1 Hox and Homeobox: preventing the confusion

1.1.1 The Homeobox superfamily

The Homeobox gene superfamily encompasses genes bearing a particular 180-nucleotides se-

quence called homeobox, discovered in the early 80’s [McGinnis et al., 1984; Scott and Weiner,

1984]. This homeobox encodes for the homeodomain, a DNA-binding domain of 60 amino acids

(aa), which enable the proteins of the Homeobox superfamily to bind on very short DNA stretches

and regulate target genes. Additional domains of these proteins can mediate the interaction with

other proteins (cofactors), thereby modulating different target genes, and thus contributing to the

fine-tuning of gene regulation. The homeobox genes are not restricted to animals, as they are

found also in plants and fungi, but not in bacteria or archea. Of note, the homeodomain proteins

account for about 15-30% of all transcription factors in animals (for a general review on home-

odomains, refer to [Bürglin and Affolter, 2015]).

The homeobox gene superfamily can be subdivided into classes: in animals 11 classes [Hol-

land, 2012] (ANTP, PRD, TALE, POU, CERS, PROS, ZF, LIM, HNF, CUT, and SINE) or 16 classes

[Bürglin and Affolter, 2015] have been defined, depending on the degree of refinement that authors

impose for their classification. P. Holland acknowledges that classification of homeobox genes

based on orthology has limitations, because ancient gene duplications and gene losses are dif-

ficult to resolve, and the origin of some particular genes remain unclear, thus hampering their

classification. These classes are themselves subdivided into gene families, according to sequence

similarity between the homeobox genes and presence of additional sequence domains [Bürglin

and Affolter, 2015; Holland, 2012]. The ANTP class is the most studied, as this class alone en-

compasses a large fraction of homeobox genes (47% of all homeobox genes in the fly Drosophila

melanogaster ).

ANTP genes have only been found in animals (metazoans), it is thus thought that they emerged

at the root of all animals. They show remarkable diversity, with 50 gene families [Holland, 2012],

that have expanded from a single protoANTP gene through tandem gene duplications. The ANTP

class comprises the Hox gene families, as well as ParaHox and HoxL (Hox-linked) gene families

like Mnx, Evx, Gbx, Meox, which share strong sequence similarities with the homeobox sequence

of Hox genes and were likely clustered, and NKL (NK-linked) gene families [Hui et al., 2011; Ferrier,

2016].

1.1.2 Hox genes: a hundred years story

Hox genes have a hundred years story, and constitute the most famous, and yet somewhat myste-

rious genes in Biology. The story begins with a monstrous mutant fruitfly Drosophila melanogaster
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isolated by C. Bridge in 1915, showing an homeotic transformation of the third thoracic segment,

thus having four wings instead of two. Deciphering the molecular basis of this ”bithorax” mutant was

of huge interest to understand the genetic control of developmental mechanisms. In the 1950’s,

E.B. Lewis conducted an extensive genetic analysis of the bithorax mutant and uncovered the

bithorax complex (BX-C) of genes [Lewis, 1978]. W.J. Gehring had isolated another monstrous

fruitfly bearing legs instead of antennas on its head, a phenotype resulting from a mutation in

the gene Antennapedia (Antp). The Antp gene was found to be a member of a gene complex

similar to BX-C, named the Antennapedia complex (ANT-C) [Kaufman et al., 1980]. The ANT-C

and BX-C complexes were cloned and sequenced in the 1980’s, revealing the 180-nucleotides

sequence called ”homeobox”, common to these genes [McGinnis et al., 1984; Scott and Weiner,

1984]. It appeared that many more genes share this sequence and thus belong to the homeobox

gene superfamily. D. Duboule uncovered that the mouse Hox genes are clustered and arranged

in the same order as in the fruitfly [Duboule and Dollé, 1989]. The organisation of Hox genes

in clusters was thus considered as a rule for all animals, and since the beginning of the 1990’s,

Hox genes from a wide range of animal species were being sequenced to better understand the

evolution of the Hox clusters. It then became obvious that some organisms do not show this clus-

tered organisation (such as the nematode Caenorhabditis elegans), or only partially (such as the

fruitfly Drosophila melanogaster ). The commonly accepted explanation is that they have lost this

particular organisation during evolutionary time through chromosomal rearrangements and gene

losses.

Hox genes have been defined in various manners (reviewed in [Ball et al., 2007]), depending on

the inclusion of their organisation in clusters and spatial colinearity. I will consider hereafter a Hox

gene as an ANTP class homeobox gene orthologous to one of the Hox group of vertebrates and

drosophila [Miller and Ball, 2008]. The Hox groups refer to the groups of homology in which Hox

genes can be classified. These groups, called paralogous groups, will be thoroughly described in

section 1.2.

1.1.3 The sister family of ParaHox genes

ParaHox genes are members of the Gsx, Pdx/Xlox and Cdx homeobox genes families. Similarly

to the Hox genes, they are organised into a gene cluster in some animals. It is thought that the

Hox and ParaHox gene clusters originated by duplication of a single ancestral ’protoHox’ cluster

of 2-4 genes [Brooke et al., 1998]. The timing of this duplication, and the exact gene content of

this protoHox cluster nevertheless remains elusive (see [Quiquand et al., 2009; Thomas-Chollier

et al., 2010] for various alternative scenarios, and [Ferrier, 2015] for a recent review including

mechanistic aspects).
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1.2 Classification of Hox proteins

1.2.1 Hox homology groups

A long history of tandem duplications of Hox genes have generated the Hox clusters found in living

organisms. Some duplications have occurred a long time ago in a putative ancestor, while some

duplications appear to be more recent, and are thus restricted to a given taxonomic group. Besides,

individual Hox genes have also been lost in various species. The exact evolutionary history of

Hox genes is thus difficult to decipher, and that is why classification of individual Hox genes into

homologous families is necessary. This classification is intrinsically linked to the organisation of

Hox genes into clusters.

Hox genes in the fruitfly Drosophila melanogaster are organised into a split cluster, while mam-

mals have four Hox clusters, located on different chromosomes (Fig. 1.1A). In the mouse, 39

members of the Hox gene family have been found, organised on the HoxA, HoxB, HoxC and HoxD

lab pb zen Dfd Scr ftz Antp

Anterior PG3

Central Posterior

BX-C

ANT-C

Ubx Abd-A Abd-BDrosophila melanogaster

Mouse HoxA 1 2 3 4 5 6 7 9 1011 13

vertebrates

Drosophila melanogaster lab
PG1

pb
PG2 PG3 PG4 PG5 PG6 PG7 PG8 PG9+

Dfd Scr ftz Antp Ubx Abd-Azen
bcd Abd-b

A

B

1 2 3 4 5 6 7 8 9 13HoxB

HoxC 4 5 6 8 9 10 11 12 13

1 3 4 8 9 10 11 1312HoxD

Figure 1.1: Hox gene homology groups. A. The four broad groups of classification (Anterior, PG3, Central and Posterior)
mapped onto the Hox clusters of mouse and Drosophila melanogaster. The broad groups of homology are depicted with
colored boxes. Shaded genes are derived from Hox genes, but are not true Hox genes. Mouse Hox genes are numbered
according to their paralogous group; mouse clusters do not contain genes from the PG14. The representation of Hox
genes clusters includes structural details, relative distances and a clear separation of the Drosophila melanogaster ANT-C
and BX-C complexes as advocated in [Duboule, 2007], to highlight structural differences. B. Correspondence between the
vertebrate PGs and protostome homology groups, represented by Drosophila melanogaster gene names. There is no clear
direct relationships between the individual genes of PG6-PG8 genes and ftz, Antp, Ubx and abd-A.
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clusters. It is thought that these clusters result from genome duplications during early vertebrate

evolution, which have quadruplicated the ancestral vertebrate cluster that comprised 14 genes.

These duplications were followed by mutation events, which have led to different losses of Hox

genes within each cluster (reviewed in [Pascual-Anaya et al., 2013]).

Hox genes can be classified in homology groups, based on sequence similarity, as well as their

position in the cluster. In vertebrates, Hox genes fall into one of the 14 known Paralogous Groups

(PGs) [Scott, 1993; Ferrier, 2004]. For example, the mouse HoxA1, HoxB1 and HoxD1 genes

(there is no HoxC1 gene in the mouse) belong to the paralogous group 1 (PG1). By homology,

the Drosophila melanogaster labial gene can be classified into PG1 as well (Fig. 1.1B). When no

clear homology to these vertebrate groups may be found, Hox genes can be classified into broader

classes (Anterior, PG 3, Central and Posterior) [Finnerty and Martindale, 1998] (Fig. 1.1A).

1.2.2 Classification methods

My work has been focused on the methodological aspects of Hox sequence classification. I will first

comment on the nature of available Hox sequences, highlighting how it may affect classification

and our understanding of Hox data. I will then introduce the classification methods commonly

used for Hox sequences, putting a particular emphasis on the strengths and weaknesses of each

method.

The nature of Hox sequences

When this project started, Hox genes were commonly detected by Polymerase Chain Reaction

(PCR) survey. It consists in using degenerated fragments of a homeodomain sequence as a probe

to search for Hox genes in another organism. This low-cost technique has brought insights into the

Hox content of many organisms, but it has intrisic weaknesses that are worth mentioning. First,

only a very small fragment of the protein was usually sequenced (often restricted to the 60 aa of

the homeodomain, sometimes only the most central 25 aa of the homeodomain), which hampered

the assignment to an homology group. Second, because less-conserved Hox genes were not

detected by PCR survey, this method did not ensure that the complete Hox content of an organism

was revealed. Third, PCR fragments did not provide information on the organisation of the cluster.

This is why efforts were made to sequence larger genomic fragments encompassing the complete

Hox cluster (e.g. [Cameron et al., 2006; Hoegg et al., 2007]), later replaced by complete genome

sequences, offering the most comprehensive view of the Hox clusters, especially for species with

disintegrated clusters like the sea anemone Nematostella vectensis [Ryan et al., 2007].
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Phylogenetic trees

Phylogenetic tree reconstruction is widely used to classify new Hox sequences in their homology

groups. The underlying principle is to compile a collection of reference sequences, in addition to the

sequences to classify. By analysing how the new sequences group with the reference sequences

on the tree, it is possible to decipher the relationships between these sequences and classify them.

This technique nevertheless requires manual work, and classification is highly dependent on the

phylogenetic reconstruction method, leading to conflicting results [Ryan et al., 2007]. This well-

known problem is a direct consequence of the short size and very weak phylogenetic signal of the

sequences that can be aligned (usually restricted to the conserved homeodomain) [Kourakis and

Martindale, 2000].

Hox signatures

The concept of Hox signatures, also known as ’characteristic residues’ or ’diagnostic residues’, has

been pioneered by [Sharkey et al., 1997], and further extended by [Telford, 2000]. The underlying

idea is that, at some positions, some amino acids that are exclusively found in a specific homolo-

gous group (e.g. the position pointed by an arrow have a Methionine residue exclusively in the Ubx

sequences, Fig.1.2). These positions thus contain ’diagnostic residues’ for a given homologous

group.

Figure 1.2: Examples of Hox genes signatures. Alignment of protostomes Hox sequences from [Balavoine et al., 2002].
The arrow indicates a diagnostic residue for Ubx sequences. Refer to Fig. 1.5 to visualize the position of ecdysozoans in
the animal species tree. Species abbreviations are: Dme Drosophila melanogaster, Csa Cupiennius salei, Pca Priapulus
caudatus, Aka Acanthokara kaputensis, Hro Helobdella robusta, Pvu Patella vulgata, Hme Hirudo medicinalis, Lan Lingula
anatina, Pni Polycelis nigra.

Hox signatures bring significant information for classification of Hox sequences. Unfortunately,

this manual approach is laborious, and some signatures are difficult to define when based on

a combination of positions [Sarkar et al., 2002]. As more sequences are available, signatures

are also susceptible to change. Two projects had addressed the question of Hox signatures with

bioinformatics approaches. The first one [Sarkar et al., 2002] aimed at discovering the signatures

and then using them as classification rules. We showed that it lacked accuracy [Thomas-Chollier

et al., 2007]. The second one [Ogishima and Tanaka, 2007] aimed at discovering signatures -

without classification purposes - in regions outside the homeodomain, thereby preventing its use
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for most Hox sequences. There was thus no automated classification method for Hox proteins,

which was problematic considering the ever-growing amount of sequences to analyse. It is in this

context that I developed HoxPred (detailed below in Section 1.2.3).

Sequence similarity scores

Another automated method is to classify Hox sequences based on the highest similarity score to an

annotated sequence (e.g. using BLAST-based approaches). While such approaches are fine for a

first rough estimation, they fail to distinguish between highly similar homeodomain sequences. Re-

cently, an approach based on all-against-all pairwise sequence similarity, followed by a clustering

and specific visualisation of this pairwise sequence similarity (CLANS) has been used to provide

a large-scale classification of Hox sequences [Hueber et al., 2010]. This approach is able to use

regions flanking the homeodomain and full-length sequences. As the authors haven’t compared

their classification to our preceding work, I will discuss their results in Section 1.3.

1.2.3 HoxPred: a motif-based approach to classify Hox sequences

HoxPred is a Hox-dedicated computer program designed to classify Hox protein sequences, with-

out phylogenetic reconstructions. The requirements were as follows:

• scale with the increasing amount of sequence data to classify (or re-classify)

• target the predominant source of data, namely the homeodomain region

• be able to discriminate among these highly-conserved sequences

• process many sequences in a small amount of time

• be accessible through both user-friendly and programmatic interfaces

The method was described and evaluated in [Thomas-Chollier et al., 2007] ; Figure 1.3 il-

lustrates the general approach. The underlying principle is an extension of the Hox signatures.

However, instead of attempting to explicitly discover the few key positions that would define a

given homology group, the homeodomain is considered in its entirety as a motif, and described

as a generalised profile (Fig.1.3A). Optimal combinations of such profiles allow the classification

of sequences, through a supervised classification approach (Fig. 1.3B) in which discriminant func-

tions are trained to assign sequences to predefined homology groups (Fig.1.3C). This technique

thus differs from pattern searching techniques where a sequence either matches or not a given

pattern that describes qualitatively a motif. The discriminant functions of HoxPred moreover al-

lows the use of the information of multiple profiles, which increases the accuracy of the predictions

[Thomas-Chollier et al., 2007].
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A - Generalised profile construction

homeodomain alignment (eg PG9) BLOSUM substitution matrix

PG9
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pftools

C - Linear discriminant classifier training 
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B - HoxPred classification principle
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D9_LATME 2927 4959 4095 3085 2746    PG9
D9_MOUSE 2926 5019 4113 3148 2849    PG9
A10_LATME 2772 5756 3972 2995 2719    PG10
A10_MOUSE 2932 5892 4132 3155 2879    PG10
A10_XENTR 2949 5832 4072 3225 2921    PG10
rand_1      251  312     488     246  305    CTL
rand_10      176  316  189  134  153    CTL
ALX3_HUMAN 1952 1227 1634 1459 1584    CTL
ALX3_MOUSE 1915 1227 1634 1459 1584    CTL
ALX4_BOVIN 1949 1364 1710 1468 1614    CTL

   A  R  N  D  C  Q  E  
A  8 -3 -4 -5 -2 -2 -3
R -3 10 -2 -5 -8  0 -2
N -4 -2 11  1 -5 -1 -2
D -5 -5  1 10 -8 -2  2 
C -2 -8 -5 -8 14 -7 -9
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HOMEO
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Prediction + 
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PG4 (1)  

trains to classify from these data

linear 
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Figure 1.3: HoxPred classification approach. from [Thomas-Chollier et al., 2010]. A. Generalised profile construction. A
multiple alignment is built from a set of non-redundant homeodomain sequences that belong to a given homology group
(PG9 for this illustration). This alignment then serves to generate the corresponding generalised profile. This profile is a
scoring matrix that allows to assign a score to a sequence, based on its similarity with the profile. Contrary to more simple
pattern search technique, a profile can provide scores for residues that were not originally found at a given position of
the motif. These scores are residue-specific, and extrapolated by using a substitution matrix when building the profile. B.
HoxPred classification principle. The sequence to classify is scored by an optimal combination of profiles. The resulting
vector of scores then serves as input to a discriminant function that has been previously trained to classify such a vector
of scores into a specific class (eg PG4). C. Linear discriminant classifier training. The training phase aims at generating
the discriminant function. The training dataset comprises sequences for which the class is known. They can be HOX,
RANDOM or HOMEO (non-hox homeobox) sequences. All sequences are scored by the profiles, so that each sequence is
represented by a vector of scores. The classifier is then trained to classify such vector of scores into their associated class
(specified on the right). CTL is the control class.

Originally designed for vertebrate Hox sequence classification, it has proven successful in clar-

ifying the evolutionary history of the HoxC1a genes in teleost fish [Thomas-Chollier and Ledent,

2008]. HoxPred was later extended to study the Hox and ParaHox sequences at the scale of meta-

zoans [Thomas-Chollier et al., 2010]. This enabled the first large-scale study of Hox genes, si-

multaneously investigating 310 metazoan species accounting for more than 10,000 homeodomain
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genes. This study addressed several fundamental and unsolved questions regarding the origin

and evolution of the Hox and ParaHox genes, as detailed below.

1.3 New insights into the evolution of Hox genes in metazoans

In this section, I will highlight the contribution of HoxPred to novel insights in the evolutionary history

of Hox genes. This requires an outline of the framework of the animal phylogeny. Figure 1.5 depicts

the (simplified) evolutionary relationships between organisms of the animal kingdom (Metazoa). I

will present the views obtained with non-tree based classifications (HoxPred and CLANS) on the

most debated questions.

1.3.1 The uncertain origin of deuterostome Posterior genes

Posterior Hox genes of deuterostomes such as cephalochordates (amphioxus), urochordates (sea

squirt), and ambulacraria (echinoderms and hemichordates), can not be confidently related to spe-

cific vertebrate PG using phylogenetic analyses (reviewed in [Pascual-Anaya et al., 2013]). It has

been therefore proposed that the blurred relationships between Hox Posterior genes would be ex-

plained by an accelerated evolution rate of these genes, a process called ’Deuterostome Posterior

Flexibility’ [Ferrier et al., 2000]. An alternative hypothesis suggests multiple independent duplica-

tions to shape the posterior portion of the Hox clusters [Ferrier et al., 2000]. HoxPred classifications

enabled to propose a global model for Posterior genes evolution in bilaterians (Fig.1.4)[Thomas-

Chollier et al., 2010].
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PG7 PG8BFigure 1.4: Models for the evolution of Posterior Hox genes in bilaterians. from [Thomas-Chollier et al., 2010]. The
predicted PGs for each phylogenetic group are indicated with colors in the tables. Inside these tables, the names of the
genes are indicated when HoxPred predictions differ from their current annotation. The possible emergence of individual
PGs are indicated on the schematic tree with vertical bars (only the PG content is considered, not the actual number of
genes belonging to each PG, i.e. lineage-specific duplication and losses of individual genes are not indicated). Given that
both protostomes and deuterostomes have PG9 predictions, it seems that a Hox9 gene was already present in Urbilateria.
PG10 would have emerged in deuterostomes, in the lineage leading to chordates. After the divergence of cephalochor-
dates, the lineage leading to urochordates and vertebrates would have acquired PG12. PG14 appeared in vertebrates.
With respect to PG11, this group could have emerged either before or after the split between urochordates and verte-
brates. Considering that both Ciona intestinalis and Oikopleura dioica have disintegrated clusters and likely miss PGs, we
cannot exclude a possible loss of PG11 in urochordates. The emergence of PG13 is uncertain due to the prediction of
the amphioxus Hox15 gene as PG13. It could either be early in the chordate lineage, or in the last common ancestor of
urochordates and vertebrates.
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Figure 1.5: Simplified consensual animal phylogeny. The tree depicts the evolutionary relationships between living
animals. Choanoflagellates are added as outgroup. Species names written in italics are given as examples for each phylum.
Putative ancestors are indicated. Divergence time estimations (Million years ago (Ma)) are from [dos Reis et al., 2015].
Position of basal metazoans and Xenacoelomorpha are controversial, see main text.
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Our analysis of HoxPred assignments favors the hypothesis of multiple independent duplica-

tions over the ’Deuterostome Posterior Flexibility’ hypothesis alone. In particular, HoxPred as-

signed all amphioxus Posterior genes to PG9 and PG10, with the exception of Hox15, predicted

as PG13, suggesting that the amphioxus Hox11-14 genes would have arisen from duplications of

Hox9- and Hox10-like genes, independent of those which produced the vertebrate PG11 to PG14

Posterior Hox genes. Results with CLANS [Hueber et al., 2010] are coherent for Hox9-12, clas-

sified as PG9/10, but Hox13 and Hox14 appear more similar to PG11-13. Hox15 is considered

to be specific to amphioxus, rather than classified as PG13. These results thus point to a mixture

of ’Deuterostome Posterior Flexibility’ and independent duplications. A recent review, integrating

phylogenetic tree based, HoxPred and CLANS results, concludes on an ancestral chordate with

three Hox groups : PG9/10, PG11/12 and PG13/14 [Pascual-Anaya et al., 2013]. On a side note,

this review supports our suggestion to rename some Hox genes [Thomas-Chollier et al., 2010].

1.3.2 The bilaterian Central genes enigma

Phylogenetic approaches fail to decipher the relationships between the three very similar homeo-

domain sequences of the Central groups PG6-PG8, and it is well-known that the position of the

gene in the cluster is not a decisive criterion, because of inversions, duplications or gene loss

[Balavoine et al., 2002]. In particular, the evolutionary relationships between the protostome Cen-

tral genes, but also between the deuterostome Central genes remain unclear. Based on HoxPred

results, we proposed a possible evolutionary scenario with PG6 and PG7 already present in the

bilaterian ancestor [Thomas-Chollier et al., 2010] (Fig.1.6). Sequences outside the homeodomain

(sometimes called ’para-peptide’) can be important to classify the central Hox genes [Balavoine

et al., 2002]. Interestingly, the CLANS approach performed better when adding flanking regions

than using the homeodomain sequence only [Hueber et al., 2010], prompting Hueber et al. to

perform a more detailed analysis of the Central gene classification [Hueber et al., 2013].

In line with HoxPred results, they found that (i) protostome Antp sequences cluster with verte-

brate Hox7 sequences, (ii) ambulacrarian and amphioxus Central sequences would derive from

independent duplications of an ancestral PG7 gene, and (iii) PG8 is restricted to vertebrates. Hue-

ber et al. consequently also conclude that PG7 would be ancestral to all bilaterians. However, their

result do not support PG6 as ancestral, but rather specific to vertebrates. As of today, many full-

length Hox sequences are available ; extending HoxPred with regions larger to the homeodomain

would probably improve the classification of Central genes.
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Figure 1.6: Models for the evolution of Central Hox genes in bilaterians. from [Thomas-Chollier et al., 2010]. The
predicted PGs for each phylogenetic group are indicated with colors in the tables. Inside these tables, the names of the
genes are indicated when HoxPred predictions differ from their current annotation. The possible emergence of individual
PGs are indicated on the schematic tree with vertical bars (only the PG content is considered, not the actual number
of genes belonging to each PG, i.e. lineage-specific duplication and losses of individual genes are not indicated). Four
Central PGs were present in Urbilateria (PG4, PG5, PG6 and PG7). PG6 and PG7 would have been independently lost
within deuterostomes. PG8 emerged in vertebrates.

1.3.3 The Cnidarian Hox genes controversy

The exact Hox content of the sea anemone Nematostella vectensis gave rise to a controversy,

mostly because the classification of these cnidarian genes relative to bilaterian Hox homologous

groups was highly dependent on the phylogenetic reconstruction method (reviewed in [Moreno

and Martinez, 2010]). Although some studies have challenged the notion that cnidarians have true

Hox genes [Quiquand et al., 2009], experts globally agree on the presence of seven Hox genes

dispersed in the N. vectensis genome, including members of the anterior group. Two non-anterior

genes are particularly difficult to classify, namely anthox1 and anthox1a, initially classified as Cen-

tral/Posterior [Ferrier and Holland, 2001; Ryan et al., 2006], and then as Posterior [Ryan et al.,

2007; Quiquand et al., 2009], cnidarian-specific [Chourrout et al., 2006] , cnidarian-specific poste-

rior subgroups [Chiori et al., 2009] and even non-Hox [Kamm et al., 2006]. HoxPred classification

as Central [Thomas-Chollier et al., 2010] is thus in agreement with the non-anterior classification.

Two independent approaches support the presence of bona fide Hox genes in this organism.

First, synteny analyses between N. vectensis and bilaterian genomes uncovered Hox and ParaHox

loci [Hui et al., 2008]. Second, functional analyses on two Hox proteins in N. vectensis have re-

vealed that they form complexes with Pbx, a major Hox cofactor in bilaterians [Hudry et al., 2014].

In addition, the complex formed by Pbx with the non-anterior anthox1a protein binds on the same

DNA sequences that are bound by Central Hox proteins of bilaterians [Hudry et al., 2014], which

provide functional evidence supporting the HoxPred classification in Central class for this gene.

Studies in other cnidarian species fail to provide a clear-cut view for the non-anterior Hox-like

genes. Three cnidarian-specific classes (CnoxA, CnoxB and CnoxC) have been defined [Chiori

et al., 2009; Reddy et al., 2015], which could derive from a Central or Posterior ancestral Hox gene
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present in the cnidarian-bilaterian common ancestor. Altogether, a consensus view is emerging:

the various cnidarians studies show unexpected diverse repertoires of Hox-like genes, some of

which have arisen from lineage-specific, and perhaps cnidarian-specific, duplication events. It may

be thus necessary to add these cnidarian-specific classes to HoxPred. Functional analyses, as

performed in N. vectensis, may be the key to correctly classify these genes not only based on

sequence similarities, but also based on their function and interaction modes with co-factors.

1.3.4 Evolutionary relationships between Hox and ParaHox

The ParaHox cluster of genes has long been supposed to be the sister cluster of the Hox clus-

ter, with the Gsx, Xlox and Cdx genes corresponding to the Anterior, PG3 and Posterior groups,

respectively [Brooke et al., 1998]. Using HoxPred, we revisited how the ParaHox genes can be re-

lated to the Hox genes [Thomas-Chollier et al., 2010]. Our results grouping Gsx and Xlox to PG3

do not support the traditional grouping of Gsx with PG1, but are consistent with a phylogenetic

analysis that regroups Gsx and Xlox into a PG2/PG3 group [Quiquand et al., 2009]. Cdx genes

were consistently predicted in the Central group, rather than in the Posterior group. Interestingly,

CLANS has been very recently used to revisit this question as well [Hueber and Frickey, 2016].

In global agreement with our results, this study confirmed the relationships between Cdx and the

Central group, Xlox and PG3, and Gsx and PG2/PG3.

1.3.5 The scarce but increasing knowledge on basal metazoans

The metazoan basal groups (close to the root of the animal phylogenetic tree) are the phyla Porifera

(sponges), Ctenophora (comb jellies) and Placozoa (trichoplax) (Fig. 1.5). Their phylogenetic re-

lationships have been, and are still, under debate due to methodological considerations, from

the selection of taxa and characters, to the use of different phylogenetic algorithms [Whelan et al.,

2015]. Figure 1.7 schematizes the major alternative positions that have been given to these groups

over time.

Uncovering the homeobox gene repertoire of early-branching metazoans has been a matter

of many converging research efforts initiated in the early 90’s. It was already clear at that time

that deciphering the origin and evolution of this gene family could bring insights into the evolu-

tion of developmental processes, and consequently the emergence and diversity of morphological

novelties.

In ctenophores, the complete genomes of Mnemiopsis leidyi [Ryan et al., 2010], Pleurobrachia

bachei and ten ctenophore transcriptomes [Moroz et al., 2014] corroborate the previously-reported

absence of Hox and ParaHox genes in this phylum. Of note, this last study mentions a Cdx gene in

M. leidyi, but our reanalysis of the datasets rather clusters this gene with the ANTP HoxL subclass.
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Figure 1.7: Phylogenetic relationships
among the early branching metazoan
phyla. from [Thomas-Chollier and Martinez,
2016]. The alternate topologies are based
on the studies of (a) Porifera sister to the
remaining metazoans e.g. [Philippe et al.,
2009], (b) Ctenophora as sister to the re-
maining metazoans e.g. [Moroz et al., 2014],
(c) Ctenophora + Porifera as sister groups
[Ryan et al., 2013], and (d) Xenacoelomor-
pha (dotted green branches) as sister to the
remaining bilaterians (diamond; [Hejnol et al.,
2009]) or as members of Deuterostomia (cir-
cle; [Philippe et al., 2011]). The presence
of Hox and ParaHox genes is indicated by
purple and orange stars, respectively. The
deduced parsimonious emergence of these
gene families in the frame of each tree topol-
ogy is indicated with circles.

In the enigmatic phylum Placozoa, Trichoplax adhaerens includes one ParaHox-related gene,

Trox-2, classified as a ParaHox Gsx (including with HoxPred [Thomas-Chollier et al., 2010]). Tri-

choplax adhaerens might be a secondarily simplified organism that would have lost Hox/ParaHox

genes; this Gsx gene would thus be the remnant of a wider set of Hox/ParaHox genes present in

the ancestors [Monteiro et al., 2006]. This scenario is substantiated by the proposed basal position

of Ctenophores or Porifera (rather than this phylum) in the species tree (Fig.1.7), and the recent

unravelling of both Hox and ParaHox ’ghost loci’ in T. adhaerens, using genomic synteny and

Monte Carlo-based simulations [Mendivil Ramos et al., 2012]. These ’ghost loci’ are defined inde-

pendently of phylogenetic reconstructions, and provide evidence that the genomic region in which

Hox and ParaHox genes are located in other animals is also present in this placozan genome.

Regarding Porifera, analyses of the complete genome sequence of the demosponge Amphime-

don queenslandica concluded on the absence of Hox/ParaHox genes in this phylum [Larroux et al.,

2007]. As Hox and ParaHox ”ghost loci” were also predicted in A. queenslandica [Mendivil Ramos

et al., 2012], the long-thought apparent absence of Hox/ParaHox genes in sponges might simply

result from a small sampling effect. Indeed, a Cdx-like gene has recently been uncovered in two

calcareous sponges, and ’ghost loci’ for the Hox genes have been predicted, supporting the view

that the absence of Hox/ParaHox genes is the result of a lineage-specific loss in some sponges

like A. queenslandica [Fortunato et al., 2014]. This crucial finding revolutionised our view on the



CHAPTER 1. CLASSIFICATION AND EVOLUTION OF HOX PROTEINS 17

emergence of the Hox/ParaHox genes, suggesting that these genes arose directly within the first

metazoans (in the hypothesis of a very basal position of Porifera as in Figure 1.7A,C) or within the

early branches (in the hypothesis of a less basal position of Porifera as in Figure 1.7B). Of note,

this Cdx-like gene is very divergent, and classified as ’control’ by HoxPred. Altogether, the emerg-

ing view points to sponges having a more complex gene repertoire than previously thought, with

distinct patterns of gene family losses. In summary, the Hox/ParaHox genes predate the sponges

and have not been found (yet ?) in ctenophores.

1.3.6 Towards a definite position of Xenacoelomorpha as deuterostomes ?

Xenacoelomorpha is a clade of worm-like marine animals (Fig.1.5), whose position within the bila-

terian phylogenetic tree still remains enigmatic and debated, currently placed within the Deuteros-

tomia or at the base of Bilateria (Fig.1.7D) (reviewed in [Nakano, 2015; Haszprunar, 2015]). This

group comprises xenoturbellids, acoels and nemertodermatids.

Based on PCR surveys, acoels and nemertodermatids have a small number of Hox genes:

one anterior, one central and one posterior (possibly duplicated in certain species by lineage-

specific events) [Cook et al., 2004; Jimenez-Guri et al., 2006; Moreno et al., 2009] (Fig.1.8). In

addition, a PG3 member is hypothetically present in acoels [Baguñà and Riutort, 2004], but no

recent publication has confirmed this. This small Hox gene content notably resembles the one

of Xenoturbella bocki [Fritzsch et al., 2008], although Fritzsch et al. concluded that there was no

particular sequence similarity between Hox genes of these two groups.

At the end of my PhD, I re-analysed these sequences (Thomas-Chollier, 2008, PhD thesis),

incorporating a larger sampling of bilaterian Hox genes. This revealed that some reported Hox

genes were contaminations from mollusc DNA. More interestingly, and in support of the grouping

of the Xenacoelomorpha species, this new analysis revealed that Xenoturbella and acoelomorph

Hox sequences are more similar among themselves, than to any other phylogenetic group.

Unravelling the entire Hox content of a Xenacoelomorpha species is necessary to verify and

complete these findings. To this end, I am involved in a consortium that has now produced genomes

and some transcriptomes for five Acoelomorpha species and Xenoturbella bocki. This consor-

tium includes among others Max Telford, Albert Poutska, Hervé Philippe and Pedro Martinez, with

whom I recently wrote a review [Thomas-Chollier and Martinez, 2016]. My contribution is to an-

alyze the Hox/ParaHox genes (and extend to the homeobox superfamily). This unpublished and

ongoing work confirms various contaminations in the previous studies (Fig.1.8). In the context of a

basal position in bilaterians (Fig.1.9A), my results suggest that PG2 (and possibly PG3) emerged

after the divergence between Xenacoelomorpha and other bilaterians. Alternatively, in the context

of a position closer to Deuterostomes (Fig.1.9B), these results suggest that PG2 and PG3 would
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Figure 1.8: Hox and ParaHox genes in Xenacoelomorpha. unpublished. The predicted PGs for each species are in-
dicated with colors in the tables. Inside these tables, the names of the genes from former studies are indicated. Rows
starting with just the name of the species correspond to the genes I found from the complete genomes. The Urbilateria
repertoire is from [Thomas-Chollier et al., 2010], following the hypothesis of xenaceolomorphs being secondarily-simplified
deuterostomes.

have been lost at the base of this group. In both cases, Xlox would have been lost at the base of

this group. The HoxPred classification of some Posterior genes in PG10 would support a position

within Deuterostome, according to the model from Figure1.4. In addition, it has been shown that

the acoel Symsagittifera roscoffensis Hox4/5 sequence has a suite of 6 residues downstream the

homeodomain that is only found in Deuterostomes [Deutsch, 2008].

In Xenacoelomorpha, the small number of Hox genes is alternatively interpreted as a de-

rived state [Deutsch, 2008] or as evidence for a basal position in bilaterians [Haszprunar, 2015]

(Fig.1.7D). As mentioned above, the phylogenetic position of Acoelomorpha is an ongoing debate,

in which the interpretation of this reduced Hox number is a key argument. The Hox and ParaHox

repertoire is more complex in Xenoturbella bocki than in the studied acoels. It contains PG4 and

PG7 genes (consistent with the above-mentioned hypothesis of PG7 being ancestral in bilaterians)

and a Gsx gene (Fig.1.8). These findings thus invalidate the hypothesis that the small number of

Hox genes in acoels represents the ancestral bilaterian repertoire, as at least PG4, PG7, Gsx and

Xlox would have been lost in these organisms (Fig.1.9). The team supporting the basal bilaterian

position has very recently published a phylogenomic study with 15 xenacoelomorphs transcrip-

tomes [Cannon et al., 2016]. Interestingly, the argument about Hox genes is not mentioned at all

in this study. Finally, the Hox genes are not organized into a cluster in the acoel S. roscoffensis
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[Moreno et al., 2009]. A reduced number of Hox genes associated with a disintegrated cluster

organisation would thus support acoels (and possibly all xenacoelomorphs) being secondarily-

simplified organisms, regardless of their definite position within bilaterians.
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1.4 Conclusion : the rise and fall of Hox genes

This concluding remark is inspired by D. Duboule, who wrote ”The rise and fall of Hox gene clus-

ters” [Duboule, 2007], when it became clear that well-ordered clusters were not the rule for Hox

genes. In my view, the transition to the Big Data era has brought to an end the systematic quest

of Hox genes across metazoans. We have shifted from a time when the only sequences available

for many animals were the small PCR fragments of Hox genes, to a wealth of complete genomes

and transcriptomes, for which detailed analyses of Hox contents have not been reported, even

for basal metazoans (e.g. [Nichols et al., 2012; Riesgo et al., 2015]). This actually provides sub-

stantial public material for future computational studies on the evolution of Hox genes, especially

in groups where small taxon sampling has shown limits to conclusions made for the whole group

(e.g. sponges not having Hox/ParaHox genes). To automatically detect and classify Hox genes

from full genome sequences, HoxPred remains a state-of-the-art approach, still used by several

research groups.

Why have the Hox genes lost their primacy ? First, sponges and trichoplax have ParaHox -but

no Hox- genes, which lead to the hypothesis that the ParaHox genes have more evolutionary con-

straints than Hox genes [Quiquand et al., 2009]. Second, the plasticity of Hox repertoires, prone
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to gene duplications or massive gene losses as in sponges, has somewhat limited the inferences

between the Hox content and the complexity of an animal. Whole genome analyses moreover pro-

vided evidence for a large diversity and a more complex gene repertoire than previously thought

in the early-branching metazoans [Ferrier, 2015], thus shifting the focus to other genes (e.g. the

Hox cofactors Pbx and Meis [Merabet and Galliot, 2015]) or other important biological functions in

evo-devo studies (e.g. the neural system). Yet, the Big Data era has enabled tremendous discover-

ies related to Hox genes (e.g. the temporal dynamics of Hox clusters in vertebrates [Noordermeer

et al., 2014]). Very little is still known concerning the roles of Hox/ParaHox genes in early divergent

taxa, but what we have learned over the last few years suggests that this area of research has a

very promising (though challenging) future ahead.
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Chapter 2
Computational prediction of cis-regulatory elements

This chapter will be devoted to the ’traditional’ approaches to predict cis-regulatory elements within

genomes, before the advent of the ChIP-seq technique and other high-throughput epigenetic meth-

ods that will be covered in the next chapter. Interestingly, these ’traditional’ approaches are still

heavily used these days, to analyse in more detail the epigenomic datasets, or to predict cis-

regulatory elements in genomes for which no epigenomic datasets are available. This is the case

for many non-model organisms that have been sequenced, but that do not have established pro-

tocols for epigenomics. I will first briefly introduce the cis-regulatory elements and the notion of

motifs. I will then present RSAT and my contributions to this suite of tools dedicated to the analysis

of cis-regulatory elements. Next, I will present a complementary tool named TRAP. Finally, I will

conclude on my current and future projects in this area.
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2.1 Cis-regulatory elements and DNA binding motifs

2.1.1 Transcriptional regulation and cis-regulatory elements

Transcriptional regulation underlies the fine-tuned expression of genes in their biological context:

specific cell type, developmental stage, in response to a particular stimulus... Transcriptional regu-

lation is mediated by specific proteins named transcription factors (TFs), which bind to very short

regions of DNA named cis-regulatory elements or transcription factor binding sites (TFBSs). Un-

covering these regulatory elements hidden in the genomes is thus critical to understand the regu-

lation of gene expression.

Several TFs can jointly bind to DNA on closely-located TFBSs (forming a cis-regulatory module

(CRM)) to cooperatively fine-tune the expression of the target gene, or they can compete with each

other for the same TFBS. TFBSs are very short (6-20 bp) and degenerate, i.e. a given TF is able

to bind to slightly different sites with slightly different binding affinities. In metazoans, these TFBSs

can be located upstream or downstream of the target gene, either in proximal or distal locations, or

within an intron (and even in coding exons!). Altogether, these characteristics make TFBSs difficult

to predict based on genomic sequences alone.

2.1.2 Building and describing a DNA binding motif

Specific bioinformatics approaches have been developed to identify TFBSs in DNA sequences for

many years (reviewed in [Wasserman and Sandelin, 2004; GuhaThakurta, 2006; Aerts, 2012]).

Many of these approaches are intrinsically based on the notion of DNA binding motifs, which

account for TFBSs being degenerate (see [D’haeseleer, 2006] for an introduction to DNA sequence

motifs). These motifs encode the binding specificity of TFs, and can be represented synthetically in

various ways, termed motif descriptors (reviewed in [Bucher et al., 1996]). These motif descriptors

include string-based, matrix-based and sequence logo representations (Fig. 2.1).

To build a motif, the first step is generally to align a set of sequences (e.g. experimentally

validated TFBSs) (Fig. 2.1A) and choose a motif descriptor. Consensus sequences (Fig. 2.1B,C)

are very synthetic motif descriptors but have inherent weaknesses. On the one hand, the strict

consensus loses the information relative to the non-predominant letters at a given position (Fig.

2.1B). On the other hand, the degenerate consensus loses the information about the most frequent

nucleotide (Fig. 2.1C). Position-specific scoring matrix (PSSM) is more expressive than the con-

sensus sequence, as it keeps the information from all nucleotides (Fig. 2.1D). The matrix should

be read as follows: each column represents one position of the motif and each row represents one

nucleotide. The PSSM represented in figure 2.1D is a count matrix, because each cell contains

the number of times each nucleotide is found at each position of the motif. From this count matrix,
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it is possible to derive a frequency matrix (PFM) or various types of weight matrices (PWM). The

sequence logo (Fig. 2.1E) is commonly used for a graphical representation of a motif.

PSSMs are widely-supported by analysis tools, and still represent the current standard despite

being an approximation of the TF binding specificity [Stormo, 2013]. Yet, more complex motif de-

scriptors have been employed for DNA binding motifs (listed in [Slattery et al., 2014]), for example

to take into account dependencies between positions of the motifs (in PSSMs, all columns are

independent). In this transition to the Big Data era, the datasets have become sufficiently large to

train such complex descriptors. They comprise extension of PSSM to di-nucleotides [Zhao et al.,

2012] and hidden markov models (HMMs) that can take into account variable motif lengths [Math-

elier and Wasserman, 2013]. Despite the initial enthusiasm for these more complex descriptors1,

the improvement of performance seems rather marginal, except for particular TF families such

as Zinc fingers [Zhao et al., 2012; Weirauch et al., 2013]. With the exponential growth of motif

databases these last few years [Mathelier et al., 2016], I would tend to say that PSSMs are here

to stay.
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C  | 4 0 35 37 41 9 1 4
G  | 4 2 3 0 0 11 7 0
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Figure 2.1: Representations of the binding specificity of a Transcription Factor. from [Turatsinze et al., 2008] A.
Subset of the collection of 44 sites for the TF Krúppel of Drosophila melanogaster, taken from ORegAnno database and
aligned using the program MEME. B,C,D and E are based on the whole collection of Krúppel sites. B. strict consensus of
the selected sites. C. degenerate consensus using the IUPAC code for ambiguous nucleotides. D. position-specific scoring
matrix (PSSM) obtained using RSAT convert-matrix. Each column of the matrix represents one position of the motif and
the numbers indicate the nucleotide absolute frequencies at this position of the aligned sites. E. sequence Logo obtained
using WebLogo (http://weblogo.berkeley.edu/logo.cgi). Each column represents one position of the motif, and the letters
indicate which nucleotides are found at a given position. The total height of each column reflects its information content.
The height of each letter is proportional to the frequency of the corresponding nucleotide at the given position.

1W. Wasserman opened his talk at an INSERM workshop in Bordeaux in 2011 by the strong statement ’PSSMs are
dead!’
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2.2 RSAT: Regulatory Sequence Analysis Tools

2.2.1 A well-established suite of tools for regulatory sequence analysis

The Regulatory Sequence Analysis Tools (RSAT)2 is a software suite integrating a wide variety

of programs to analyse cis-regulatory elements in genomic sequences. Its main alternative is the

MEME suite [Bailey et al., 2009]. The RSAT suite has been established by Jacques van Helden

(currently professor at Aix-Marseille Université, France). Since its initial development in 1998 [van

Helden et al., 1998, 2000a], RSAT has provided uninterrupted service and has broadened its

applications, following advances in the field of regulatory genomics.

In the earlier days, support was restricted to the yeast genome, and the server was centred on

the string-based pattern-discovery algorithms oligo-analysis and dyad-analysis [van Helden et al.,

2000b]. Soon, the server expanded to the building blocks of the actual suite: modular tools that

can be chained to enable a complete analysis (sequence retrieval, core analysis, visualisation of

the results, random controls), accessible through a Web server allowing usage by non-specialists,
2http://rsat.eu
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and supporting a large number of genomes, instead of focusing on a handful of model organisms

[van Helden, 2003]. Some tools (like Patser) were developed by other labs, but integrated within

RSAT to offer access through a graphical interface.

Over the years, several developers have contributed to RSAT when joining J. van Helden’s

lab. My involvement started in 2007, with the inclusion of new tools to support PSSMs and an

in-depth remodelling of the Web server [Thomas-Chollier et al., 2008; Medina-Rivera et al., 2011].

This remodelling was necessary to accommodate the addition of new tools to the interface, and

increase user-friendliness. My personal interest in metazoan genomes prompted the development

of tools to include genomes from EnsEMBL [Thomas-Chollier et al., 2008; Sand et al., 2009]. Over

the years, many more genomes have been added (amounting to 1794 in 2011 [Thomas-Chollier

et al., 2011a], 3314 in 2015 [Medina-Rivera et al., 2015]). Five public Web sites dedicated to

specific taxonomic groups are now in place [Medina-Rivera et al., 2015]. Last, several new tools

have been developed, in particular to enable the analyses of high-throughput datasets [Thomas-

Chollier et al., 2011a, 2012b] and regulatory variations [Medina-Rivera et al., 2015] (Fig. 2.2).

Nowadays, RSAT is a widely-used and established bioinformatics suite ( >2500 citations,

15000 requests/month on the Web server, invitation for the NAR Web server issue of 2015). In

addition to non-specialist users, bioinformatician users have motivated the development of pro-

grammatic access [Sand et al., 2008] and virtual machines to facilitate the local installation of the

suite [Medina-Rivera et al., 2015]. Training of users is also important for the RSAT team, and I

have personally been committed to education through courses, workshops and published proto-

cols [Turatsinze et al., 2008; Sand et al., 2008; Thomas-Chollier et al., 2012a]. Over the years, my

role in the RSAT team has broadened and I am now co-maintaining the suite with J. van Helden,

and supervising students contributing to RSAT.

I will detail below one of the RSAT developments in which I was primarily involved, related to

the ’traditional’ approaches to detect cis-regulatory elements with PSSMs.

2.2.2 matrix-scan: a comprehensive PSSM pattern-matching program

Pattern-matching is a commonly-used approach to scan genomic sequences for locating putative

cis-regulatory elements resembling a given motif. When the motif is described as a PSSM, the

underlying concept is to find DNA segments that are more similar to the PSSM than to the expected

background genomic DNA. The PSSM is used to score each segment of the sequence to analyse,

and only segments with a score higher than a predefined threshold are considered as a ’hit’,

i.e. a putative binding site. To scan sequences with PSSMs, a variety of ’hit-based’ programs

have been developed (see references in [Turatsinze et al., 2008; Aerts, 2012]). Globally, these

programs differ on the following points: supported background models, calculation of P-values,
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efficiency. In addition, a distinct group of programs is dedicated to the detection of cis-regulatory

modules (CRMs), i.e. clusters of TFBSs predictions (reviewed in [Van Loo and Marynen, 2009;

Aerts, 2012]). The underlying hypothesis is that combinations of TFBS predictions are more likely

to correspond to binding sites than isolated predictions.

Initially, the pattern-matching tool Patser [Hertz and Stormo, 1999] was accessible through

RSAT Web interface. This program was very useful, but limited in terms of background models.

With Jean-Valery Turatsinze, we implemented in RSAT the program matrix-scan [Turatsinze et al.,

2008; Thomas-Chollier et al., 2008]. The key characteristic of this program is the calculation of

P-values for background models defined as higher-order Markov chains. These P-values are im-

portant to estimate the expected number of false positive predictions. These P-values can also be

used as a threshold, rather than the usually-used weight score. This is important since the ranges

of weight scores are specific to each PSSM, thus a given weight (e.g. 5) could be a stringent

threshold for a given PSSM, but a loose one for another PSSM. The matrix-scan program com-

bines various features from other programs, and is easily accessible on the Web interface. Due to

the increasing size of the datasets to scan, Matthieu Defrance has developed a much faster ver-

sion of matrix-scan [Thomas-Chollier et al., 2011a], which can be used as a standalone program.

matrix-scan is very popular, and has been independently evaluated [Dabrowski et al., 2015].

matrix-scan now represents one of the core programs of RSAT, and is heavily used by other

RSAT programs. It has enabled the development of matrix-quality [Medina-Rivera et al., 2011], a

tool that compares the distributions of PSSMs weight scores, and that can be used to evaluate the

quality of PSSMs on real datasets. Interestingly, this tool can also be used to observe the enrich-

ment of a motif in datasets. For example, I used it to reveal the specific enrichment of Hox/Pbx

motif in endodermal promoters (and not in ectodermal promoters) of the sea anemone N. vecten-

sis genome [Hudry et al., 2014]. The main advantage of this approach, compared to other motif

enrichment programs, is that we compare the complete score distributions, without the need to

apply a threshold on the weight score.

To predict putative CRMs, we have implemented the search for Cis-Regulatory Enriched Re-

gions (CRERs) [Turatsinze et al., 2008], which correspond to regions that have a higher number

of TFBS predictions than expected by chance. These CRERs may contain TFBS predictions for

various transcription factors, as matrix-scan supports the scanning with multiple matrices as in-

put. Initially embedded within matrix-scan, the detection of CRERs has been re-designed as an

independent program (crer-scan) to increase its computing efficiency [Medina-Rivera et al., 2015].

Although the introduction of P-values and CRERs aims at reducing the number of false predic-

tions, this remains a well-known issue in pattern matching approaches. Such overabundant false

predictions led to the ’futility theorem’, stating that most predictions will not have a functional role
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[Wasserman and Sandelin, 2004]. Interestingly, these last months have somehow challenged this

assertion, revealing the biological importance of low-affinity binding sites that deviates from the

consensus motif. It has been shown that the binding specificity of a Hox protein (and its cofactors)

is mediated by a cluster of low-affinity binding sites, which is evolutionary conserved [Crocker et al.,

2015]. Another study supports the view that the specificity of an enhancer relies on a combination

of imperfect matches to the consensus binding sites, in a sub-optimised order [Farley et al., 2015].

In our own work (see next chapter), we have found that the glucocorticoid receptor is recognising

binding sites that largely deviate from the consensus sequence in vivo. Altogether, the emerging

view that low-affinity binding sites are widespread and critical for gene regulation is opening new

exciting perspectives in the field (reviewed in [Merabet and Lohmann, 2015; Crocker et al., 2016]).

This has prompted the question whether ”we need to reconsider the stringent criteria generally

used in computational analyses and predictions of genome-wide binding data for identifying cis-

regulatory sequences” [Merabet and Lohmann, 2015]. Indeed, this new paradigm will undoubtedly

influence the bioinformatics methods to detect cis-regulatory elements.

2.3 TRAP: TRanscription factor Affinity Prediction

2.3.1 Energy-based models of TF-DNA binding affinity

Binding affinity denotes the strength of the TF-DNA interaction [Furey, 2012], which leads to the

notion of high- and low-affinity binding sites. The specificity of a given TF denotes its capacity to

distinguish between different sequences (this takes into account the differences in binding affinity

for all possible binding sites [Stormo and Zhao, 2010]). In section 2.1.2, I introduced the PSSMs

in which the elements of the matrix are nucleotide counts (or frequencies). These PSSMs aim

to model the binding specificity of TFs in a simple probabilistic framework. A distinct biophysical

energy-based framework has also been proposed, in which TF-DNA interactions are considered

in terms of binding energies (reviewed in [Stormo, 2013], see also [Slattery et al., 2014]). In this

framework, the elements of the PSSMs are energy contributions of each base, taken independently

at each position, and when summed, determine the total binding free energy of any sequence.

During my postdoc in Martin Vingron’s lab (MPIMG, Berlin, Germany), I used the program

TRAP [Roider et al., 2007; Manke et al., 2008] previously developed in this group, which supports

such energy matrices to calculate the total affinity of a TF for a sequence. I will present below this

program with its advantages and limits, then my contributions to expand its usage by the com-

munity, and finally, I will briefly present recently-developed approaches within the energy-based

framework.



32 2.3. TRAP: TRANSCRIPTION FACTOR AFFINITY PREDICTION

2.3.2 TRAP: predictions of transcription factor affinities with an energy
model

The TRanscription factor Affinity Prediction (TRAP) method calculates the affinity of transcription

factors for DNA sequences, on the basis of a biophysical model of the binding energies between a

TF and DNA [Roider et al., 2007; Manke et al., 2008]. In contrast with the ’hit-based’ methods like

RSAT matrix-scan, a sequence segment is viewed as a continuous fragment for which the total

affinity for a given TF can be calculated, rather than as a binding site or not a binding site. This cir-

cumvents the main limitation of hit-based methods: selecting an optimal threshold to separate the

predicted TFBSs from the background. TRAP does not require a threshold value, as the program

sums the affinity of each segment for a given TF over the total length of a sequence (Fig. 2.3).

The main advantage of TRAP is that all positions in the sequence contribute to the overall affin-

ity, including low-affinity sites. As mentioned above, detecting low-affinity binding sites is difficult

with hit-based methods, as it requires lowering the threshold, and consequently results in further

increasing the number of false predictions. Moreover, TRAP takes advantage of the PSSMs of

hit-based approach (such as the collections provided by the JASPAR database [Mathelier et al.,
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2016]) by first converting them into position-specific energy matrices. TRAP does not return the po-

sition of the putative binding sites, but hit-based methods can be used to further refine the results

by identifying the precise position of a putative TFBS. This is why TRAP and hit-based approaches

are complementary rather than competitive approaches.

The main limitation of TRAP is related to the P-value calculation [Manke et al., 2008], which

is necessary to normalise the affinity values across multiple matrices, and ask questions such as

which TFs have the highest relative binding affinity for a given sequence. To calculate the P-value,

the distribution of affinities in background sequences must be pre-calculated, which is achieved

by parametrizing each matrix individually. The limitation relies in this step of parametrisation, as

it does not work for all matrices [Manke et al., 2008], it needs to be defined for each size of

sequences to be treated, and it is computationally demanding (for parametrising a motif database

such as JASPAR, a computer cluster is necessary). This means that only a few pre-calculated

backgrounds are available for the users, and that users will not easily train matrices for personal

background sequences.

My involvement in TRAP was principally to deliver the method as a usable tool for the commu-

nity. The experience I gained with RSAT allowed me to refactor the program into modular sub-tools,

to offer a Web-based access designed for non-specialist users3, and to provide a protocol guiding

users for best usage of the program [Thomas-Chollier et al., 2011b]. A R version of TRAP has

been concomitantly developed by M. Heinig4.

2.3.3 A bright future for energy models ?

In recent years, approaches based on energy models have been highlighted, and new method-

ologies have been proposed to build the energy matrices directly from high-throughput datasets

[Stormo, 2013; Slattery et al., 2014]. In particular, they have been shown to perform well on an

independent evaluation of various methodologies [Weirauch et al., 2013]. In connection with the

view that low-affinity binding sites are biologically important for gene regulation, the energy mod-

els are better suited than hit-based methods [Crocker et al., 2016]. Advances in machine learning

approaches may nevertheless shadow energy models in the near future, as more complex models

obtained with deep learning on TF-DNA binding experiment datasets has systematically outper-

formed all previous methods [Alipanahi et al., 2015; Park and Kellis, 2015].
3http://trap.molgen.mpg.de
4https://github.com/matthuska/tRap

http://trap.molgen.mpg.de
https://github.com/matthuska/tRap
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2.4 Current projects and perspective

In this transition to the Big Data era, I am convinced of the crucial importance of providing user-

friendly tools to experimentalists, who have the biological expertise to analyse their data, but often

lack adequate bioinformatics skills. I will thus pursue my long-standing collaboration with J. van

Helden, ensuring the maintenance and new developments of RSAT. We will continue our efforts

regarding accessibility of the tools (particularly to biologists having non-published genomes to

analyse) and training of users. In this respect, we are both partners in the recently-accepted Euro-

pean COST action ’Gene Regulation Ensemble Effort for the Knowledge Commons’5.

2.4.1 matrix-clustering: reducing motif redundancy using a dynamic visu-
alisation of clusters

We are currently finalising matrix-clustering, a program to cluster PSSMs based on their similarity,

with a dynamic visualisation allowing to browse the motif trees and collapse/expand each branch

to reduce the redundancy in a semi-automated way. For this work, I have co-supervised Jaime

Mondragon, PhD student in J. van Helden’s lab.

I have contributed to the original idea, the design of a report displaying interpretable results, and

to the applications of this program to tackle the important problem of motif redundancy, occurring

within and across motif collections (JASPAR, TRANSFAC). One goal is to pave the way towards

a non-redundant public motif collection, which will reduce computing time when performing motif

analyses and will constitute a valuable resource for the community. Another goal is to facilitate the

integration of results obtained with multiple motif discovery programs, as illustrated in figure 2.4.

This example reveals the strength of this program in correctly aligning the motifs, and revealing

groups that are very difficult to detect by eye. Of note, this example is based on the same data

we analysed previously [Thomas-Chollier et al., 2012b], yet, we were unable before to pinpoint

by eye the Oct/Ocr motif among all motif variants. Interestingly, this and the MORE motifs are

only reported by RSAT peak-motifs (see next chapter for a description of this tool) and not by the

concurrent programs MEME-ChIP and HOMER.

This program is unique and constitutes a methodological breakthrough that can concretely

tackle the current avalanche of PSSMs (redundant) collections, for example by clustering the meta-

database footprintDB [Sebastian and Contreras-Moreira, 2014] or resolving automatically the in-

ternal redundancy of the 1000 motifs in JASPAR, currently achieved by hand [Mathelier et al.,

2016].
5http://www.cost.eu/COST_Actions/ca/CA15205

http://www.cost.eu/COST_Actions/ca/CA15205
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Figure 2.4: Example of PSSM clustering with matrix-clustering. from manuscript in preparation. A. The hierarchical
tree represents one cluster containing 37 motifs, discovered with three distinct programs (RSAT peak-motifs, MEME-ChIP
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observed (each variant is selected with a different colour), some of which found with multiple programs, and reduced in a
semi-automated way to B. 6 main motifs, annotated from the literature.
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2.4.2 Supporting sequence conservation in RSAT

Until now, RSAT does not natively support cross-species sequence conservation information. How-

ever, it is common for users to have a few dozen candidate genes to analyse, by extracting their up-

stream regions, focusing on cross-species conserved regions (with the hypothesis that conserved

regions are more likely to contain biologically functional elements) and scanning them with a col-

lection of PSSMs to predict binding sites and regulatory modules. This generic approach is not

yet easily accessible within RSAT to experimental biologists, especially those working with non-

model organisms. In the context of the ANR Echinodal project (2014-2018, coordinator: Thierry

Lepage), I will supervise the implementation of such a workflow in RSAT, which will be tested on

the conserved sequences between the sea urchin genomes of Paracentrotus lividus and Strongy-

locentrotus purpuratus.

This project will benefit from a new collaboration with the team of H. Roest Crollius (IBENS,

Paris) to extract the conserved non-coding regions from the Genomicus database [Louis et al.,

2015]. Together, we have just obtained a grant from the ’Institut Français de Bioinformatique’ (RSA-

Ticus, 2016-2018) to better connect Genomicus and RSAT. This will allow users to easily analyse

large-scale functional genomics datasets, and prioritise candidates for experimental validation,

also for non-model organisms.
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Chapter 3
The Big Data era of cis-regulatory element detection

The advent of the ChIP-seq experiment has been a turning point in the regulatory genomics field.

In this chapter, I will briefly describe this technique, and present peak-motifs, the motif discov-

ery tool dedicated to ChIP-seq in RSAT. I will then present the biological insights we obtained

on the glucocorticoid receptor (GR) using ChIP-seq. ChIP-seq resolution has been enhanced by

the ChIP-exo technique. I will present ExoProfiler, the program we developed to analyse ChIP-

exo datasets, and summarise the additional information we obtained on the binding of GR using

ChIP-exo. Next, I will highlight the collective know-how gained over the years in producing high-

quality ChIP-seq datasets, and introduce recent techniques that may become the future standard

approaches. Finally, I will conclude on my current and future projects.
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3.1 The ChIP-seq revolution

3.1.1 ChIP-seq: a high-throughput approach to detect DNA binding regions

The Chromatin Immuno-Precipitation (ChIP) has been widely used for years to study in vivo

protein-DNA interactions, for example to detect DNA bound to a given TF or to histones bearing

particular chemical modifications on their tails. The technique itself is not recent, but the methods

to analyse the bound DNA have been refined over the years, first limiting the analyses to individ-

ual loci, now widened to genome-scale thanks to crucial advances in sequencing technology (Fig.

3.1). The so-called ’ChIP-seq’ approach, developed in 2007, has been rapidly adopted to become

the current standard, as it combined many advantages towards other approaches [Mardis, 2007],

although presenting some limitations (reviewed in [Park, 2009; Liu et al., 2010]). A major driving

force in the wide adoption and improvement of ChIP-seq has been its use in the ENCODE project1.

As of today, more than 2700 ChIP-seq experiments have been produced solely by ENCODE. This

large experience allowed ENCODE to release guidelines for the community [Landt et al., 2012].

To increase the production of datasets, ChIP-seq assays can be automatised with robots [Aldridge

et al., 2013].
Chromatin immunoprecipitation 

931 

 
 
Figure 1. The chromatin immunoprecipitation (ChIP) assay.  

Figure 3.1: Overview of a ChIP experi-
ment ending with various DNA detection
techniques. from [Collas and Dahl, 2008].
A cross-linking reagent (formaldehyde is rou-
tinely used) is applied on the cells to cova-
lently link proteins and DNA. DNA is then
fragmented, and only fragments of the de-
sired length are selected. A specific antibody
is then used to retrieve the protein of interest,
still bound to DNA. DNA and proteins are then
dissociated, so that DNA can be assayed to
identify the regions bound to the protein. Sev-
eral assays are used: PCR-based for small-
scale analyses, microarray (ChIP-on-chip) for
larger analyses, and later sequencing (ChIP-
seq) for full-genome analyses, thanks to the
advent of the high-throughput sequencing
techniques.

1https://www.encodeproject.org
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Like any dataset produced with high-throughput sequencing, ChIP-seq requires a computa-

tional processing of the raw data, to ultimately obtain the binding profile of the studied protein. This

processing consists in multiple steps, performed by distinct programs [Landt et al., 2012; Bailey

et al., 2013; Nakato and Shirahige, 2016], which may be superseded by newer tools, since novel

bioinformatics methods are still being developed at fast pace. In an ideal ChIP-seq experiment

targeting a TF, all bound regions (called ’peaks’) would represent direct binding sites and point

to the exact TFBS. However, a real dataset contains non-specific regions, or regions correspond-

ing to indirect binding. In addition, the resolution of the peaks (typically 200-400bp) is not precise

enough to pinpoint the TFBSs (6-10bp). In practice, to locate the TFBSs and identify the peaks

corresponding to direct binding of the TF, a step of motif discovery in all peaks is generally per-

formed to infer the motif(s), followed by a pattern-matching step (e.g. with matrix-scan) to scan the

peaks with the found motifs.

3.1.2 RSAT peak-motifs: motif discovery in full-size datasets

Many programs for motif discovery have been implemented over the years [Tompa et al., 2005].

However, an important bottleneck for most of these tools is that the underlying algorithms were

originally developed to discover binding motifs from a small set of co-regulated promoters, and

can hardly treat the thousands of peaks produced by ChIP-seq experiments (reviewed in [Zambelli

et al., 2013]). This limitation is typically circumvented by restricting motif discovery to a few hun-

dreds peak regions and by truncating the peaks to a maximal width (e.g. 100 bp) to further reduce

the total size of the sequence set. However, given the power of the genome-wide experimental ap-

proach, one would like to be able to analyze the full dataset. Some alternative algorithms support

the analysis of large-scale data sets but are only available via a Unix shell interface, and are thus

of poor usability for life-science researchers. Interestingly, ChIP-seq datasets are inherently dif-

ferent from the previous promoter-based datasets when considering motif discovery approaches.

Indeed, ChIP-seq datasets are expected to contain more TFBSs under the summit of the peaks,

thus enabling approaches based on positional-bias to discover motifs.

I have contributed to the development of a comprehensive pipeline within RSAT called peak-

motifs [Thomas-Chollier et al., 2012b], motivated by the pressing need for a statistically reliable,

time-efficient and user-friendly framework to analyze full datasets of ChIP-seq peaks or similar

data (CLIP-seq, DNAse I,...) (Fig. 3.2). This motif discovery approach was significantly faster than

other available alternatives, thereby allowing processing of full ChIP-seq datasets, even from the

web server. At that time, peak-motifs was the only tool that performed a complete motif analysis,

in addition to offering a user-friendly web interface without any restriction on sequence size or

number of peaks (refer to [Tran and Huang, 2014] for a recent survey of tools and [Boeva, 2016]
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for a review). As of today, peak-motifs has become a reference, to which newer programs are

compared (e.g. [Ding et al., 2014]) and it has been extensively reviewed recently [Lihu and Holban,

2015]. We have furthermore issued a protocol to guide users in the proper usage of the program,

and biological interpretation of the results [Thomas-Chollier et al., 2012a].

This program keeps being improved over the years. In particular, the combined use of multiple

motif-discovery algorithms in peak-motifs generates redundant motifs. To interpret and synthesise

the results, a time-consuming step of grouping similar motifs by hand is often necessary. The

development of matrix-clustering (presented in section 2.4.1) resolves this limitation, by enabling

the automatic clustering of all motifs reported by peak-motifs.
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Figure 3.2: Schematic flow chart of the peak-motifs pipeline. from [Thomas-Chollier et al., 2012b]. For sake of clarity,
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3.1.3 New insights in the binding of glucocorticoid receptor to DNA from
ChIP-seq datasets

During my postdoc in Martin Vingron’s lab (2009-2012, MPIMG, Berlin, Germany), I gained exper-

tise in ChIP-seq data analysis and started to collaborate with the experimental group of Sebastiaan

Meijsing (MPIMG, Berlin, Germany). Over the years, I performed (and later supervised) most bioin-

formatics analyses of the data produced by this team, and we are currently still developing joint

projects. Together with S. Meijsing, we have co-supervised a master student (Jonas Ibn-Salem)

and we are co-tutoring a PhD student (Stefanie Shoene).

The team of S. Meijsing aims at deciphering the molecular mechanisms underlying the bind-

ing of TFs to DNA, and the resulting regulation of target genes. They focus on the glucocorticoid

receptor (GR), because this nuclear receptor is inducible in the lab by a molecule (a synthetic

glucocorticoid), and has been well-studied at the molecular and physiological levels due to its im-

portance as a drug target. The glucocorticoid steroid hormone is indeed mostly known for its anti-

inflammatory action and therapeutic usage (e.g. allergies), unfortunately associated with many

side-effects such as osteoporosis. The glucocorticoid associates with GR in the cell, which then

regulates target genes by binding to DNA cis-regulatory elements. We thus aimed at better deter-

mining which sequences are driving the binding of GR to its specific regulatory elements, using

ChIP-seq data from various cell lines. I will present below insights gained though two studies: (i)

the binding specificity of two GR isoforms is partly explained by a subtle but functional motif variant

[Thomas-Chollier et al., 2013], (ii) Negative Regulatory Sequences (NRSs) interfere with genomic

GR binding through proteins found at sub-nuclear structures called paraspeckles [Telorac et al.,

2016].

GRα and GRγ are two naturally occurring isoforms, which differ by a single arginine insertion

located in the DNA binding domain. This insertion does not prevent DNA binding, but alters the

transcriptional outcome induced by GR. To determine whether this insertion had an effect on GR

DNA occupancy, we performed ChIP-seq of GRα and GRγ, and observed that binding regions

were remarkably similar, although a small portion of binding regions were isoform-specific. We

thus further examined whether the insertion in the gamma isoform altered the sequence preference

of GR. We used peak-motifs to identify sequence motifs underlying the three classes of binding

sites: nondifferential, α-specific and γ-specific binding sites. Although all three motifs look similar,

the GRγ motif diverges from the consensus at two positions in the motif. Experimentally mutating

a GRγ motif into a non-differential motif restored the activation by the GRα isoform, suggesting

differential binding of GRγ to specific sequence motifs explains in part the differential regulation

[Thomas-Chollier et al., 2013].

Motif discovery tools are usually designed to find over-represented motifs, but peak-motifs in-
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tegrates an algorithm that searches for positionally-biaised motifs, thus not specifically directed to-

wards over-representation. Interestingly, in our GR ChIP-seq datasets, we noticed under-represented

motifs and reasoned that these may restrict GR binding and contribute -as negative regulatory

signals- to guide GR to the appropriate genomic loci. We tested the activity of such under-represented

sequences and found that they can indeed interfere with GR binding to nearby GR binding sites, by

mechanisms that appear not to involve changes in chromatin accessibility, but rather implicate pro-

teins associated with a specific sub-nuclear structure called paraspeckles. This study uncovered

two Negative Regulatory Sequences (NRSs), but additional under-represented sequences were

predicted. Notably, such NRS are also detected in ChIP-seq datasets of other TFs, thus pointing

to a potential larger spectrum of TFs negatively regulated by these NRSs [Telorac et al., 2016].

3.2 Increasing the ChIP-seq resolution with ChIP-exo

3.2.1 ChIP-exo : a base pair resolution ChIP-seq

The limited resolution of ChIP-seq prompted the development of enhanced near base-pair resolu-

tion ChIP protocols (reviewed in [Zentner and Henikoff, 2014], also see [Furey, 2012]). In particu-

lar, the ChIP-exo approach [Rhee and Pugh, 2011] is a variation of the ChIP-seq protocol adding

an exonuclease that digests the DNA fragment from the 5’ end until it reaches the formaldehyde

cross-linked protein. Two barriers (one on each strand) therefore encircle the cross linked protein,

considerably increasing the resolution of the resulting signal (Fig. 3.3). Unfortunately, the initial

report of the technique [Rhee and Pugh, 2011] was somewhat too optimistic, considering that any

ChIP-exo region not overlapping a ChIP-seq region was true signal not captured by ChIP-seq,

which we have later shown to be erroneous [Starick et al., 2015]. Both experimental and computa-

tional tasks are more complicated than for ChIP-seq [Mahony and Pugh, 2015]. This may explain

why datasets produced by other teams were published only two years later (e.g. [Serandour et al.,

2013]).

3.2.2 ExoProfiler : a motif-based approach to analyze ChIP-exo signal

Only a handful of computational approaches have been specifically designed to study ChIP-exo

datasets [Zentner and Henikoff, 2014], all directed towards finding peaks, as traditionally done in

ChIP-seq. However, calling peaks on the two barriers represented by the ChIP-exo signal only

works in the simple situation where a single TF is binding at a location (which was the case in the

original datasets [Rhee and Pugh, 2011]). Considering more complex situations (e.g.TF like GR

binding with co-factors, see below) inevitably hampers peak-calling. We have thus developed Exo-

Profiler2, a computational motif-based approach to study the ChIP-exo signal and define footprints
2https://github.com/ComputationalSystemsBiology/ExoProfiler
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[Starick et al., 2015]. We find that these ChIP-exo footprints are protein-specific and recognition

sequence-specific signatures of genomic TF association (Fig. 3.3 illustrate the GR footprint). Im-

portantly, this approach reveals that ChIP-exo captures information about TFs other than the one

directly targeted by the antibody in the ChIP-procedure. Consequently, based on the shape of

the footprint, one can discriminate between direct and indirect DNA association. The development

of ExoProfiler involved Jonas Ibn-Salem (Master2 student co-supervised with S. Meijsing) and

Céline Hernandez (bioinformatics engineer supervised by me), who packaged ExoProfiler as a

documented tool freely available to the community.
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Figure 3.3: Model explaining the footprint
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3.2.3 New insights in the binding of glucocorticoid receptor to DNA from
ChIP-exo datasets

With S. Meijsing, we used the high resolution of ChIP-exo technology to better understand how

GR is recruited to its genomic loci [Starick et al., 2015]. A key finding of our study with ExoProfiler

is that GR binds to a broader spectrum of sequences than previously thought, including highly de-

generate sequences. Significantly, conventional computational analysis of ChIP-seq peaks, based

on sequence overrepresentation, would not identify such degenerate sequences as they are found

at similar frequencies at bound and unbound regions. In addition, our study uncovered a TFBS

directly recruiting a novel heterodimer of GR and a member of the ETS or TEAD families of TF.

ExoProfiler also highlighted indirect binding of GR to DNA via FOX or STAT proteins.

One of the main uncertainty in ChIP-exo data is whether the barriers (stacks of sequence

reads) denote exclusively the accumulation of binding signals from multiple cells or could result

from PCR artefacts. The recent ChIP-nexus protocol is a simpler variation of ChIP-exo, which

moreover takes advantage of barcoding to differentiate true signal from PCR artefacts [He et al.,

2015a]. S. Meijsing has already produced several ChIP-nexus datasets targeting GR, which I am

currently analyzing.

3.3 Looking back over 8 years of ChIP-seq : quality and biases

The ChIP-seq experiment that yields comprehensive genome-wide binding profile was designed

eight years ago. After the initial excitement of this revolutionary approach, it is now time to look back

and ask: what is the quality of these profiles? In this section, I will present the guidelines assembled

by diverse teams, and highlight the decisive role of the ENCODE project towards producing high-

quality datasets. Then, I will introduce various biases, and techniques suggested to correct for

them. For a thorough up-to-date review, refer to [Meyer and Liu, 2014].

3.3.1 Producing high-quality datasets

Many experimental approaches are subjected to particular technical biases, and ChIP is no ex-

ception. The wide adoption of ChIP-seq by many laboratories, in just a few years, have led to an

explosion of datasets, but also of protocols [Arrigoni et al., 2015]. The ENCODE project alone

has produced thousands of datasets. Several groups have thus shared their experience to pro-

duce high-quality data [Kidder et al., 2011; Chen et al., 2012; Meyer and Liu, 2014]. Because the

ENCODE consortium needed to standardize their protocols and computational processing, they

have issued some guidelines relevant for ChIP-seq experiments3 [Landt et al., 2012], discussed in

[Nakato and Shirahige, 2016]. These guidelines cover appropriate testing of antibodies, replicates
3https://www.encodeproject.org/about/experiment-guidelines/
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Figure 3.4: Cross-correlation plot for ChIP-seq targeting GR in U2OS cell unpublished. The cross-correlation plot
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experiment. The NSC and RSC values are accordingly high above the threshold, and the QC (noted Qtag here) is of the
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to assess data variability (two are advised), sequencing depth (minimum 10 million mapped reads

in human for TFs, though this might be insufficient for broad histone marks for which up to 60

million reads could be a minimum [Chen et al., 2012]), library complexity (approximately measured

by the Non Redundant Fraction (NRF) metric aiming for NRF ≥ 0.8 for 10 million reads, which is

similar to the ’PCR bottleneck coefficient (PBC)’), and experimental controls to detect and correct

biases (input DNA or mock IP ’IgG’ specific to each biological context). ENCODE guidelines also

include quality metrics to assess the quality of the ChIP-seq datasets :

• Directly on mapped reads: The strand cross-correlation is based on the observation that

high-quality experiments produces two densities of reads mapping to the direct and re-

verse strand, respectively. Two metrics have been defined to assess enrichment in true

signal: Normalised Strand Coefficient (NSC) and Relative Strand Correlation (RSC) [Landt

et al., 2012]. On a cross-correlation (cc) plot (Fig. 3.4), two peaks are noticeable: fragment-

length (’ChIP’) peak (red star) and the read-length (’phantom’) peak (blue star). A high-

quality ChIP-seq dataset have a higher fragment-length peak than read-length peak. The

NSC = cc(fragmentlength)/min(cc), NSC ≥ 1.05 is recommended.
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The RSC = cc(fragmentlength)−min(cc)/cc(readlength)−min(cc), RSC ≥ 0.8 is recom-

mended, but QC score have been recently defined to refine this threshold [Marinov et al.,

2014], in which RSC ≤ 1 has QC=0, 1 ≥ RSC ≥ 1.5 has QC=1 and RSC ≥ 1.5 has QC=2.

• After peak-calling: The Fraction of Reads in Peaks (FRiP) measures the global ChIP enrich-

ment by calculating the fraction of the total mapped reads that fall under a peak. Most of the

reads actually correspond to background signal, but in a high-quality ChIP experiment, the

FRiP should be at least of 1%. This measure is sensitive to the peak-calling algorithm, and

quite dependent on the sequencing depth, so it should only be used as an indicator to per-

form additional quality checks if the value is under the threshold. The SPOT (Signal Portion

of Tags)4 metrics of ENCODE seems quite similar to FRiP, as it is the percentage of reads

that fall in peaks (called ’hotspots’ by the authors).

• After peak-calling, with replicates: The Irreproducible Discovery Rate (IDR) is a measure of

reproducibility of the detected peaks. The underlying idea is that reproducible peaks should

be among the high-ranked peaks and consistent between the two replicates, whereas ir-

reproducible peaks should be among the lower ranks and less consistent. The IDR value

is supposed to separate the dataset between reproducible and irreproducible peaks. The

peaks above a given IDR threshold (e.g. 1%) can be considered reliable. A word of caution

however, in that artifactual peaks showing high enrichment (see below) may be reproducible,

and thus found among the ”reliable” list of peaks.

A retrospective quality assessment of all vertebrate (non-ENCODE) ChIP-seq datasets has

also provided important considerations for generating high-quality datasets [Marinov et al., 2014].

Authors used the RSC and NSC values as quality measures and advocate for systematic visual

inspection of cross-correlation plots. They stress that the quality metrics proposed by ENCODE are

not appropriate for broad peaks, and new metrics should be defined to assess the quality of broad

histone marks. Similarly, these metrics should not be directly used to assess datasets where ChIP

enrichment is not expected (e.g. knockout TF). Of note, they found that publication in high-impact

journals are associated with the largest fraction of low-quality ChIP-seq datasets.

3.3.2 Biases in ChIP experiments

Some groups have investigated the source of biases leading to false enrichment of particular

regions [Chen et al., 2012]. Biases in chromatin profiling experiments, including ChIP-seq, have

been recently reviewed [Meyer and Liu, 2014], and can be categorised as follows :
4http://www.uwencode.org/data/quality/metrics
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Chromatin fragmentation: The fragmentation is usually achieved by sonication, which does

not cut chromatin homogeneously because of its non-homogenous structure. Indeed, closed chro-

matin will be more resistant to fragmentation, whereas open chromatin will be easier to cut (Fig.

3.5A). As a consequence, DNA fragments from open chromatin will be more represented, result-

ing in artificial read enrichment. These sonication-induced biases are specific to each sample,

because of its particular chromatin configuration. Some authors advise against using an Input if

not sonicated with the ChIP, but admit combining different Input samples if performed in the exact

same conditions [Meyer and Liu, 2014].
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Figure 3.5: unpublished. Panel A was inspired by [Meyer and Liu, 2014] A. Chromatin fragmentation bias resulting from a
preferential sonication into open-chromatin regions (e.g. actively transcribed promoter regions), as tightly packed regions
are more difficult to fragment. As a consequence, proteins located in less accessible chromatin regions are more difficult
to detect. B. Mapping bias resulting from a lower representation of certain regions in the reference assembly compared
to the sampled genome (e.g. copy number variation). C. Low mappability regions results in local decrease of coverage
(indicated by arrows). On this illustrative genome browser snapshot, the three green tracks correspond to mappability of
36,50 and 75bp reads as available within the UCSC genome browser; the purple tracks correspond to broad histone marks
(H3K4me1 and H3K27ac).

PCR amplification: PCR involves annealing and denaturing DNA fragments at each cycle,

which inevitably treat differently fragments of different lengths and with different sequence contents

(GC-rich fragments are easier to separate than AT-rich fragments). A well-known issue is the GC

bias, consisting in a dependency between the GC content of a region and the number of mapped

reads in this region [Benjamini and Speed, 2012]. Study of GC bias in Illumina datasets (this
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sequencing platform is used for most ChIP-seq datasets) revealed that this bias results mostly

from the GC composition of the full DNA fragment rather than just of the sequenced portion (read),

supporting the idea that this bias stems from PCR amplification [Benjamini and Speed, 2012]. It is

thus recommended to limit the number of cycles for PCR amplification [Meyer and Liu, 2014].

Mapping: Repetitive elements and differences between the sequenced genome and the refer-

ence genome can produce coverage bias in some regions of the genome. For example, cancer cell

lines often have extended rearrangements such as duplicated genomic sequences. When mapped

on the reference genome, reads originating from different regions additively map to a unique region

(Fig. 3.5B). Even in 2016, the human reference genome assembly is still not complete, in particu-

lar in centromeric regions where repeat-rich sequences are under-represented [Miga et al., 2015].

Using human data from the 1000 Genome Project, it has been shown that some high ChIP-seq

peaks are spurious and correlate with unannotated repeats and high copy number regions [Pickrell

et al., 2011].

Another issue stems from local differences of mappability along the genome. Indeed, only

uniquely-mapped reads are usually retained during the analysis process. This means that regions

of low complexity are predisposed to have a lower coverage of ”uniquely mappable” reads. This

problem rather affect broad peaks, such as histone marks, for which the binding profile display an

apparent reduced coverage in low-mappability regions (Fig. 3.5C). If mappability is an issue for

the experiment (e.g. the ChIP-seq targets a TF with TFBSs located in repetitive elements), it is

recommended to use longer reads or paired-end reads.

Expression bias/hyper-ChIPable regions: Two influential studies revealed an alarmingly high

proportion of artifactual enrichment precisely at highly expressed regions [Teytelman et al., 2013;

Park et al., 2013]. These artifactual peaks, termed ’hyper-ChIPable’, are reproducible, appear only

for high levels of expression, in any IP dataset (including IgG, and even if the antibody targets a

non-DNA binding protein such as the heterologous jellyfish GFP protein) but not particularly in the

input control, and cover the whole gene body. Interestingly, this artefact of the ChIP method has

been detected in yeast, because the hyper-ChIPable peaks were not corroborating the well-known

roles of the studied proteins. Authors of these studies suggest that this phenomenon results from

direct or indirect non-specific interactions of the cross-linked proteins with DNA from the open

chromatin of highly transcribed regions.

These studies naturally opened a debate. On the post-publication discussion platform Pubpeer5

and on pubmed6, Teytelman mentions that for him, cross-linking is not the major problem because

lowering the concentration of formaldehyde had minor effects on the detected hyper-ChIPable re-
5https://pubpeer.com/publications/591EB69E4EA0D85E6C76D2D9CACC1D
6http://www.ncbi.nlm.nih.gov/pubmed/25164749
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gions. Yet, various points of the original study [Teytelman et al., 2013] have been cross-examined,

in particular the unusually high cross-linking time (1h compared to 10-20min) susceptible to in-

crease the non-specific interactions [Araya et al., 2014]. The second study [Park et al., 2013]

nevertheless had a cross-linking time of 15min, which remains in that range. An independent

study showed a correlation between increasing cross-linking time and detection of hyper-ChIPable

regions, using GFP ChIP-seq (on human cells) [Baranello et al., 2015].

To circumvent this bias, usage of IgG control [Park et al., 2013] or heterologous protein (such

as GFP) [Teytelman et al., 2013] in the same conditions as the ChIP (necessary to ensure a similar

transcriptome) are advocated to spot the hyper-ChIPable peaks. A cross-linking time of less than

10min would limit this bias [Baranello et al., 2015], in our ChIP-seq targeting GR, S. Meijsing used

a cross-linking time of 3min.

TF binding characteristics: Binding of TFs differ in terms of binding affinity, cooperative bind-

ing, residence time in vivo. Although not mentioned in [Meyer and Liu, 2014], cross-linking is more

and more criticised, and its effectiveness varies for different TFs [Gavrilov et al., 2015]. My work

on ChIP-exo datasets supports this idea. We noticed that some TFs (such as Fox) cross-link more

efficiently, which result in an apparent important signal for these TFs [Starick et al., 2015]. For me,

this work at the cross-link resolution was an eye-opener to consider ChIP-seq profiles as the signal

of cross-linked TFs rather than bound TFs.

3.3.3 Which control to use ?

Choosing an appropriate control has been an ongoing debate in recent years [Kidder et al., 2011].

Input DNA aims at controlling for biases due to chromatin fragmentation, as more accessible chro-

matin [Chen et al., 2012] - or locally more susceptible to shearing because of nucleotide com-

position [Cheung et al., 2011]- may result in higher background signal. Input DNA is the most

commonly used control as (i) it provides a complex library leading to a widely-distributed coverage

on the genome [Kidder et al., 2011], and (ii) most peak-calling programs assume that the control

is input DNA, and use it to normalise for ChIP enrichment. Input control should be sequenced at

higher depth than study samples because of the broader distribution of the reads over the genome

[Landt et al., 2012; Chen et al., 2012; Meyer and Liu, 2014]. The IgG (or mock IP) is a non-specific

antibody, supposed to provide a better measure of the DNA fragments captured non-specifically

by the IP. This control is nevertheless limited by the low complexity of the library, which results

from fewer DNA fragments immunoprecipitated by this non-specific antibody [Kidder et al., 2011;

Marinov et al., 2014]. Although input has been more widespread, IgG may become more popular,

as it can indicate hyper-ChIPable regions [Park et al., 2013]. Importantly, the retrospective study

[Marinov et al., 2014] revealed that 20% of control datasets (input and IgG) show artifactual high
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enrichment values (comparable to real ChIP datasets) in promoters but also in enhancers, which

could be explained by sonication and cross-linking conditions.

Alternative controls are also advocated, like knockout of the targeted TF to account for anti-

body specificity and non-specific DNA-binding events [Kidder et al., 2011] or antibody against an

heterologous protein (such as GFP) [Teytelman et al., 2013]. For ChIP-seq targeting histone mod-

ifications, using an antibody against Histone H3 can also serve as control, but it does not provide

much difference compared to input [Flensburg et al., 2014]. Adding as control ’spike-in’ chromatin

from another genome, which should be able to bind the same protein targeted by the antibody,

has not been extensively tested yet [Meyer and Liu, 2014]. For inducible TFs, the control can also

consist of the uninduced condition. However, such controls are not perfect as induction can alter

the chromatin state of the cell [Landt et al., 2012; Meyer and Liu, 2014]. For our studies with GR

that is inducible with a hormone, we tested as control the uninduced condition (ethanol vehicle).

As GR is not located within the nucleus in absence of the inducing factor, this control was of limited

use, as very few sequence reads were finally obtained.

Few teams advocate the use of no control at all, for example by modelling the background from

the ChIP dataset, considering that most ChIP reads are background that do not fall under peaks

[de Boer et al., 2014]. Having said that, the general view is to rather to take great care of the control

(ideally performing several of them), the limitation often being the cost.

3.3.4 Correction with computational approaches

Approaches to correct bias in datasets have been recently reviewed in [Meyer and Liu, 2014]. Of

interest, this review also lists some methods to deconvolute ChIP-seq signal when multiple binding

sites are located in close proximity, and various normalization techniques proposed to compare

ChIP-seq datasets, which is out of the scope of this chapter. I will detail below some approaches

to detect and correct for biases, pointing to recently-developed (sometimes unpublished) tools.

Guidelines and quality control: Guidelines for computational analysis of ChIP-seq datasets

have been proposed [Bailey et al., 2013; Nakato and Shirahige, 2016]. The current ENCODE

phase 3 pipeline specification7 and implementation8 can serve as guidance for current analysis

pipelines. The quality of a ChIP-seq dataset can first be assessed using the ENCODE metrics

(above-mentioned in section 3.1.1: NRF, NSC, RSC, FRiP implemented for example phantom-

peakqualtools9 [Marinov et al., 2014] or ChiLin10 [Meyer and Liu, 2014]. EnCODE-independent

tools for quality control of ChIP-seq have been proposed such as CHANCE [Diaz et al., 2012],
7https://docs.google.com/document/d/1lG Rd7fnYgRpSIqrIfuVlAz2dW1VaSQThzk836Db99c/editheading=h.9ecc41kilcvq
8https://github.com/kundajelab/TF chipseq pipeline
9https://code.google.com/p/phantompeakqualtools/

10http://cistrome.org/chilin
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but haven’t been extensively used by the community due to lack of usability and/or updates in this

still rapidly changing field. Some newer programs, such as ChIPQC11 (implemented in R) maybe

worth testing.

Correct for GC bias Prior to peak-calling, samples can be individually corrected for mappability

variations and GC bias with programs such as BEADS [Cheung et al., 2011], GCcorrect [Benjamini

and Speed, 2012] or BIDCHIPS [Ramachandran et al., 2015]. Authors of these studies suggest to

correct each sample independently, as different samples can have different GC biases. This means

that ’treatment versus control’ normalization should not be performed on raw counts in ChIP-seq,

but on corrected counts. Some peak-calling program internally perform such correction, but the

popular program MACS does not [Meyer and Liu, 2014].

Remove artifactual peaks Although not mentioned in [Meyer and Liu, 2014], the use of ’black-

lists’ is a common practice to exclude known dubious genomic regions [Bailey et al., 2013; Nakato

and Shirahige, 2016]. The unannotated repeats from [Pickrell et al., 2011] were also provided as a

blacklist. Nowadays, the ENCODE DAC blacklist12 provides a consensus list of regions that show

artifactual enrichment of reads, independent of the experiment or the cell line. It is worth mention-

ing that removing these regions affect the cross-correlation plot and quality measures (RSC,NSC),

so it is advised to assess quality before filtering with the blacklist [Carroll et al., 2014]. Because

some artifactual signals are cell-type specific (e.g. resulting from copy number variations in can-

cer cell lines), methods have been proposed to identify these specific problematic regions using

the input control data. This concept has been integrated within the peak-calling program HMCam

[Ashoor et al., 2013], or in a method to produce ’greylists’13 specific to the studied sample.

A complementary approach to filtering with blacklists, proposed only for the human genome so

far, is to modify the reference genomic sequences used for mapping, by adding a set of repeat-rich

sequences that are under-represented in the reference assembly (the ’sponge database’) [Miga

et al., 2015].

In the lab, Céline Hernandez has detected a contamination with cDNA, leading to specific

enrichment of reads of the same strand on coding exons. Although not discussed in the literature,

this is a problem already encountered by other labs. To systematically detect artifactual peaks

stemming from such contamination, our analysis pipeline includes a step of mapping with RNA-

seq parameters (to detect exon junctions) and searching for enrichment of unidirectional reads

mapping coding exons.

The ENCODE and modENCODE consortia have provided guidelines, quality metrics and black-

lists for the studied model organisms (human, mouse, drosophila, roundworm). It is worth noting
11http://www.bioconductor.org/packages/release/bioc/html/ChIPQC.html
12http://hgdownload.cse.ucsc.edu/goldenPath/hg19/encodeDCC/wgEncodeMapability/wgEncodeDacMapabilityConsensusExcludable.bed.gz
13http://bioconductor.org/packages/release/bioc/html/GreyListChIP.html
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that ChIP-seq experiments performed in non-model organisms benefit from this experience, but

the thresholds for quality metrics and the most common artefactual regions need to be defined.

3.4 Novel large-scale experiments for protein-DNA binding

3.4.1 Experimental techniques to study TF-DNA interactions

Many methods have been developed over the years to measure the binding affinity and speci-

ficity of a TF to specific sequences, and to obtain genome-wide binding profiles of this TF. The

measuring techniques can be divided into in vitro and in vivo approaches, and small-scale versus

large-scale approaches (reviewed in [Stormo and Zhao, 2010; Dey et al., 2012; Levo and Segal,

2014]). Briefly, classical in vitro techniques include footprinting assay with DNAseI, Electrophoretic

mobility shift assay (EMSA), SELEX, which have been modified into large-scale experiments (HT-

SELEX). Protein-binding microarrays (PBM) are also a popular high-throughput in vitro technique.

While these techniques offer important information on the binding affinity and specificity of a given

TF, they do not take into account the local chromatin context, recruitment of co-factors, or the tridi-

mensional structure of the chromatin. Conversely, in vivo techniques include ChIP (introduced in

section 3.1.1) and DNA adenine methyltransferase identification (DAMID).

As discussed above, ChIP-seq has some limitations: a large number of cells is required, the

resolution is about 200bp-500bp and thus does not directly point to the TFBS, and cross-linking

introduces some biases. There is thus intense research in developing variations on the ChIP proto-

col and alternative methods to circumvent these issues (reviewed in [Zentner and Henikoff, 2014;

Mahony and Pugh, 2015]). I will highlight below some of these new approaches that may become

the new standards in the upcoming years.

3.4.2 Methods for limited number of cells

Standard ChIP-seq requires a large number of cells (10 million), which limit its application to pre-

cious samples (e.g. transient developmental cell types, samples requiring to sacrifice many ani-

mals). Protocols based on PCR amplification have been developed to reduce the number of cells

to 10 000 (Nano-ChIPeq, used for histone modification and LinDA, for both TFs and histone mod-

ications). More recently and without additional PCR amplification, ChIPmentation [Schmidt et al.,

2015] enables ChIP-seq on 100 000 cells, by using the same hyperactive Tn5 transposase as

used for ATAC-seq, a recent technique similar to DNase I sensitivity assay that runs on low input

(50 000 cells) [Zentner and Henikoff, 2014]. Another variation succeeds on 10 000-100 000 cells,

termed NEXSON, and moreover simplifies the first steps of the ChIP-seq protocol with an efficient

extraction of nuclei from formaldehyde-fixed cells [Arrigoni et al., 2015].
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3.4.3 Methods for improving resolution

I presented above in section 3.2 the ChIP-exo approach, and its recent variation called ChIP-

nexus. High-resolution X-ChIP-seq also provides base-pair resolution [Skene and Henikoff, 2015]

by digesting unprotected DNA with MNase until the position of the cross-link, producing barriers

similar to ChIP-exo. Computational analysis is supposed to be simpler for high-resolution X-ChIP-

seq than ChIP-exo. The ORGANIC protocol (see below) also provides base-pair resolution. Note

that DNase-seq and ATAC-seq reveal regions of open chromatin, but their use to detect TFBS at

high resolution (digital genomic foot printing) remains controversial (reviewed in [Madrigal, 2015;

Sung et al., 2016]).

3.4.4 Methods without cross-links

The cross-linking agent formaldehyde is thought to create artefacts in ChIP-seq data, due to non-

specific interactions with DNA (including transient protein-DNA interactions in highly transcribed

regions, resulting in hyper-ChIPable regions [Teytelman et al., 2013; Park et al., 2013]) and protein-

protein cross-links (discussed in [Zentner and Henikoff, 2014]). Native ChIP (without cross-linking)

would thus be more suited, and may become more standard (discussed in [Zentner and Henikoff,

2014]). The ORGANIC protocol combines native ChIP on TFs with high-resolution, similar to high-

resolution X-ChIP-seq [Kasinathan et al., 2014]. It is based on low-salt concentration of the buffers,

which fixes protein-DNA interactions in a non-covalent manner. A major advantage of this method

is the absence of bias from sonication or highly-transcribed regions, removing the need for an input

or IgG control. However, it seems that ORGANIC has not been adopted by other labs yet.

DamID is an alternative to ChIP that also does not require cross-linking agents, and does not

use antibody, but its main drawback is that it necessitates the TF to be fused to the DAM enzyme.

A recent variation of the protocol, Split DamID, is promising to address the problem of detecting

binding events of a TF and its co-factor (or dimeric versus monomeric binding), in vivo, on native

chromatin, for a limited number of cells (10 000) [Hass et al., 2015].

Whichever method will become widely-adopted by the community and replace current ChIP-

seq, we can foresee some of its features : (i) limited number of experimental steps that can be

standardized and highly reproducible for any types of samples, (ii) cost-effective, (iii) working on a

low number of cells, (iv) in vivo, (v) on native chromatin, (vi) at base-pair resolution and (vii) with a

straightforward computational processing of the data.
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3.5 Current projects and perspective

During this transition to the Big Data era, I have been more and more involved in data analy-

ses, mainly from ChIP-seq and ChIP-exo experiments. I grasped the importance and difficulties to

find a fulfilling, fair and motivating collaboration with skilled experimentalists. I will thus pursue my

fruitful collaboration with S. Meijsing on the glucocorticoid receptor model. I will develop new col-

laborations as initiated with Pascale Gilardi-Hebenstreit (IBENS, Paris) on the development of the

hindbrain in vertebrates, or on haematopoiesis, a central interest of D. Thieffry group. I am already

participating to this topic by supervising PhD students for their analyses of genome-scale func-

tional datasets. Samuel Collombet focuses on the reprogramming of B cells into macrophages with

Thomas Graf (CRG, Barcelona). Otoniel Rodriguez Jorge directed by Angelica Santana (UAEM,

Cuernavaca, Mexico), models T cell activation in neonates. Because more and more datasets

must be processed, it is important to have at hand a ChIP-seq processing pipeline that ensures

reproducibility of the analyses, traceability and reliability. I am involved in the development of such

a pipeline that already facilitate our analyses, and will leave us more time for downstream project-

specific analyses.

3.5.1 Towards additional insights in the binding of GR to DNA

In addition to three published studies (cf. sections 3.1.3 and 3.2.3), we are currently finalising

two studies conducted by Stefanie Shoene, the PhD student that S. Meijsing and I have been

co-tutoring. The first study aims at better understanding which sequence features in TFBSs distin-

guish GR binding events resulting in the regulation of a gene, from non-regulating binding events.

We show that the recognition sequence, specifically of the nucleotides directly flanking the core

binding site, differs depending on the strength of GR-dependent activation of nearby genes (Fig.

3.6). Computational and structural studies indicate that these flanking nucleotides change the

three-dimensional structure of both the DNA binding site, the tertiary structure of the DNA binding
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Figure 3.6: Identification of high-activity GBS variants. from manuscript in preparation. Overview of the workflow to
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domain of GR and the quaternary structure of the dimeric complex. The manuscript is currently

in revision in the journal Nature Communications. The second study is taking advantage of the

STARR-seq experimental approach [Arnold et al., 2013] to decipher the activity of a large quantity

of GBS variants. Apart from these studies, we are currently testing the ChIP-nexus protocol to

follow-up on our ChIP-exo study.

3.5.2 ChIP-seq processing pipeline using Eoulsan

ChIP-seq data processing requires connecting multiple tools, developed by various teams world-

wide, into coherent analyses workflows. These tools need to be replaced by newer versions or

concurrent programs very often, due to the rapid developments in the field. Although in-house

scripts allow quick development of pipelines, they are not appropriate to ensure reproducibility of

the analyses, traceability and reliability. The Genomics Platform at IBENS (headed by Stéphane Le

Crom) have developed the Eoulsan framework [Jourdren et al., 2012] to address these problems

for RNA-seq pipelines. We have been adapting it to ChIP-seq analyses, for which I have been

supervising Céline Hernandez (Bioinformatics engineer), Pierre-Marie Chiaroni (Master2 student)

and Cédric Michaut (Master1 student).

3.5.3 ChIP-seq targeting histone modifications

Histone modifications provide information on the state of the chromatin, which can then be inter-

preted in terms of functional regions. For example, genomic regions bearing the H3K27ac mark

are interpreted as enhancer or promoter regions. These histone modifications thus link the epige-

nomic status with transcriptional regulation. ChIP-seq datasets targeting histone modifications are

widespread in the public databases. It is not always possible to obtain a specific antibody against

a transcription factor, but there are commercial antibodies against histone modifications. Besides,

it is sometimes necessary to first detect the enhancer regions, in order to uncover the transcription

factors binding to these regions. This is the case in the ANR-BmBF iBone project (2014-2017, co-

ordinator: Eric Hesse), aiming at studying epigenomic remodelling in osteoporosis. This project will

produce ChIP-seq datasets targeting histone modifications, which will allow to detect the enhancer

and promoter regions, in which we will perform motif analysis to uncover the potential transcription

factors. As the histone modification peaks are very large (often more than 10kb), motif discovery

does not perform well on such datasets. Two M2 students (Pierre-Marie Chiaroni and Roberto

Tirado Magallanes) have assessed an approach to counter this problem. They have tested tools

that perform combinations of multiple histone modification to segment the genome into different

states (e.g. chromHMM), to find a particular enhancer-like state. This successfully reduces the

search space to perform subsequent motif analyses.





Chapter 4
Concluding remarks

Altogether, my work has contributed to the development of bioinformatics tools publicly available

to the community (Table 4.1).

Analysis tool Task Publication
HoxPred detection of Hox and ParaHox genes,

classification in homology groups
[Thomas-Chollier et al., 2007]
[Thomas-Chollier and Ledent, 2008]
[Thomas-Chollier et al., 2010]

Eoulsan processing of ChIP-seq datasets in preparation
RSAT motif discovery, pattern-matching, mo-

tif comparisons, retrieval of sequences,
motif analysis in large-scale datasets

[Turatsinze et al., 2008]
[Sand et al., 2008]
[Thomas-Chollier et al., 2008]
[Sand et al., 2009]
[Medina-Rivera et al., 2011]
[Thomas-Chollier et al., 2011a]
[Thomas-Chollier et al., 2012a]
[Thomas-Chollier et al., 2012b]
[Medina-Rivera et al., 2015]

TRAP motif analysis (affinity-based) [Thomas-Chollier et al., 2011b]
ExoProfiler motif-based ChIP-exo analysis [Starick et al., 2015]

Table 4.1: Sequence analysis tools for which I contributed

These tools are complementary and can be jointly applied. For example, I used HoxPred to

find the Hox genes in the sea anemone genome, then RSAT to extract the sequences located

upstream the genes and to search for Hox binding sites [Hudry et al., 2014]. Some of the tools

are intrinsically interconnected: ExoProfiler’s motif analysis depends on RSAT Web services, and

Eoulsan will soon be directly connected with RSAT peak-motifs, to enable a fully automatised

ChIP-seq analysis pipeline. Apart from Eoulsan, which is only accessible at the command-line, all

other tools were developed with user-friendly interfaces to enable their usage by non-experts.

Regarding Biology, my work has also contributed to a better understanding of (i) the evolution

of Hox and ParaHox gene families across metazoans, and of (ii) the transcriptional regulation

by the glucocorticoid receptor. Regarding the first point, my contributions consist in proposing

models for the evolution of Posterior and Central Hox genes in bilaterians, for the origin of Hox and

ParaHox in early metazoans. I have contributed to the detection of new putative Hox genes, and

to the improvement of Hox gene annotation. Regarding the second point, my collaboration with

S. Meijsing’s experimental lab has uncovered new sequences that are driving or preventing the

binding of GR (Fig. 4.1). Apart from the classical GR recognition of its consensus sequence (Fig.

4.1A), ChIP-exo experiments have revealed that GR can recognise more degenerate sequences

59
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than anticipated (Fig. 4.1B), and likely forms a heterodimer with ETS or TEAD proteins (Fig. 4.1C).

ChIP-seq experiments have allowed us to show that the gamma isoform of GR recognises specific

motifs, which are not recognised by the alpha isoform (Fig. 4.1D). ChIP-seq experiments have

also unravelled motifs that are under-represented, and that prevent the binding of GR to nearby

regulatory elements (Fig. 4.1E).
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Figure 4.1: Summary of sequences that affect the binding of GR. Panel A depicts the classical recognition of the GR
consensus sequence. The other panels summarise the new motifs and likely binding mechanisms uncovered in our work.
The experiment (ChIP-seq or ChIP-exo) is indicated, as well as the corresponding publication.

We now have at hand accumulating functional genomics data that provide us with informa-

tion on which genes are expressed, in response to which regulatory signals, within a particular

three dimensional organisation of DNA, and even reaching now the single-cell resolution. Most of

these datasets relate to vertebrates, and more particularly human and mouse. Although of huge

interest to construct gene regulatory networks (GRN) of TFs with key roles in developmental pro-

cesses, these datasets are limited when one wants to study the evolution of these GRN across

the animal kingdom. To this end, it is already possible to scan genomic sequences to predict reg-

ulatory elements in non-model organisms (as I did with basal metazoan genomes to search for

Hox motifs [Hudry et al., 2014] ), but the results are often deceiving because of the poor quality

of assemblies and annotations. Millions of plant and animal genomes are expected in the next ten
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years [Stephens et al., 2015], but what will be the quality of these assemblies and annotations?

We already see a tendency for decreasing qualities, even for ’key’ genomes such as Ctenophore,

because producing high-quality and well-annotated assemblies requires a lot of time and effort.

Apart from sequence assemblies and annotation, the results of TFBS prediction are hampered by

a high number of false predictions. Tentatively, more and more functional genomics datasets (e.g.

chromatin accessibility with ATAC-seq, or ChIP-seq targeting histone modifications) will be avail-

able for non-model organisms, which will reduce the false positives and enable a more systematic

study of the evolution of developmental GRN across metazoans. There is currently only one ChIP-

seq dataset for a non-model organism (histone modifications in the sea anemone N. vectensis)

in the Gene Expression Omnibus database. Yet, computational methods for de novo assembly of

ChIP-seq fragments have already been proposed, to perform motif analysis in ChIP-seq without

reference genome assembly [He et al., 2015b].

We have now entered the Big Data era, and more and more datasets will be produced in the

near future. I cannot help but wonder : what will we do with these zettabytes of data? Advanced

techniques to integrate hundreds of datasets, and extract more information are growing fast (such

as ”deep learning”, actively developed by Google, which released an open source machine learn-

ing infrastructure1). Yet, increasing our knowledge in Biology should remain the driving force, which

could be achieved by exploring already-produced datasets in innovative ways, rather than system-

atically producing increasing amount of datasets. Using these datasets to define dynamical models

for regulatory networks can offer a mechanistic understanding of the biological system, but meth-

ods need to be developed to facilitate such integration. Data accessibility poses challenges too, so

that raw and processed data continue to be freely available to the community, despite increasing

number of datasets (of increasing sizes!). Small labs are already confronted by the problem of

disk space cost. To reduce disk usage, a reasonable solution may be to investigate novel systems

dedicated to data compression of sequence files.

Ethical and legal aspects of genomic sequences are unfortunately lagging behind, as the tech-

nological advances happen at an unprecedented fast pace. What will happen in 2025 when up to

2 billion humans will have their genome sequenced [Stephens et al., 2015], with the technology to

edit genomes at hand? I often wonder if we are heading for Gattaca2.

1TensorFlow, november 2015
2Gattaca,1997, science fiction film directed by Andrew Niccol, depicting a society where parental genomes are geneti-

cally manipulated before in-vitro fertilisation, to engender enhanced individuals
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9. Thomas-‐Chollier	  M,	  Herrman	  C,	  Defrance	  M,	  Sand	  O,	  Thieffry	  D,	  van	  Helden	   J.	   "RSAT	  peak-‐motifs:	  motif	  analysis	   in	  
full-‐size	  ChIP-‐seq	  datasets",	  Nucleic	  Acids	  Research,	  40(4)	  2012	  

10. Thomas-‐Chollier	  M#,	  Hufton	  A,	  Heinig	  M,	  O'Keeffe	  S,	  El	  Masri	  N,	  Roider	  HG,	  Manke	  T,	  Vingron	  M.	  "Transcription	  factor	  
binding	  predictions	  using	  TRAP	  for	  the	  analysis	  of	  ChIP-‐seq	  data	  and	  regulatory	  SNPs",	  Nature	  Protocols,	  6(12):1860-‐
9	  2011	  

11. Thomas-‐Chollier	  M#,	   Defrance	  M,	  Medina-‐Rivera	   A,	   Sand	   O,	   Herrmann	   C,	   Thieffry	   D,	   van	   Helden	   J#.	   "RSAT	   2011:	  
Regulatory	  Sequence	  Analysis	  Tools",	  Nucleic	  Acids	  Research,	  39:W86-‐91	  2011	  

12. Medina-‐Rivera	  A,	   Abreu-‐Goodger	   C,	   Thomas-‐Chollier	  M,	   Salgado	  H,	   Collado-‐Vides	   J,	   van	  Helden	   J.	   "Theoretical	   and	  
empirical	  quality	  assessment	  of	  transcription	  factor-‐binding	  motifs",	  Nucleic	  Acids	  Research,	  39(3):808-‐24	  2011	  	  

13. Thomas-‐Chollier	  M#,	  Ledent	  V,	  Leyns	  L,	   	  Vervoort	  M	  “A	  non-‐tree-‐based	  comprehensive	  study	  of	  metazoan	  Hox	  and	  
ParaHox	  genes	  prompts	  new	  insights	  into	  their	  origin	  and	  evolution	  ”,	  BMC	  Evolutionary	  Biology,	  10:73	  2010	  (highly	  
accessed)	  

14. Sand	  O,	  Thomas-‐Chollier	  M,	  van	  Helden	  J.	  “Retrieve-‐ensembl-‐seq:	  user-‐friendly	  and	  large-‐scale	  retrieval	  of	  single	  or	  
multi-‐genome	  sequences	  from	  Ensembl.”,	  Bioinformatics,	  15;25(20):2739-‐40	  2009	  

15. Thomas-‐Chollier	   M*,	   Sand	   O*,	   Turatsinze	   J-‐V,	   Janky	   R,	   Defrance	   M,	   Vervisch	   E,	   van	   Helden	   J	   “RSAT:	   Regulatory	  
Sequence	  Analysis	  Tools”,	  Nucleic	  Acids	  Research,	  36:W119-‐W127	  2008	  

16. Sand	   O,	   Thomas-‐Chollier	   M,	   Vervisch	   	   E	   ,	   van	   Helden	   J.	   “Analyzing	   multiple	   datasets	   by	   inter-‐connecting	   RSAT	  
programs	  via	  SOAP	  Web	  Services	  –	  an	  example	  with	  ChIP-‐chip	  data”,	  Nature	  Protocols,	  3:10	  2008	  

17. Turatsinze	   J-‐V*,	   Thomas-‐Chollier	   M*,	   Defrance	   M,	   van	   Helden	   J.	   “Using	   RSAT	   to	   scan	   genome	   sequences	   for	  
transcription	  factor	  binding	  sites	  and	  cis-‐regulatory	  modules”,	  Nature	  Protocols,	  3:10	  2008	  

18. Thomas-‐Chollier	  M#,	  Ledent	  V	  "Comparative	  phylogenomic	  analyses	  of	   teleost	   fish	  Hox	  gene	  clusters:	   lessons	   from	  
the	  cichlid	  fish	  Astatotilapia	  burtoni:	  comment",	  BMC	  Genomics,	  9:35	  2008	  	  

19. Thomas-‐Chollier	   M,	   Leyns	   L,	   Ledent	   V	   "HoxPred:	   automated	   classification	   of	   Hox	   proteins	   using	   combinations	   of	  
generalised	  profiles",	  BMC	  Bioinformatics,	  8:247	  2007	  
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20. Simionato	  E,	  Ledent	  V,	  Richards	  G,	  Thomas-‐Chollier	  M,	  Kerner	  P,	  Coornaert	  D,	  Degnan	  BM,	  Vervoort	  M.	  "Origin	  and	  
diversification	   of	   the	   basic	   helix-‐loop-‐helix	   gene	   family	   in	  metazoans:	   insights	   from	   comparative	   genomics.",	  BMC	  
Evolutionary	  Biology,	  7:33	  2007	  (highly	  accessed)	  

1025	  citations,	  h-‐index	  12	  (Google	  scholar).	  
Article	  n°1	  features	  Stefanie	  Schoene,	  the	  PhD	  student	  that	  I	  co-‐supervise	  with	  S.	  Meijsing.	  
Article	  n°2	  features	  Roberto	  Tirado	  Magallanes	  and	  Pierre-‐Marie	  Chiaroni,	  two	  M2	  students	  that	  I	  supervised.	  
Articles	  n°2,4,5	  features	  Céline	  Hernandez,	  a	  bioinformatics	  engineer	  that	  I	  supervised.	  
Article	  n°5	  features	  as	  co-‐first	  author	  Jonas	  Ibn-‐Salem,	  a	  M2	  student	  that	  I	  co-‐supervised	  with	  S.	  Meijsing.	  
Article	   n°6	  was	  mentioned	   in	   a	   perspective	  article:	   Ferrier	   D	   "Evolutionary	   developmental	   biology:	   The	   Hox-‐TALE	   has	  
been	  wagging	  for	  a	  long	  time"	  eLife	  3:e02515	  2014.	  

Book	  Chapter	  

Leyns	   L,	   Piette	   D	   and	   Thomas-‐Chollier	   M.	   (2005).	   “Evo-‐devo:	   paleontologie	   zonder	   fossielen?”.	   In	   :	   Evolutie	   vandaag,	  
Brussel,	  VUBPRESS,	  125-‐146	  (in	  Dutch).	  

Software	  

HoxPred	  (http://cege.vub.ac.be/hoxpred):	  complete	  development	  of	  a	  classification	  tool	  for	  Hox	  and	  ParaHox	  genes.	  
RSAT	   (http://rsat.ulb.ac.be/rsat/):	   contribution	   to	   the	   development	   of	   programs	   to	   perform	   motif	   scanning,	   motif	  
discovery	  in	  ChIP-‐seq	  datasets	  and	  motif	  quality.	  Design	  of	  Web	  Service	  access,	  user	  interface	  and	  analysis	  workflows.	  
TRAP	  (http://trap.molgen.mpg.de):	  increased	  the	  usability	  of	  the	  program,	  and	  development	  of	  a	  website.	  	  
ExoProfiler	  (https://github.com/ComputationalSystemsBiology/ExoProfiler):	  prototyping,	  supervision	  of	  development.	  

International	  Conferences	  

With	  invitation:	  
• Bringing	  Maths	  to	  life.	  October	  2015,	  Naples,	  Italy.	  
• 15th	  Evolutionary	  Biology	  Meeting.	  September	  2011,	  Marseille,	  France.	  	  

With	  oral	  presentation:	  
• Condition-‐specific	  Binding	  of	  the	  Glucocorticoid	  Receptor	  

Sixth	  Annual	  RECOMB/ISCB	  conference	  on	  Regulatory	  and	  Systems	  Genomics.	  November	  2013,	  Toronto,	  Canada.	  	  
• RSAT	  peak-‐motifs:	  efficient	  prediction	  of	  transcription	  binding	  sites	  from	  genome-‐wide	  peak	  sets	  

The	  next	  NGS	  challenge.	  May	  2013,	  Valencia,	  Spain.	  
• New	  insights	  into	  the	  origin	  and	  evolution	  of	  Hox	  and	  ParaHox	  genes	  

3rd	  Euro	  Evo	  Devo	  Conference	  (EED).	  July	  2010,	  Paris,	  France.	  	  

Poster	  presentations	  (selection	  as	  senior	  author):	  	  
• R	   Tirado	   Magallanes,	   C	   Hernandez,	   D	   Thieffry,	   M	   Thomas-‐Chollier	   Evaluation	   of	   a	   probabilistic	   partitioning	  

approach	  to	  systematically	  refine	  ChIP-‐seq	  peaks	  location.	  [BC]2.	  June	  2015,	  Basel,	  Switzerland.	  	  
• PM	  Chiaroni,	  D	  Thieffry,	  M	  Thomas-‐Chollier	  Prediction	  of	  transcription	  factor	  motifs	  and	  binding	  sites	  from	  multiple	  

histone	   mark	   ChIP-‐seq	   datasets.	   European	   Conference	   on	   Computational	   Biology	   (ECCB14).	   September	   2014,	  
Strasbourg,	  France.	  	  

Participation	  with	  poster	  presentations:	  	  
• EpiGeneSys:	  Annual	  Meeting.	  November	  2014,	  Barcelona,	  Spain.	  
• European	  Conference	  of	  Computational	  Biology	  (ECCB/	  JOBIM).	  September	  2014,	  Strasbourg,	  France.	  
• Journees	  Ouvertes	  de	  Biologie,	  Informatique	  et	  Mathematiques	  (JOBIM).	  July	  2013,	  Toulouse,	  France.	  
• SIG	  regulatory	  Genomics	  (ISMB13/ECCB13).	  July	  2013,	  Berlin,	  Germany.	  
• European	  Conference	  of	  Computational	  Biology	  (ECCB).	  September	  2010,	  Ghent,	  Belgium.	  
• HOX	  and	  TALE	  homeoproteins	  in	  Development	  and	  Disease.	  May2009,	  Carmona,	  Spain.	  
• European	  Conference	  of	  Computational	  Biology	  (ECCB).	  November	  2008,	  Cagliari,	  Italy.	  
• 2nd	  Euro	  Evo	  Devo	  Conference	  (EED).	  August	  2008,	  Ghent,	  Belgium.	  
• Journées	  Ouvertes	  de	  Biologie,	  Informatique	  et	  Mathématiques	  (JOBIM).	  July	  2008,	  Lille,	  France.	  
• Benelux	  Bioinformatics	  Conference	  (BBC2007).	  November	  2007,	  Leuven,	  Belgium.	  
• Journées	  Ouvertes	  de	  Biologie,	  Informatique	  et	  Mathématiques	  (JOBIM).	  July	  2007,	  Marseille,	  France.	  
• Annual	  meeting	  of	  the	  International	  Society	  for	  Computational	  Biology	  (ISMB).	  June	  2005,	  Detroit,	  USA.	  
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National	  conferences	  

With	  invitation:	  
• Journées	  COMATEGE-‐SeqBio.	  November	  2015,	  Orsay,	  Paris.	  

With	  oral	  presentation:	  
• Condition-‐specific	  Binding	  of	  the	  Glucocorticoid	  Receptor	  

Journees	  Ouvertes	  de	  Biologie,	  Informatique	  et	  Mathematiques	  (JOBIM).	  July	  2015,	  Clermont-‐Ferrand,	  France.	  	  

Invited	  workshops	  and	  seminars	  

Workshops	  
Abroad:	  

•  Workshop	  Ecole	  normale	  supérieure	  /	  National	  University	  of	  Singapore	  «Joint	  ENS-‐CSI	  Workshop	  on	  ChIP-‐seq	  
data	  analysis	  ».	  March	  2014	  (3	  days),	  Singapore.	  

•  1-‐day	  Workshop	  VIB-‐Bits	  «	  Hands-‐on	  introduction	  to	  ChIP-‐Seq	  analysis	  ».	  February	  2014,	  May	  2015,	  Leuven,	  
Belgium.	  Reinvitation	  for	  May	  2016.	  

In	  France:	  	  
•  Ecole	  de	  Bioinformatique	  AVIESAN	  «	  Initiation	  au	  traitement	  des	  données	  de	  génomique	  obtenues	  par	  séquençage	  

à	  haut	  débit	  ».	  November	  2013	  (1	  week)	  +	  October	  2014	  (1	  week),	  Roscoff.	  Reinvitation	  for	  November	  2016.	  
•  NUS-‐ENS	  workshop	  «	  Novel	  genome-‐wide	  approaches	  to	  decipher	  transcriptional	  and	  epigenetic	  regulation	  in	  

mammalian	  cells	  ».	  May	  2013	  (1	  day),	  Paris.	  
•  INSERM	  workshop	   «	  Approches	   bioinformatique	   pour	   décrypter	   la	   régulation	   des	   génomes	   ».	   October	   2011	   (1	  

week),	  Bordeaux.	  
Seminars	  
Abroad:	  

• University	  Medical	  Center	  Hamburg	  –	  Eppendorf.	  October	  2015,	  Hamburg,	  Germany.	  	  
• Centro	  de	  Ciencas	  Genomicas.	  March	  2015,	  Cuernavaca,	  Mexico.	  
• Universidad	  Autónoma	  del	  Estado	  de	  Morelos	  (UAEM).	  March	  2015,Cuernavaca,	  Mexico.	  
• Max	  Planck	  Institute	  for	  Molecular	  Genetics.	  November	  2014,	  Berlin,	  Germany.	  
• Genome	  Institute	  of	  Singapore.	  March	  2014,	  Singapore.	  	  
• Genetics	  and	  Genome	  Biology	  -‐	  Sick	  Kids.	  November	  2013,	  Toronto,	  Canada.	  	  
• Centro	  de	  Ciencas	  Genomicas.	  March	  2010,	  Cuernavaca,	  Mexico.	  	  	  

In	  France:	  	  
• UPMC.	  December	  2015,	  Paris.	  
• IGFL.	  December	  2015,	  Lyon.	  
• CGM.	  June	  2015,	  Gif-‐sur-‐Yvette.	  
• IGBMC.	  May	  2015,	  Strasbourg.	  
• IGBMC.	  June	  2013,	  Strasbourg.	  
• Réseau	  RENABI	  ChIP-‐seq,	  Institut	  Curie.	  June	  2013,	  Paris.	  
• Regional	  network	  of	  bioinformatics	  engineers.	  June	  2013,	  Lille.	  	  
• Ecole	  normale	  supérieure	  Paris.	  October	  2011,	  Paris.	  	  

Round	  table	  
• Invitation	  by	  the	  association	  “Jeunes	  Bioinformaticiens	  de	  France	  (JeBiF)”	  to	  round	  tables	  with	  master	  students:	  	  

«	  Working	  abroad	  ».	  March	  2014,	  Paris.	  «	  Les	  domaines	  de	  la	  bioinformatique»,	  December	  2015,	  Orsay.	  

Research	  supervision	  

Co-‐supervision	  of	  PhD	  students:	  3	  

• since	  2011:	  Stefanie	  Schöene,	  student	  at	  MPIMG	  Berlin	  (rate:	  50%;	  S.	  Meijsing:	  50%).	   In	  2015,	  she	  obtained	  the	  
UNESCO-‐L’Oréal	  prize	  «	  For	  Women	  in	  Science	  Deutschland	  ».	  	  

• since	   sept.	   2014:	   Samuel	   Collombet,	   student	   at	   IBENS	   (rate:	   25%;	   D.	   Thieffry:	   75%).	   Participation	   to	   his	   pre-‐
doctoral	  supervision	  since	  December	  2012.	  	  

• since	  january.	  2016:	  Céline	  Hernandez,	  student	  at	  IBENS	  (rate:	  50%;	  D.	  Thieffry:	  50%).	  

Supervision	  of	  master	  (M2)	  students:	  5	  

• 2013:	   Daniela	   Garcia	   (rate:	   50%;	   D.	   Thieffry:	   50%)	   and	   Jonas	   Ibn-‐Salem	   (ERASMUS	   student	   Frei	   Universität	  
Berlin,	  rate:	  75%;	  S.	  Meijsing:	  25%).	  
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• 2014:	  Pierre-‐Marie	  Chiaroni	  (rate:	  90%;	  D.	  Thieffry:	  10%)	  and	  Amhed	  Vargas	  Velazquez,	  (rate:	  20%,	  D.	  Thieffry:	  
80%).	  

• 2015:	  Roberto	  Tirado	  Magallanes	  (rate	  100%).	  

Supervision	  of	  undergraduate	  students:	  4	  

• 2011:	  Jan	  Patrick	  Pett	  (L3	  student,	  rate:	  100%).	  
• 2014:	  Benoit	  Noël	  (M1	  student,	  rate:	  100%).	  
• 2016:	  Cédric	  Michaut	  (M1	  student,	  rate:	  100%)	  and	  Geoffray	  Brelurut	  (M1	  student,	  rate:	  40%)	  

Supervision	  of	  bioinformatics	  engineer:	  1	  

• july	  2014-‐december2015:	  Céline	  Hernandez	  (rate:	  80%;	  D.	  Thieffry:	  20%).	  

Teaching	  

Ecole	  normale	  supérieure	  (full	  time,	  amounting	  to	  192h/year	  practical	  teaching	  	  “equivalent	  TD”)	  
L3:	  Bioinformatics	  
L3:	  Biology	  for	  non-‐biologists	  
M1:	  Computational	  Biology	  
M1+M2:	  training	  in	  maths	  and	  informatics	  
M2:	  Computational	  analysis	  of	  cis-‐regulatory	  elements	  
	  
Training	  for	  researchers	  (formation	  permanente)	  
“Introduction	  à	  l’analyse	  des	  données	  de	  séquençage	  à	  haut	  debit”,	  (3h)	  UPMC,	  2013,	  2014.	  
“Gentle	  introduction	  to	  command-‐line”,	  (1	  day)	  bioinformatics	  platform	  ENS,	  2014.	  
“Using	  published	  high-‐throughput	  datasets”,	  (1	  day)	  bioinformatics	  platform	  ENS,	  2014.	  
“Cours	  d’Analyse	  des	  genomes”,	  (2h)	  Institut	  Pasteur	  Paris.	  2013,	  2014,2015.	  

Research	  responsibilities	  

Grants	  obtained	  

• 2013:	  ANR-‐BMBF	  French-‐German	  funding	  as	  partner.	  Title	  of	  research	  project:	  Integrative	  Biology	  of	  
Osteoanabolic	  Networks	  in	  the	  Epigenome	  (iBone).	  Recruitment	  of	  a	  bioinformatics	  engineer.	  

• 2014:	  ANR	  (appel	  à	  projet	  générique)	  as	  partner.	  Title	  of	  research	  project:	  Characterisation	  of	  novel	  regulators	  of	  
dorsal-‐ventral	  axis	  formation	  upstream	  and	  downstream	  of	  Nodal	  in	  the	  sea	  urchin	  and	  modelling	  of	  the	  gene	  
regulatory	  network	  activated	  by	  Nodal	  (echiNodal).	  Recruitment	  of	  a	  bioinformatics	  engineer	  in	  July	  2015.	  

• 2016:	  Institut	  Français	  de	  Bioinformatique	  as	  partner.	  Title	  of	  research	  project:	  Coupling	  Genomicus	  and	  RSAT	  to	  
analyze	  large-‐scale	  functional	  genomics	  datasets	  and	  	  prioritize	  candidates	  for	  experimental	  validation	  (RSATicus).	  
Recruitment	  of	  a	  bioinformatics	  engineer	  in	  July	  2016.	  

• 2016:	  COST	  as	  partner.	  Title:	  Gene	  Regulation	  Ensemble	  Effort	  for	  the	  Knowledge	  Commons	  (GREEKO).	  
Participation	  to	  the	  writing	  of	  several	  grant	  applications	  obtained	  in	  the	  name	  of	  D.	  Thieffry	  (2	  ITMO,	  1	  Merlion)	  
	  
Bioinformatic	  software	  
Co-‐responsible	   with	   Jacques	   van	   Helden	   of	   the	   maintenance	   and	   scientific	   direction	   of	   the	   software	   suite	   Regulatory	  
Sequence	  Analysis	  Tools	  (RSAT,	  http://rsat.eu).	  	  This	  bioinformatics	  suite	  of	  tools,	  which	  enables	  analysis	  of	  cis-‐regulatory	  
regions	   in	   genome	   sequences,	   is	   very	   popular	   (15,000	   requests	   per	  months)	   and	   available	   through	   6	   public	   servers	   in	  
Europe	  and	  Mexico.	  Last	  year,	  we	  were	  invited	  to	  present	  the	  latest	  developments	  in	  the	  Web	  Server	  issue	  of	  Nucleic	  Acids	  
Research.	  In	  addition	  to	  participation	  to	  the	  maintenance	  and	  tool	  developments,	  I	  am	  also	  involved	  in	  training	  users.	  

Organisation	  of	  workshops	  	  

• Co-‐organisation	  with	  Jacques	  van	  Helden	  of	  the	  one-‐day	  France	  Génomique	  workshop	  on	  ChIP-‐seq.	  April	  2015,	  
Paris,	  France.	  

• Co-‐organisation	  with	  Jacques	  van	  Helden	  of	  the	  one-‐day	  workshop	  «	  Analysis	  of	  cis-‐regulatory	  motifs	  from	  high-‐
throughput	  sequence	  sets	  »	  within	  the	  conference	  JOBIM	  2014	  /	  ECCB	  2014.	  	  September	  2014,	  Strasbourg,	  France.	  

• Co-‐organisation	  with	  Sebastiaan	  Meijsing	  of	  the	  3	  days	  French-‐German	  workshop	  «	  Mechanisms	  of	  transcriptional	  
and	  epigenetic	  regulation	  ».	  November	  2014,	  Berlin,	  Germany.	  Obtained	  a	  financial	  support	  from	  the	  CNRS-‐MPG	  
research	  network	  in	  System	  Biology	  (GDRE	  SysBio).	  

Referee	  	  
International	   journals:	  Nucleic	   Acids	   Research,	   Bioinformatics,	   PLoS	  One,	   PLoS	   Computational	   Biology,	   BMC	  Evolutionary	  
Biology,	  Journal	  of	  Experimental	  Zoology	  part	  B	  and	  Mammalian	  Genomes.	  
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Teaching	  responsibilities	  

• Responsible	  for	  2	  teaching	  modules	  at	  M2	  level.	  
• Co-‐responsible	  of	  3	  teaching	  modules	  at	  L3	  and	  M1	  levels.	  
• Participation	  to	  establishing	  of	  a	  novel	  module	  in	  L3/M1/M2	  entitled	  “soft	  skills”	  (writing	  reports,	  design	  posters,	  

giving	  oral	  presentations,	  understanding	  the	  organisation	  of	  academic	  research	  in	  France,…).	  
• Co-‐responsible	   of	   the	   re-‐organisation	   of	   the	   website	   of	   the	   Department	   of	   Biology	   of	   ENS	   (2013-‐2015):	  

integration,	  rationalisation	  and	  complete	  rethinking	  of	  all	  previous	  research	  and	  teaching	  websites,	   recruitment	  
and	  weekly	  meetings	  of	  a	  web	  designer,	  regular	  presentations	  to	  the	  board	  of	  directors.	  

• Supervision	  of	  4	  teaching	  assistants	  annually	  (moniteurs).	  
• Member	  of	  the	  selection	  committee	  for	  student	  applications	  to	  ENS	  Biology	  department	  in	  M1	  and	  M2.	  
• National	  exam	  to	  enter	  ENS	  (Concours	  des	  ENS)	  2014:	   test	  of	   the	  questions	   for	   the	  Biology	  written	  entry	  exam	  

(BCPST),	  participation	  to	  the	  correction	  of	  this	  written	  exam	  and	  to	  admissibility	  jury.	  

Administrative	  responsibilities	  

• Elected	  member	  in	  the	  council	  of	  the	  Société	  Française	  de	  BioInformatique	  (SFBI)	  since	  2014,	  vice-‐president	  since	  
September	  2015.	  

• Elected	  member	  of	  the	  “conseil	  d’institut”	  of	  IBENS	  since	  2015.	  
• Organisation	   committee	   of	   the	   Ecole	   de	   Bioinformatique	   AVIESAN	   (program,	   organisation,	   selection	   of	  

participants,	  responsible	  for	  the	  ChIP-‐seq	  workshop)	  since	  2014.	  
• Program	  committee	  for	  the	  RegGenSIG	  (ISMB	  satellite	  meeting)	  2014-‐2015.	  
• Responsible	  for	  organizing	  the	  best	  presentation/poster	  awards	  at	  JOBIM	  2015.	  
• Participation	  as	  jury	  member	  for	  recruiting	  an	  associate	  professor	  (MCU)	  in	  Toulouse,	  2015.	  
• Participation	  as	  jury	  member	  for	  recruiting	  an	  associate	  professor	  in	  Brussels,	  2016.	  
• PhD	   committee	   of	   Wolfgang	   Kopp	   (MPIMG	   Berlin,	   Germany)	   since	   2014,	   Yuvia	   Perez	   Rico	   (UPMC,	   Paris)	   and	  

Damien	  Monet	  (UPMC,	  Paris)	  since	  2015,	  Antonin	  Thiebaut	  (UPMC,	  Paris)	  since	  2016.	  

Information	  on	  career	  

• 6	  months	  of	  maternity	  leave	  in	  2012	  
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