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III Paul Sabatier, France.

Tous mes remerciements vont aux membres du Jury. Merci aux rapporteurs,
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aux autres personnes qui sont passés par le labo avec qui j’ai eu l’occasion de

travailler.

Je remercie l’ensemble de l’équipe de secourisme de la Croix Rouge française
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Notation and Definitions

• N∗ is the set of natural numbers such that N∗ = N\{0}.

• Rn is the real vector space of dimension n.

• Rn×m is the set of real-valued matrices with dimension n×m.

• R≥0 is the set of non-negative real numbers, including zero.

• R>0 is the set of non-negative real numbers, excluding zero.

• {0, 1}n is the vector with binary components (0 or 1), of dimension n.

• {0, 1}n×m is the matrix with binary components (0 or 1), of dimension

n×m.

• In is the identity matrix of dimension n× n.

• 0 denotes a vector or a matrix filled with 0, of appropriate dimension.

• diag(A1, . . . , An) is a matrix with A1, . . . , An as diagonal elements.

• eh denotes column h of the identity matrix, or the hth vector of the Eu-

clidean basis.

•
∥∥∥x∥∥∥ =

√
x2

1 + · · ·+ x2
n is called l2 norm or Euclidean norm where x ∈ Rn

and x =
[
x1 · · · xi · · · xn

]T
.

•
∥∥∥x∥∥∥

1
=
∑n

i=1

∣∣∣xi∣∣∣ is called l1 norm or Taxicab norm where x ∈ Rn and

x =
[
x1 · · · xi · · · xn

]T
.

• ‖x‖∞ = max(|x1|, ..., |xn|) is called l∞ norm where x ∈ Rn and x =[
x1 · · · xi · · · xn

]T
.
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Introduction

“Radio has not future. ”

“Wireless [telegraphy] is all very well but I’d rather send a massage

by a boy on a pony!”

Lord Kelvin (Sir William Thomson),

British physicist originally of absolute zero.

Context

Technological and technical developments performed in the areas of wireless com-

munication, micro-electronics and system integration have led to the advent of

a new generation of large-scale sensor networks suitable for various applications

[1]. Consider a set of small electronic devices (the so-called sensor nodes), au-

tonomous, equipped with sensors and able to communicate with each other wire-

lessly. Together they form a Wireless Sensor Network (WSN) capable of moni-

toring a phenomenon of interest, and possibly react on the environment. They

can provide high level information about this phenomenon to users by the com-

bination of measurements taken by the various sensors and then communicated

via the wireless medium.

This technology promises to revolutionize our way of life, work and interact

with the physical environment around us. Sensor nodes, which able to commu-

nicate wirelessly together with distributed computing capabilities, allow devel-

oping new applications that were impractical or too expensive a few years ago.

Today, tiny and inexpensive sensor nodes can be literally scattered on roads,

bridges, buildings wings of planes or forests, creating a kind of “second digital

skin” which can detect various physical phenomena such as vibrations created by

earthquake or the change in the shape of a mechanical structure, or fire appear-

ance and evolution in forests. As a consequence, many applications deal with

the detection and monitoring of disasters (earthquake, flooding), environmental

monitoring and mapping of biodiversity, intelligent building, advanced farming

techniques, surveillance and preventive maintenance of machinery, medicine and

health, logistics and intelligent transportation systems.
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INTRODUCTION

WSNs are often characterized by a dense deployment of nodes in large-scale

environments with various limitations. These limitations are related to process-

ing and memory capabilities, radio communication ranges, but also to energy

resources as the sensor nodes may be powered by batteries. Note that even if

sensor nodes are connected to power lines, they must be power-efficient because

it is not acceptable from an ecology viewpoint, to drastically increase the number

of power plants just to feed all these new devices. For sensor networks powered

by batteries, changing the batteries has an extra cost related to their recharge

and/or change that must be taken into account. Moreover, as the batteries in the

network will certainly not be drained at the same time, the network maintenance

teams change all the batteries during a unique intervention, leading to a subop-

timal discharge of some of the batteries. Also, the sensor nodes may be placed

in locations that are hard to access, for safety or economic reasons. Indeed, it is

widely recognized that the energy limitation is an unavoidable issue in the design

and deployment of WSNs because it imposes strict constraints on the network

operation. Basically, the power consumption of the sensor nodes plays an im-

portant role in the life of the network. This aspect has become the predominant

performance criterion for sensor networks. If we want the sensor network to per-

form its functionality satisfactorily as long as possible, these energy constraints

implies compromises between different activities both at the node level and at

the network layers.

Objective and Motivation

Energy management of WSN must be tackled at different levels, from node level

to network level. Indeed, the sensor nodes themselves should be energy aware. In

general, saving energy eventually consists in finding a compromise between the

different energy consuming activities. The literature related to WSNs recognizes

that the radio part of a sensor node is the most consuming part of the nodes [2].

The research community has also proposed various energy-aware protocols at all

layers of the Open System Interconnection (OSI) model. They can naturally be

split into two classes. The first class of protocols has been developed in the area

of ad-hoc networks1. However, the application of these protocols to each specific

WSN unsurprisingly leads to a high complexity and energy cost unaffordable for

sensor nodes powered by batteries. The second class of protocols is dedicated

to sensor networks. They are often designed and tuned for a given application.

However, many of them are applied and deployed for any application context

despite their drawbacks, especially related to their power consumption. Also,

many progresses have been done for the different units of a sensor node. Now,

1A wireless ad-hoc network is a decentralized type of wireless network. The network is ad-
hoc because it does not rely on a pre-existing infrastructure, such as routers in wired networks
or access points in managed (infrastructure) wireless networks.
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the low power techniques are used to design all parts of a node. For instance,

the techniques relate to the advanced control of the supply voltage and clock

frequency in the computing unit or the control of the radio power while watching

quality of link in the communication unit. Their combinations provide a low-

power future of whole sensor node.

For all these reasons, it is necessary to combine these achievements in different

network layers and at node level, a global vision on the WSN and its consump-

tion. It allows to manage the heterogeneity of used communication protocols and

sensor nodes. Using this global vision, the energy management strategies placed

on top of the sensor network can be developed to extend the lifespan of whole

WSN. Indeed, in many deployments, the controller at the application (moni-

toring, control) receives from the nodes more measurements than necessary, or

measurements that are strongly correlated. Therefore, control strategies must be

designed and implemented for the energy management at the application level

that takes into account the application requests in terms of data quantity (amount

of measurements). Basically, an appropriate management of data amount and

node switching that send data might provide further energy savings leading to

the extend of the network lifespan. They may implement innovative conserva-

tion techniques to improve the network performance, including maximizing of the

network lifespan.

Keeping this in mind, the work performed in this PhD thesis mainly deals

with the reduction of the energy consumption of a (wireless) sensor network

with strategies implemented at the application level, taking into account several

imposed constraints. Most of this work consists in designing power/energy man-

agement strategies based on control approaches. The strategies proposed must

ensure that the constraints imposed by the application in terms of amount of

received data are fulfilled, while the network so-called lifespan is extended, com-

pared current “basic” deployments 2. The network lifespan is defined as the time

period when the network provides the required amount of data.

Contributions

This PhD thesis has been performed in coooperation between the Laboratoire

d’Analyse et d’Architecture Systemes (LAAS) and the Laboratoire de

l’Électronique et des Technologies de l’Information from the French

Atomic and Alternative Energy Commission (CEA-LETI).

As stated above, this PhD thesis deals with the minimization of the energy

consumption of a set of nodes at the application level by the employing control

theory, taking into account some constraints imposed by an application. The

2A “basic” deployment means the situation without control where any node is activated
without any priority (any control strategy).
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INTRODUCTION

proposed strategies must ensure that the constraints imposed by the application

in terms of amount of received data are fulfilled, while the network lifespan is

extended, compared to “basic” scheme of current deployments.

The power/energy management strategies require first to model the power/

energy consumption of the set of sensor nodes, taking into account real-life phe-

nomena such as the fact that some nodes may become unreachable (for instance

due to radio link disturbances) and come back in a reachable condition. The

model must also take into account current nodes features, such as their capa-

bility to work in different functioning modes with different power consumptions.

Note that the nodes may autonomously switch from one mode to another one,

depending for instance on the level of radio disturbances.

Two control strategies have been proposed:

• a first one based on Model Predictive Control (MPC). This approach nat-

urally takes into accounts the constraints that must be fulfilled by the con-

trolled system, that is the sensor network;

• a second one based on a Hybrid Dynamic System (HDS) approach. In-

deed, the controlled system is per se hybrid: dynamics that illustrate the

charge/discharge of batteries are continuous while dynamics related to the

change of the sensor mode are discrete.

A relevant common assumption of both control approaches is that the infor-

mation related to the energy that remains in the batteries is accessible by the

controller. Actually, there is no sensor that can directly measure this remaining

energy. To resolve this problem, an estimation method of the remaining energy in

the node battery must be implemented. However, this estimation method must

exhibit a low computational complexity, especially if it is embedded in the sensor

nodes, in order not to increase the energy consumption of nodes. Basically, this

estimation algorithm will consume extra energy, this explains why it must be as

simple as possible.

The main contributions of this work are:

• modeling of the energy consumption in the whole set of sensors for both

approaches. In the case of the MPC approach (Chapter 2), the model

is a state space one in discrete time. The state represents the remaining

energy in the node batteries. The control vector contains binary values

with constraints which express the fact that a node can be in a unique

functioning mode. For the HDS approach (Chapter 3), the continuous time

model describes the energy evolution in the node batteries. The discrete

part of the model describes when nodes swap their roles;

• development of two control strategies to reduce the energy consumption

of the WSN. As mentioned before, they are based on the MPC approach

xiv
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(Chapter 2) and on the HDS approach (Chapter 3). The common objective

is to increase the WSN lifespan when a given service is assured. This is

accomplished by the choice of nodes placed in the Active mode, while other

nodes are either in the Standby mode or in the Unreachable condition.

This choice is guided by a tread-off between the energy consumption and

remaining energy in a node battery;

• implementation of a method to estimate the battery remaining capacity.

After an analysis of the literature with respect to the estimation of the

State-of-Charge of batteries, a low computation cost technique is chosen

and adapted to be implemented. It has been successfully implemented in

real-life experiments (Chapter 4);

• analyzes of various realistic scenarios in simulation in Matlab/Simulink en-

vironments for both MPC and HDS approaches (Chapters 2 to 4);

• implementation of both control strategies on a real test-bench. The results

has been analyzed and compared (Chapter 4).

Report Organization

This report is composed of four chapters. Chapter 1 one summarizes the context

of this PhD work, especially WSNs with some of their application fields. It

introduces the energy consumption issues that are tackled in this PhD thesis at

the application level. Then, the objectives are expressed and justified. In order

to replace our contributions in the general context of power/energy management

of a set of sensor nodes, different techniques that deal with the minimization

of the energy consumption in a WSN at the different network layer are shortly

discussed. Finally, this chapter presents the traditional architecture and power

consumption of a sensor node.

The goal of the Chapter 2 is to propose an energy/power management strategy

based on an MPC approach to increase the network lifespan. It firstly introduces

the main MPC concepts. After that, the system is modeled, taking into account

the different constraints that exist in real-life conditions. The MPC problem is

then expressed in our context. Note that depending on the optimization cost, a

Mixed Integer Quadratic Programming (MIQP) problem or a Mixed Integer Lin-

ear Programming (MILP) one is solved. Several realistic scenarios are considered

to validate the proposed strategy.

Chapter 3 presents a second energy/power management strategy. Here, a

HDS approach is considered. This chapter firstly introduces the hybrid dynamical

phenomena. Then, the design of a hybrid scheduling law is used to describe the

sensor network activity evolution with respect to its remaining energy. After

that, the increase of the network lifespan and the minimization of the number

xv
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of switches using the HDS strategy are demonstrated. Simulations of a realistic

test-case show the effectiveness of this second control approach.

Chapter 4 compares the both control strategies first in simulation, then on

a real test-bench. This latter implements on-the-shelf devices. The assumptions

common to the MPC and HDS approaches are discussed together with the pecu-

liar assumptions to each control approach. The implementation details are also

described. Then results are analyzed and compared.

Finally, the chapter “Conclusions and Perspectives” summarizes the main

contributions and proposed future work directions.
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Chapter 1

Energy in Wireless Sensor

Networks

With the recent advances achieved over the last decade in highly integrated micro-

electronics, sensors and actuators, and low power wireless communication tech-

nologies, Wireless Sensor Network (WSN) have gained a significant interest from

both academic and industrial communities due to their potential to monitor and

control the physical world from remote locations which can be difficult to reach.

The WSN have an enormous potential for improving the functionalities of the

different industrial fields, enhancing peoples daily lives, and monitoring ecological

environment. They have already been used in a wide variety of applications such

as industrial machine and process control, building and facility automation, fire

rescue and medical monitoring, wild life tracking and agriculture monitoring.

However, implementing such networks remains a challenging task due to hard

requirements in terms of data processing and transmission capabilities as well as

computational power and energy resources.

In this chapter, we summarize the state-of-the-art related to the application

domains of WSNs, the requirements and challenges of WSN and the power con-

sumption issues in a sensor node and at different layers of the WSN. From this

the state-of-the-art, the problem formulation of this PhD thesis is presented.
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1.1 WSNs and related applications

To understand the requirements and trade-offs of WSNs, it is helpful to briefly

examine their origin and history. The early researches and developments in

WSNs were initially driven by military applications. The first development of

WSNs started in the 1980s by the distributed sensor networks program at the

Defense Advanced Research Projects Agency (DARPA) in the USA [3]. This

research program explored the challenges involved in implementing many spa-

tially distributed low-cost and autonomous sensor nodes that collaborate with

each other. The research results and testbeds generated many WSNs systems

with uses mainly in the military domain. Examples of WSN applications include

acoustic tracking sensors for low-flying aircraft and Remote Battlefield Sensor

Systems (REMBASS) [4]. At this time, the solutions proposed were very expen-

sive and dedicated only to military purposes. Even though researchers in the

1980s and early 1990s had in mind a global vision for a WSN, the processing

workstations and communications technologies were not yet available to support

their goals. The WSN research remained in the defense area until the end of

1990s and early 2000s when the first low-cost sensor nodes were developed [5].

From these years onward, the increasing miniaturization of micro-electrome-

chanical systems and radio frequency devices paved the way to a new area of

mobile networks and resulted in the emergence of many other potential appli-

cations, ranging from industrial to healthcare. One outcome of these advances

was the Smart Dust project [5] developed at the University of California at Los

Angeles, which focused on the development of highly miniature sensor nodes

called “motes”. This project demonstrated that a complete system composed of

a micro-controller, wireless transceiver, sensors, and interface circuits can be in-

tegrated in a single tiny CMOS chip that has the size of a grain of sand. Another

research effort was the PicoRadio project [6] initiated in 1999 to support the de-

velopment of low-cost and low-energy ad-hoc wireless networks that can power

themselves from the energy sources available in their operating environment, such

as vibrational or solar energy.

Currently, WSNs are viewed as one of the most important technologies of the

21st century due to the variety of possible applications [3]. A WSN may consist of

many types of sensors that monitor physical information including temperature,

light, movement, mechanical stress, etc. As shown in Figure 1.1, a huge number

of applications are possible. We split these applications into four key domains:

wearables, car and home automation, smart cities, and the industry. All these

applications are encompassed by the concept of connected smart world [7, 8].

Wearable devices: Thanks to technological advances, intelligent sensor nodes

may be integrated in devices such as wristwatch, wristband, glasses, shoes

or an ordinary jacket [9, 10]. The recent developments in pervasive services
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Figure 1.1: WSN application landscape

offer opportunities to provide an efficiency enhancement to human users.

“Smart” devices (e.g., wristband, chest strap monitors, jacket) monitor the

heart rate, compute calorie consumption and track (gestures) monitor [11].

Smart wristwatch and shoes are used by athletes to track sporting times, to

monitor fitness tracking and distance [12]. Overlays navigation directions

and information about points of interest directly on to the wearer’s field of

vision can be realized through glasses. Wearable devices can communicate

with other WSNs deployed in a car or at home.

Car and building automation: A smart car is a car that is equipped with

Internet access, and usually with a wireless local area network [13]. This

allows the car to access Internet with other devices both inside and outside

the vehicle. This car is also outfitted with special technologies that provide

security and comfort to the driver, for example, automatic notification of

crashes, notification of speeding and safety alerts. Other functionalities

include entertainment, navigation, roadside assistance, voice commands,

contextual help/offers, parking apps, engine controls and car diagnosis [14,

15].

Building automation represents another area for using WSNs. Sensor nodes
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can transform a traditional building into an ”intelligent” one that is aware

of its occupants special needs and responds accordingly. The term “intel-

ligent building” includes both the concept of individual networked home

(Smart home) and positive energy building (Smart Building) [16]. Building

automation may include control of lighting, Heating, Ventilation and Air

Conditioning (HVAC), appliances (e.g. multimedia devices [17]), security

lock of gates and doors and other systems, to provide improved comfort,

energy efficiency [18, 19, 20] and security [21].

The popularity of building automation has greatly increased in recent years

due to their affordability and simplicity of access through smart-phone and

tablet connectivity. A home automation system connects various type of

systems and devices in a house with each other. The techniques employed

in home automation include those in building automation as well as the

control of domestic activities, such as home entertainment systems, house-

plant and yard watering, pet feeding, ambiance change for different events

(such as dinners or parties), and the use of domestic robots [22]. Home

automation for the elderly and disabled can increase the quality of life

for these persons who might otherwise require caregivers or institutional

care. The flexibility and ease of installation of WSNs can speed up the

implementation of such buildings and contribute to the digital future of

humanity.

Smart cities: WSN technology is envisioned to play a key role in instrumenting

and interconnecting such smart urban environments. The objectives for a

smart city are to assure a more efficient resource management and a better

quality of life for the citizens by means of applications such as Smart Park-

ing, Traffic Management, Noise and Pollution Monitoring, Smart Lightning

(see Figure 1.2) [23, 24, 25].

Across the globe, some cities are currently revamping their critical infras-

tructure and services. At the same time, new cities appear that can in-

corporate the smart city vision from scratch [26]. Examples of such cities

are Songdo IBD in South Korea, Masdar City in Abu Dhabi, Besançon in

France, PlanIT Valley in Portugal, and SmartCity in Malta [27, 28].

Approximately 75% of the population of the European Union lives in urban

areas [29]. The smart city concept as the next stage in urbanization has

gained ground with policy makers, leading to huge investments. Resource

management and environmental sustainability are part of the smart city

concept. A smart city can be considered as an ecosystem, albeit one with

highly technical components. This type of urban metabolism is an open

and dynamic system that consumes, transforms, and releases materials and
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Figure 1.2: Smart city concept

energy, develops and adapts to changes, and interacts with humans and

other ecosystems.

Smart infrastructures: The sensor networks also have applications in other

smart infrastructures, among which: the industry, healthcare, environmen-

tal monitoring, military.

Industry: The industrial applications are continuously looking for more effi-

cient ways to improve production quality and reduce costs while minimizing

waste of energy and materials. Thus, it is not surprising that several orga-

nizations, such as CISCO [30] work on the possibilities of using WSNs to

monitor and enhance each step of a product including manufacture, delivery

and consumption. Sensor nodes can offer real-time access to information

about the equipment of plants, and prevent disruption of infrastructures

[31]. Unlike wired networks, WSNs are excellent candidates for monitoring

the entire life of a product, step by step from raw material provision used

for its fabrication to its final assembling. The equipment to be monitored

by WSNs can include assembly machines [32], product parts, logistics and

transportation (containers or vehicles) [33], warehouses palettes localization

[34], and end-user assets.

Healthcare: Health professionals are always looking for new techniques that

provide the best care to patients. Thus, WSNs may change the interaction

between the medical staff and their patients. The medical domain has pro-

duced many implementations of sensor networks ranging from equipment

and patient health monitoring to wireless medicine injection and control

[35]. Many health monitoring products implement WSNs such as SmartVest

[36], AMON [37], Wealthy [38]. These systems transmit wirelessly and con-

tinuously physiological parameters about the health of the patient (e.g.

they monitor vital signs, blood glucose, organ monitor, cancer detector
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[39], etc.) so that healthcare professionals can diagnose and assure timely

interventions.

Environmental monitoring: The growing concerns about ecology and the

impact of humanity on climate changes and global warming is pushing

scientists to use WSNs for environment protection. WSNs can ease the

measurement of environmental data [40, 41] for a huge number of applica-

tions such as agriculture, meteorology, geology, zoology, etc. Today, WSNs

are also used for the detection of forest fires [42] or floods and air pollu-

tion monitoring [43]. The advantage of using WSNs in such applications is

mainly due to the need for acquiring large amounts of data in a region that

would be costly to obtain using wired technologies. Based on this data,

researchers and engineers build models that can describe the behavior of

the environment and potentially predict disasters.

Military: The beginning of WSNs development focused on military appli-

cations [44]. One of the most important characteristics of WSNs that make

them prominent for military applications is their ability to autonomously

reorganize themselves [45, 46] to form a network capable of routing mea-

surements to the commanders. From defense’s perspective, WSNs represent

an important technology mandatory for maintaining soldiers safe in the bat-

tlefield [47]. In addition, WSNs could provide useful information such as

enemy troop movement, monitor the health of soldiers, coordinate resources

and defense, direct gunfire origin, monitor critical equipments, etc.

Today, many WSN applications described in this section are widespread.

Given the usefulness of such networks in our life, WSNs will continue their pro-

liferation in every domain [48] that will raise the requirements to the WSN.

1.2 Requirements and challenges of WSNs

The WSNs are currently receiving significant attention due to their unlimited

potential [49]. However, it is still very early in the lifespan of such systems

and many research challenges exist. Sensor nodes are typically equipped with

processing, sensing, power management and communication capabilities. In order

to handle a large variety of applications, a sensor node has to meet the following

requirements [50]:

Low Cost: usually, WSN are deployed using a large number of nodes, which

demands the development of low cost sensor node platforms that address

the specific WSN issues, such as those mentioned above. Low cost sensor

node platforms allow the deployment of large scale WSN, which is the

existing demand nowadays. The total cost contains the initial deployment
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and maintenance costs are two key factors that will drive the adoption of

WSN technologies. In data collection networks for research purposes, the

primary goal will be to collect data from many locations (without exceeding

their fixed budget). A reduction in per-node cost will result in the ability

to purchase more nodes, deploy a collection network with higher density,

and thus, collect more data.

Small Size: the node size also impacts the ease of network deployment. Smaller

nodes can be placed in more locations and used in more scenarios. It will

also reduce the power consumption and cost of sensor nodes.

Low Power: battery replacement can be difficult, expensive, or even impossi-

ble in harsh environments. To meet the multi-year application requirement,

individual sensor nodes must be low-power. To develop the low-power wire-

less sensor applications, the several essential issues such as efficiently har-

vest, convert, and store energy as well as the use of the available energy

in the most efficient way, without compromising performance (communi-

cation range, data rate, latency, and/or standards compliance) are crucial.

The average power consumption of WSN nodes should be in micro amps.

This ultra-low-power operation can only be achieved by combining both

low-power hardware components and low duty-cycle operation techniques.

Environmental Impacts: while telecommunication technologies are still seen

as “clean technologies”, they can have some harmful impacts on the envi-

ronment [51]. This situation becomes even more concerning given the fast

advancement of wireless systems creating real electromagnetic turbulence

of non-ionizing radiation on the habitat in which we live. For the reduction

of the possible negative impacts to humans and the environment, we must

define the rules and procedures for development, installation and operation

of the wireless technologies.

The requirements and challenges of a WSN highly depend on the application

domain. Nevertheless, many applications are concerned with energy consumption

challenges. This point will be addressed in this thesis. The energy consumption of

each sensor node separately and the WSN in its entirety can be considered. Since

most sensor nodes are battery-powered, it is important to reduce or completely

remove the battery replacement operation. Thus, to guarantee energy autonomy

for sensor nodes, energy harvesting represents an efficient solution that may re-

sults in a self-powered node. Reducing the excessive power consumption of the

nodes and/or of the number of active nodes by guaranteeing a given service re-

quested by the application is of primary importance to assure a long lifespan to

networks. The sensor nodes are unable to harvest energy from their environment

or that harvest very little energy or in an intermittent manner [52].
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1.3 Architecture and communication of WSNs

A sensor network usually contains (a lot of) small and possibly battery powered

nodes scattered in a sensor field [53] as shown in Figure 1.3. Each of these sensor

nodes has the capabilities to collect data and route it back to the gateway(s) (or

sink) directly (single-hop network architecture) or via other sensor nodes playing

the role of “repeaters” (multi-hop network architecture) [54], depending on the

network topology [55]. The gateway is used for interfacing with networks that

use different communication protocols. After, the gateway transmits data to the

supervisor and, in some cases, to end users. It is responsible for interconnecting

to a Wide Area Network such as the Internet [56, 57]. The supervisor monitor

and control (task management) of the area where sensor nodes are spread.

Figure 1.3: Architecture of the WSN

Three main communication schemes can be found for sensor networks [58, 59]:

Event-driven communication: The sensor nodes send data to the supervisor

when a specific event is detected (see Figure 1.4(a)). For example, for the

application of waste and glass container management [60], when the sensors

detect that the container level has crossed a threshold, this event is sent to

the supervisor. This latter will inform the authorities to send a truck to

unload the container.

Periodical communication: Sensor nodes periodically send information to the

supervisor (see Figure 1.4(b)). A typical example is in agriculture area [61]

where the nodes are deployed in a field to monitor the condition of the soil.

They periodically send information about soil conditions to optimize water

supply and nutrients.

Communication on request: The supervisor sends a request to one or a set

of nodes that must send their data (see Figure 1.4(c)). A typical example

of this scheme is the remote meter reading of water meters [62]. In this
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(a) Event-driven communication

(b) Periodical communication

(c) Communication on request

Figure 1.4: The communication architectures for WSNs

application, sensor nodes are deployed with water meters to monitor the

usage of customers. The supervisor can be seen as a data collection de-

vice. Once in front of the building where he must collect information, the

technician sends with his supervisor a request to collect information. When

the request is received by the destination node(s), it(they) will respond by

sending the information required by the supervisor.

These communication schemes can be present in the WSN separately or in

combination. The choice of the communication scheme depends on the applica-

tions and on the used hardware capability.
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1.4 Protocol stack for WSNs

A protocol stack model is commonly used in communication theory to describe

the processes taking place in a networked communication (between a supervi-

sor, gateway(s) and all sensor nodes) [63]. The protocol stack combines power

and routing awareness, integrates data with networking protocols, communicates

power efficiently through the wireless medium, and promotes cooperative efforts

of sensor nodes. The standard Open System Interconnection (OSI) model is

composed of seven layers [64]. In the context of WSN, the stack is only com-

posed of five layers [17]. It is also made up of cross planes/layers which include

the Task Management, Connection Management and Power Management planes

[53]. These are used to manage the network and make the sensors work together

in the correct order to increase efficiency.

1.4.1 Protocol stack description

The protocol stack for WSNs comprises the Application, Transport, Network,

Data Link and Physical layers [17, 65, 66]. Each layer has a set of functions that

it must perform in order for data packets to travel from a source to a destination

on the network. Below is a brief description of each layer in the WSN model as

shown in Figures 1.5.

Figure 1.5: The protocol stack of WSNs
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Application layer: This is the layer at which communication partners are iden-

tified. User authentication and privacy are considered, and any constraint

on data syntax is identified. This layer is not the application itself, although

some applications may perform application layer functions. It represents

the services that directly support applications such as software for file trans-

fers, database access, etc.

Transport layer: Standards at this layer ensure that all packets have arrived.

This layer also isolates the upper layer – which handle user and application

requirements from the details that are required to manage the end-to-end

connection.

Network (or Routing) layer: This layer handles the routing of the data, ad-

dresses messages and translates logical addresses and names into physical

addresses. It also determines the route from the source to the destination

computer and manages traffic problems (flow control), such as switching,

routing, and controlling the congestion of data packets.

Data Link layer: It is the layer that makes the link between software and hard-

ware. Data Link layer are divided into two sub-layers: I) the upper sublayer

– Logical Link Control (LLC) layer and II) the lower layer – Media Access

Control (MAC) layer. The LLC layer acts as an interface between the

MAC layer and the Network layer. Its main responsibility is to provide

services to the Network layer protocols and particularly to control frame

synchronization, flow control and error check. The MAC layer determines

the media access controlling on hardware devices and provides data ana-

lyzing based on physical signaling requirements of the medium. Since the

medium in WSNs is made of wireless technologies, enhancing the radio de-

sign and effective MAC protocols that will decrease the power consumption

in a radio is a main channeling issue in protocol design in MAC sublayer.

Functionalities of MAC protocol are changed depending on the Network

layer requirements, hardware specifications and network topologies [67].

Physical layer: It defines the electrical, mechanical, procedural, and functional

specifications for activating, maintaining, and deactivating the physical link

between end systems. Such characteristics as voltage levels, timing of volt-

age changes, physical data rates, maximum transmission distances, physical

connectors, and other, similar, attributes are defined by the Physical layer

specifications.

The configuration of the protocol stack depends on the application and devices

in a WSN. The protocols used at each layer strongly influence the communication

part and, as a consequence, the energy consumption of whole WSN.
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1.4.2 Plane description

We can consider that the five layers are split into three planes [68], namely, Task

Management, Connection Management and Power Management planes, as shown

in Figure 1.6.

Figure 1.6: Protocol stack for a WSN

Power Management plane: The main goal for the power management plan

is to take charge of managing the power supplies for all the different parts

of the sensor node such as sensing data, processing, broadcasting and re-

sponses that depend on a resourceful power management scheme at every

phase of the protocol layers [69]. For instance, at the MAC layer, to avoid

getting duplicated messages, a sensor node may turn off it receiver after re-

ceiving a message from one of its neighbors. Also, a sensor node broadcasts

to its neighbors that it is low in power and can not take part in routing

messages. The remaining power is reserved for sensing and detecting tasks.

At the network layer, a sensor node may select a neighbor node with the

most residual energy as its next hop to the gateway [70].

The power management can be used to maximize the node lifespan or/and

WSN (or network) lifespan. The WSN lifespan is the amount of time a

WSN would be fully operative. This means the amount of time till a certain

percentage of sensor nodes fails or survives in the network [71].

Connection Management plane: It is responsible for the configuration or re-

configuration of the sensor nodes in an attempt to establish or maintain the

network connectivity.
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This plane is responsible for realizing the communication between the nodes

and the supervisor. The handling of configuration and re-configuration of

the sensor nodes are through the connection management plan which ensure

continuous connectivity and node maintenance of the network whenever

changes to the topology due to breakdown of nodes, movement occurrence

and node addition.

In the connection management plane, a Quality of Service (QoS) is treated.

In sensor networks, the “traditional” QoS reflects the capacity of the com-

munication system to guarantee the performance required by the applica-

tion (speed, time packet transmission from end-to-end, packet loss rate)

[72]. The guarantees offered in terms of QoS are therefore dependent on

the intended application because of the different requirements and specific

characteristics of each type of data traffic. The metric used to ensure QoS

are the latency, the packet loss rate, the bandwidth and the data rate. Note

that it is not the QoS of a particular node that is relevant, but due to the

redundancy of the sensor nodes, rather QoS of the set of nodes assigned to

the same task.

In the literature, there are mainly two different approaches for supporting

the QoS in sensor networks. The first approach is related to the MAC

layer that operates its access control mechanisms, channel reservation and

scheduling data transmissions to provide the desired QoS [73]. The sec-

ond approach exploits the temporal variability of the radio channel at the

physical layer to improve the QoS. For example, the approach taken in [74]

allows for an allocation of the energy resources to ensure a bounded time

depending on the transmission conditions. While in [75], the modulation is

adjusted to increase the flow to determine, according to QoS constraints,

the best compromise time/energy consumed. While most sensor networks

research work (e.g. [76, 77]) focuses on the energetic efficiency, it there-

fore seems essential to find the right compromise between QoS and energy

efficiency at the risk of reducing the reliability of transmissions and thus

actually reduce the energy efficiency by increasing retransmissions of pack-

ets.

Task Management plane: It is responsible for the distribution of tasks among

sensor nodes to increase the network lifetime and improve the energy ef-

ficiency. The task management plane balances and schedules the sensing

tasks given to a specific region. Not all sensor nodes in that region are

required to perform the sensing task at the same time. As a result, some

sensor nodes may perform the task more often than others, depending on

their power level.

The Task Management plane is more related to the sensor nodes as they
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have to collaborate very efficiently with each other in order to perform a

certain task, working sequentially or concurrently. Allocation of tasks or

scheduling of the sensing between the sensor nodes is the main duty of

the task management plane. This procedure ensures energy efficiency im-

provement. Thereby the network lifespan is increased. Thus management

techniques can be applied to perform sharing of schedules for several sensors

nodes [78].

The communication protocols at different layer can be oriented towards the

energy, link quality or/and task management at the same times. In addition,

each sensor node and other devices of a WSN can have its own communication

protocols. However in the end, they must work in harmony, i.e. without conflicts

between the different layers and devices.

1.5 Traditional architecture and power consumption of a

sensor node

The WSN lifespan strongly depends on the lifetime of the single nodes that

constitute the WSN. The lifetime of a sensor node begins when it first boots and

ends when it is no longer able to communicate or perform its other basic tasks

[79]. While the sensor network community develops algorithms and methods for

power management of WSNs at the different layers, others from the hardware

development community proposes solutions to minimize the power consumption

of each unit that forms the sensor node.

1.5.1 Traditional architecture description

A sensor node consists of several units which correspond to a particular role, i.e.

acquisition, processing, or communication. It also includes a Power Supply unit

[53]. The functional units of a node are shown in Figure 1.7.

As can be seen, the node is split into four main units:

Sensing unit: It consists of one or several sensors and a read/write interface

(e.g., an Analog-to-Digital Converter (ADC)). Sensors collect information

from the physical world and convert it to electric signals. The analogue

signals produced by sensors are converted to digital signals by ADC. There

exists a plethora of sensors that measure environmental parameters such as

light, temperature, humidity, sound, etc.

The sensors are classified into three categories: (I) passive, omni-directional

sensors; (II) passive, narrow-beam sensors; and (III) active sensors. The

passive sensors sense data without actually manipulating the environment

by active probing. They are self-powered; that is, energy is needed only to
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NODE

Figure 1.7: Functional units of a wireless sensor node (adapted from [80])

amplify their analog signal. The active sensors actively probe the environ-

ment, e.g. a sonar or radar sensor, and they require continuous energy from

a power source. Narrow-beam sensors have a well-defined notion of direc-

tion of measurement, similar to a camera. Omni-directional sensors have no

notion of direction involved in their measurements. Host of the theoretical

work on WSNs deals with passive, omni-directional sensors. Each sensor

node has a certain area of coverage for which it can reliably and accurately

report the particular quantity of interest that it is observing.

Computing unit: This unit ensures intelligence to the node via a microproces-

sor or Micro-Controller Unit (MCU). The computing unit performs tasks,

processes data and controls the functionality of other components in the

sensor node. It can be used also for the management of the power sup-

ply unit. In the computing unit, the state of each unit (such as On, Idle,

Sleep, Deep sleep, Off ) and the functioning mode (such as Active, Standby)

of the whole node are controlled. Also, the wake-up of the sensor node is

launched.

Memory can be either volatile and non-volatile memory. Volatile memory

is memory that loses its contents when the computer or hardware device

loses power. Computer Random Access Memory (RAM) is an example

of a volatile memory and is why if our computer freezes or reboots when

working on a program, you lose anything that hasn’t been saved. Non-

volatile memory, sometimes abbreviated as NVRAM, is memory that keeps
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its contents even if the power is lost. EPROM is an example of a non-volatile

memory.

Communication unit: The communication unit comprises mainly the radio

transceiver (RF transceiver) with the amplifiers and associated electronics.

The RF transceiver enables the wireless communication with the gateway

and also between nodes. It implements all the necessary functionalities to

convert bits to radio waves and vice-versa. In the radio transceivers, the dif-

ferent wireless technologies (as shown in Table 1.1) based on standards and

operating in different frequency bands are embedded. The communication

unit can cause the node wake-up [81].

Power supply unit This unit supplies the energy to the node. It typically

consists of a battery with a DC-DC converter. Batteries, both rechargeable

and non-rechargeable, are the main source of power supply for sensor nodes.

They are also classified according to the electrochemical material used for

the electrodes such as NiCd (nickel-cadmium), NiZn (nickel-zinc), NiMH

(nickel-metal hydride), and lithium-ion. Some sensor nodes are able to

increase their energy from harvesting systems. Indeed, there are various

sources of ambient energy available for harvesting. These energy sources

can be categorized into five types: mechanical, thermal, solar, wind, and

radio-frequency [52]. Environmental energy harvesting represents a viable

option to increase the autonomy of a node when the battery is hard or

impossible to be recharged or replaced.

Table 1.1: Wireless technologies [82]

Technology Standard Industrial orga-
nization

RF Frequency

Zigbee IEEE 802.15.4 Zigbee Alliance 2.4 GHz, 868 / 915 MHz
Blutooth IEEE 802.15.1 Bluetooth SIG 2.4 GHz (79 channels - 1.6

MHz)
UWB IEEE 802.15.3a UWB Forum

and WiMediaTM

Alliance

3.1-10.6 GHz

Wi-Fi

IEEE 802.11b

Wi-Fi Alliance 2.4 GHz - 5.8 GHz
IEEE 802.11g
IEEE 802.11a
IEEE 802.11n

Proprietary
standards

Proprietary N/A 433/868/900 MHz, 2.4 GHz
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NODE

1.5.2 Power consumption of a sensor node

The energy consumption of a sensor node is typically distributed amongst Com-

munication, Computing and Sensing units as show in Figure 1.8 [83, 84, 79, 85,

86, 87].

Figure 1.8: Power consumption distribution for a wireless sensor node

Power consumption of the Sensing unit: The power consumed in the Sens-

ing unit is used in sensor sampling, which includes the wake-up and stabi-

lization time associated with the sensor and the data acquisition time. At

all other times, the sensors are completely off and they consume no power.

The power consumption of the ADC is typically proportional to the amount

of samples acquired and the sampling node used [83], see the communica-

tion schemes in Section 1.3. With a low rate ADC and passive sensors, the

Sensing unit will be one of the least energy consumers. However, if higher

rate ADCs and/or energy hungry sensors are used for a particular appli-

cation, the power consumption of the Sensing unit can drastically increase

up to the consumption of the Communications unit [88]. That is why low-

energy ADCs (e.g. [89, 90]) and low-energy sensors (e.g. [91, 92]) for the

different applications are mainly used.

Power consumption of the Computing unit: The different processor hard-

ware parameters influence the node overall power consumption and thus

also the node lifetime. This is why a low power circuit design is important

[93]. Today’s MCUs, e.g., TI’s MSP430 family or Atmel’s XMEGA 256 con-

trollers, offer unprecedented economic operation/sleep states to minimize

the power consumption [94, 95]. The influence of the supply voltage, clock

frequency, emplacement of the program in the MCU memory for MCU and

others have been studied in different works (e.g. [96, 97]).

Power consumption of the Communication unit: The Communication unit

– transmit, receive, and listen – dominates the power budget with ∼ 60% of
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the total available energy. The energy consumption of this unit strongly de-

pend of the communication protocols (see Section 1.4) used at the different

layer of the network. It greatly influences the lifetime of the sensor node.

Its power consumption is evaluated by parameters such as voltage supply,

transmitting current, receiving current, current at power-down mode, etc.

A large number of works (e.g. [98, 80, 99, 100, 101]) try to reduce the power

consumption of the Communication unit.

Energy in the Power Supply unit Using energy stored in the batteries or en-

ergy harvested from the outside world are the two options for the Power

supply unit. The energy storage may be achieved with the use of batter-

ies or alternative devices such as fuel cells or miniaturized heat engines,

whereas energy-scavenging opportunities [102] are provided by solar power,

vibrations, acoustic noise, and piezoelectric effects [103]. Each battery type

has characteristics that make it appropriate, or inappropriate for a sensor

node in a given application. Knowing the specific characteristics of each cell

chemistry in terms of voltage, cycles, load current, energy density, charge

time, and discharge rates is the first step in selecting a cell for a sensor node

[104]. The discussions in the works [105, 104, 106] give an overview of the

characteristics, strengths, and weaknesses of the different battery types.

Two power saving policies can be used in the Power supply unit with the in-

fluence on other units: Dynamic Power Management (DPM) and Dynamic

Voltage Scaling (DVS) [107]. DPM conserves power by shutting down parts

of the sensor node which are not currently used or active. By varying the

supply voltage along with the clock frequency of the node, it is possible to

obtain quadratic reduction in the power consumption. This DVS scheme is

applied depending on the active node workload and tasks to be performed.

As we could see, each unit influences in more or less degree on the energy

consumption of a node. Now, there are solutions to make the different parts of the

node few consuming. However, research does not stop on these achievements, it

continues to move forward with new proposals of more efficient hardware. Table

1.2 summarizes the sensor nodes that are more used in the WSN applications

with its characteristics on the computing, communication parts, and also its

current consumption in the different states. This example of the node platforms

confirms the large consumption of communication and shows the need to reduce

the number of connections between the nodes and the supervisor.

1.6 Conclusion

Wireless sensor networks hold great promise in applications ranging from en-

vironmental and structural monitoring to industrial control and human health
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Table 1.2: Available wireless sensor nodes

Name MCU RAM Commu-
Consumption

.
[kB]

.
nication

Slep
[µA]

Normal
[mA]

RX,
[mA]

TX,
[mA]

Arduino BT
[108]

Atmel AT-
mega328, 8-bit,
20MHz

32 Bluetooth N/A N/A N/A N/A

eZ430-
RF2500
[109]

MSP430F2274, 16-
bit, 16MHz

1 Proprietary N/A N/A 13.3-
18.8

11.1-
21.2

iMote2 [110] Intel PXA271 Xs-
cale, 13-416MHz

32 802.15.4 390 31 44-
66

44-
66

Mica2 [111] Atmel AT-
mega128L, 8-bit,
16MHz

128 802.15.4 15 8 9.6 16.5

Flyport Wi-
Fi 802.11g
[112]

PIC24F, 16-bit,
32MHz

16 Wi-Fi 1.44
mA

28.21 162.7 282.5

SunSpot
[113]

Atmel ARM920T,
16-bit, 180 MHz

512 802.15.4 36 35 18.8-
19.7

17.4

Telos/Tmote
[114]

TI MSP430F149,
16-bit, 8MHz

10 802.15.4 5.1-
21

1.8-
2.4

18.8-
23

17.4-
21

WiSMote
Dev [115]

TI MSP430F5437,
16-bit, 8MHz

16 802.15.4 2 2.2 18.5 25.8-
33.6

WiSMote
mini [116]

Atmel AT-
mega128RFA2,
8-bit, 16MHz

16 802.15.4 20
nA

N/A 12.5-
16.6

18.6

monitoring. However, almost all WSNs available on the market still operate on

batteries. Such a situation presents a substantial roadblock to the proliferation

of WSNs due to the need of long lifespan for the network.

In the literature and in the industry, a large number of protocols based on

different approaches and algorithms are proposed at different layers to increase

the network lifespan. There are also diverse hardware solutions in each sensor

node to reduce its energy consumption. Therefore, maximizing the WSN lifespan

comes down to reducing the energy consumption not only of nodes but of the

different parts of the network.

To combine these achievements in different network layers and at node level,

a global vision on the WSN and its consumption is necessary. Thanks to this

global vision, the communications protocols can be chosen depending on the

hardware capability of a sensor node. For instance, when a node has different

state as sleep, idle, TX, RX etc., we need to have a protocol which can handle

this state in order to ensure a given service (e.g. send a measurement) and

at the same time to minimize the energy consumption. Therefore, the energy

management of the whole network at application level must be searched during

the development of autonomous WSNs to find a trade-off between performance

and energy consumption. It means that some information from nodes and layers
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such as its consumption, remaining energy, work to do, is sent to a centralized

controller. This information allows to manage the nodes and the whole network

depending on the control objectives which are highly interconnected with the

service to assure and the energy consumption to minimize.

In the next Chapter, we present a strategy to minimize the WSN energy

consumption at application level by using Model Predictive Control approach.
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Chapter 2

Energy Management using a

Predictive Control Approach

The lifespan is probably the most important metric in assessing the performance

of a WSN. Indeed, in a constrained environment, any limited resource has to

be taken into account. The lifespan of the network, related to the energy con-

sumption, has become the key characteristic for evaluating sensor networks in an

application-specific way.

This chapter aims at proposing a novel control strategy at application level to

minimize the energy consumption based on a Model Predictive Control (MPC)

approach. This choice has been motivated by:

• the model of the energy consumption for the set of nodes;

• the global objectives that are to minimize the energy consumption of the

set of nodes and to assure a given service;

• the set of constraints that must be fulfilled.

We first summarize the basic concepts of the MPC approach. In order to man-

age the energy savings in the WSN, the modeling of the WSN energy consumption

is presented. Then, we propose a control strategy at the application level that

will be evaluated through a realistic benchmark in simulation. The results drive

to the first conclusions and validations. The research activities presented in this

chapter have been published in [117, 118].
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APPROACH

2.1 Introduction to Model Predictive Control

2.1.1 Historical context

Model Predictive Control (MPC), also referred to as Receding Horizon Control

or Moving Horizon Optimal Control, has been discovered and re-invented several

times. The ideas of Receding Horizon Control and Model Predictive Control can

be traced back to the 1960s [119]. Receding Horizon approaches were used in the

1960s and 70s to define computational methods for optimal control problems that

have no closed-form solution [120]. MPC reappeared in the entirely different con-

text of industrial process control in the 1980s to exploit continual improvements of

computational resources so as to improve controlled system performances. More

recently, the approach has been used as a general technique for deriving stabiliz-

ing controllers for constrained systems [121]. At the same time, the availability of

faster computers and improvements in computational efficiency of predictive con-

trollers (including non-linear and robust MPC schemes) have extended its range

of applications to include fast sampling systems [122].

More than 30 years after MPC appeared in the industry [123, 124] as an ef-

fective means to deal with multi-variables constrained control problems, a large

theoretical basis for this technique exists [125, 119]. It is based on predicting the

system trajectories over a receding horizon, while calculating an optimal control

policy, possibly with respect to a set of constraints [121]. It can be applied to lin-

ear Single-Input Single-Output (SISO) and Multi-Input Multi-Output (MIMO)

systems [126, 120], non-linear [127, 128] and hybrid [129] systems. The sys-

tems can present continuous (and sampled) states (real-set variables), discrete

and state-machine states (integer-set variables) and logic rules (binary-set vari-

ables) [130]. Many practical problems such as control objective prioritization and

symptom-aided diagnosis can be integrated systematically and effectively into the

MPC framework by expanding the problem formulation to include the real, inte-

ger or/and binary variables, leading to Linear Programming (LP), Quadratic Pro-

gramming (QP), Mixed Integer Programming (MIP) or Mixed Integer Quadratic

Programming (MIQP) problems. Efficient optimization techniques for solving

these problems are available [119].

2.1.2 Basic concepts of MPC

The conceptual structure of MPC is depicted in Figure 2.1. The name MPC stems

from the idea of employing an explicit model of the system to be controlled which

is used to predict the future output behavior. This prediction capability allows

solving optimal control problems on-line, where the tracking error, namely the

difference between the predicted output and the desired reference, is minimized

over a future horizon, possibly subject to constraints on the manipulated in-

puts and outputs. When the model is linear, then the optimization problem is
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quadratic if the performance index is expressed through the l2-norm, or linear if

the performance index expressed through the l1/l∞-norm [131]. The result of the

optimization problem is applied according to a receding horizon philosophy: at

time k only the first input of the optimal command sequence is actually applied

to the system. The remaining optimal inputs are discarded, and a new optimal

control problem is solved at time k + 1. This idea is illustrated in Figure 2.2.

As new measurements are collected from the system at time k, the receding

horizon mechanism provides the controller with the desired feedback characteris-

tics. A MPC approach contains the basic components of prediction, optimization

and receding horizon implementation [120]. A summary of each of these ingredi-

ents is given below.

Figure 2.1: Basic structure of Model Predictive Control

Figure 2.2: Receding horizon strategy: only the first computed control (input
of the system) uk is applied to the system to be controlled
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Prediction

The future response of the controlled system is predicted using a dynamic model.

We consider the case of discrete-time linear systems with state-space representa-

tion

xk+1 = Axk +Buk, (2.1)

where xk, uk denote the state and control vectors at the kth sampling instant,

respectively. Note that, in the present study, the output vector (measurable)

is yk = xk. Given a predicted input sequence, the corresponding sequence of

state predictions is generated by simulating the model forward over the predic-

tion horizon, i.e. Np for the output prediction and Nu for the input prediction

sampling intervals. For convenience, these predicted sequences are often stacked

into vectors x, u defined by:

x =


xk+1|k
xk+2|k

...

xk+Np|k

 , u =


uk|k

uk+1|k
...

uk+Nu−1|k

 . (2.2)

xk+j|k and uk+j|k denote the state and input vectors at time k + j that are

predicted at time k. As shown in Figure 2.2, Np denotes the length of the

prediction horizon or output horizon, and Nu denotes the length of the control

horizon or input horizon with Nu 6 Np. When Np = ∞, we deal with the

classical infinite horizon problem. Similarly, when Np is finite, we refer as a finite

horizon problem. xk+i|k evolves according to the prediction model:

xk+j+1|k = Axk+j|k +Buk+j|k, j = 0, 1, ... (2.3)

with the initial condition defined by xk|k = xk (which is here suposed to be

measured).

Optimization

The predictive control feedback law is computed by minimizing a performance

cost, which is defined in terms of the predicted sequences u, x. Usually, the

quadratic cost Jk is chosen:

Jk =

Np∑
j=0

xT
k+j|kQxk+j|k +

Nu−1∑
j=0

uT
k+j|kRuk+j|k, (2.4)

where Q and R are symmetric positive semi-definite and symmetric positive

definite matrices respectively. We consider that uk+j|k = uk+Nu−1|k, where

j = Nu, ..., Np − 1. Clearly, Jk is a function of u, and the optimal input se-

quence for the problem of minimizing Jk is denoted u∗:

u∗ = arg min
u

Jk. (2.5)
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If the system is subject to control and state constraints, then they can be naturally

taken into account in the optimization problem.

Receding horizon implementation

As stated above, only the first element of the optimal predicted input sequence

u∗ is applied to the system:

uk = uk|k. (2.6)

The state predictions x and hence the optimal control sequence u∗ depend

on the current state xk. This procedure introduces feedback into the MPC law,

thus providing a degree of robustness to modeling errors and uncertainty.

A second feature of the receding horizon approach is that, by continually

shifting the horizon over which future inputs are optimized, it attempts to com-

pensate for the fact that this horizon is finite. Provided the cost and constraints

are properly designed, a receding horizon strategy can ensure that the perfor-

mance of the closed-loop system is at least as good as the one of the optimal

prediction [131].

2.1.3 MPC approach for energy management of a WSN

The MPC techniques provide a methodology to handle constraints in a systematic

way during the design and implementation of the controller. Moreover, in its most

general form, MPC is not restricted in terms of the model, objective function

and/or constraints [119]. For these reasons, the MPC approach seems a good

candidate for energy management of a WSN at application level.

2.2 WSN system modeling

The objective of the present work is to control (minimize) the energy consumption

of a set of nodes while ensuring that a pre-defined service offered by these nodes

is fulfilled. Thus, consider a WSN that contains n ∈ N∗ sensor nodes Si, i =

1, . . . , n, each node being powered by a battery. Here, we consider one battery,

but in general, the node may have several batteries. The nodes may also be

equipped with harvesting systems. All nodes are functionally equivalent: they

are interchangeable but their hardware can differ, e.g. batteries, processors may

be different. The communication can be multi-hop or single-hop clustered (see

Section 1.3). Moreover, each node has to send data through a gateway to the

supervisor.

The nodes exhibit different functioning modes Mh, h = 1, . . . ,m, m ∈ N∗,
which are related to the state (on, sleep, off, etc.) of each node unit (see Section

1.5), characterized by a known energy consumption over a given period of time.

Typically, the functioning modes are Active, Standby. Note that these modes can
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be split in sub-modes with their associated energy consumption. For instance,

the Active mode can be split in Transition, Ready, Monitor, Observe; Standby

– Sleep, Deep sleep [132, 133]. The supervisor chooses the functioning mode of

each node thanks to an energy control strategy presented hereafter.

In order to control energy savings in the WSN, the remaining energy in the

nodes is modeled with a discrete-time Linear Time-Invariant (LTI) state-space

model:

xk+1 = Axk +Buk + Ewk, (2.7)

where xk ∈ Rn
>0 is the remaining energy in the batteries of the nodes at each

sampling time k. The state matrix is A = In ∈ Rn×n. Buk represents the

energy that will be consumed during the time interval [kTc, (k + 1)Tc]. Tc is

the control period. Ewk in (2.7) corresponds to the energy gained from the

harvesting system.

Normally, in real-life experiments, Tc may be variable, depending on the en-

vironmental and node conditions. Thus, it may be adjusted thanks to the oc-

currence of events in the system, for instance the disappearance of a node that

is supposed to be in the Active mode at time kTc < Tf < (k + 1)Tc. As a con-

sequence, the control law should be run before the end of the initially planned

control period Tc is elapsed to ensure that the service the WSN has to provide is

fulfilled.

The initial battery capacity (i.e. at k = 0) is denoted x0. Moreover, for each

node Si, the remaining energy is constrained:

0 < Xmin
i 6 xi 6 Xmax

i , (2.8)

where Xmin
i = γiX

max
i corresponds to the minimal energy level in the battery of

the sensor node Si. The value γi is provided by the battery manufacturer to avoid

damages to the battery [134]. Xmax
i is the nominal energy capacity, supposed

constant. In the case the sensor node is plugged into the main supply, it has

no battery and its energy capacity is unlimited. However, it can still exhibit

different functioning modes with their associated energy consumption. Note that

the remaining energy in the node battery is supposed to be delivered by each

node at sampling time k, i.e. we have:

yk = xk. (2.9)

uk =
[
uT1 · · · uTi · · · uTn

]T
∈ {0, 1}nm is the control input. Each sub-

vector ui =
[
ui1 · · · uih · · · uim

]T
is related to the functioning mode of Si,

where uih ∈ {0, 1}. As each node Si has a unique functioning mode at each time

instant, a set of constraints must be defined:

∀i = 1, . . . , n :

m∑
h=1

uih = 1, uih ∈ {0, 1}. (2.10)
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It is also possible to impose additional constraints on uk. For instance, one can

require that a node with a specific geographic location is active/inactive all the

time (or at given periods of time). We can also force a more accurate sensor node

to be active during the night period, if we consider that we need only one precise

active sensor during the night period to perform the application that turns on

top of the sensor network.

The control matrix is B = diag(−B1, . . . ,−Bn) ∈ Rn×nm. Each component

bih of Bi ∈ Rm represents the amount of energy consumed by Si working in mode

Mh (see Table 2.1). The component bih can contain:

• an average value of the energy consumption over the time period Tc;

• the exact amount of consumed energy, which is measured and possibly

updated (leading to a time variable matrix Bk) by the supervisor (or by

each sensor node itself) in real-time.

The choice of the numerical value of bih depends on the application and on the

hardware node at hand. Note that a switch of Si from mode Mh to mode Ml im-

posed by the supervisor has an extra energy cost that is supposed to be integrated

in bil.

Table 2.1: Energy consumption of each sensor node in different functioning
modes

Sensor node Mode M1 . . . Mode Mh . . . Mode Mm

S1 [b11 . . . b1h . . . b1m] = B1
...

...
. . .

...
. . .

...
...

Si [bi1 . . . bih . . . bim] = Bi
...

...
. . .

...
. . .

...
...

Sn [bn1 . . . bnh . . . bnm] = Bn

wk =
[
w1 · · · wi · · · wn

]T
∈ {0, 1}n can be seen as a disturbance input

that cannot be controlled but may be predicted in some situations. Basically,

wi corresponds to the ability for node Si to harvest energy over the time period

[kTc, (k + 1)Tc]. 1 (resp. 0) is associated to the Active (resp. Inactive) state of

the harvesting system. E ∈ Rn×n is the so-called disturbance matrix:

E = diag(E1, . . . , Ei, . . . , En), (2.11)

where Ei corresponds to the amount of energy harvested by Si during the period

Tc. Note that matrix E is in essence a time-variant matrix in real-life conditions.

Consider that the lifespan at time k of the reachable sensor node Si is defined

by:

Li =
xi + Eiwi −Xmin

i

Biui
, (2.12)
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if there is no changes at time k in the mode of the node. A reachable sensor node

Si is a node that is “seen” by the supervisor: this latter received information

regarding the remaining energy yi of Si at time k. The notation that appears in

(2.12) are illustrated on Figure 2.3.

Figure 2.3: Definitions related to the battery energy at time t, where Xmax
i is

the maximum energy in the battery; Xmin
i is the minimum energy in the battery;

xi is the remaining energy in the battery; Eiwi is the energy possibly harvested
during [kTc, (k + 1)Tc]; and Biui is the energy consumed during [kTc, (k + 1)Tc]

2.3 Control objectives

In the present work, a dynamic energy saving control policy is proposed at appli-

cation level in order to increase the WSN lifespan while meeting a given service

requested by the application built on top of the WSN. This application makes

use of the measurements provided by the nodes.

This service is expressed for instance as a given (minimum) number of mea-

surements that must be provided by the WSN over a defined time period. Here-

after, this service is called mission. We define the WSN lifespan as the time

interval until which the mission is fulfilled.

Typically, the mission has to be guaranteed over a geographically limited area,

where each node can reverse its role with another one without decreasing the

performance of the whole network. In order to fulfill the mission while decreasing

the energy consumption, a subset of dh ∈ N∗ nodes is assigned to a given mode

Mh. Thus, another set of constraints is defined:

n∑
i=1

uih = dh. (2.13)

Basically, the idea is to reduce the number of active nodes if the measurements

provided by all the nodes are not all mandatory. This information can be seen

as an external reference.
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As indicated above, the control vector uk takes its values in {0, 1}nm. It fixes

the functioning mode of each node under constraints (2.10). The constraints in

(2.13) are used to define the mission. Consider a network with n nodes that deliver

strongly correlated measurements. The whole network energy consumption can

be decreased if the nodes are managed in order to provide just enough information

for the application implemented on top of the WSN to run properly. Broadly

speaking, this means that if the application requires nact < n active nodes that

send their measurements, n−nact nodes can be placed in the Standby mode that

consumes less energy than the Active mode. In this situation, the WSN lifespan

is the length of time the control strategy can guarantee nact = d1 nodes in the

Active mode M1.

The constraints that define the mission (2.13) can be dynamically changed,

depending on a time schedule or on external events. This dynamic mission allows

to adjust the needs of the application during the system evolution. For instance,

during the day period, when people are present in an office, the mission can be

defined as d1 = a < n nodes in the Active mode while during the night period,

when there is nobody in the office, the mission becomes d1 = b < a.

2.4 MPC design

The minimization of the energy consumption (discrete-time model) of (2.7) can

be done using a MPC approach that is caustically solved via a QP problem.

MPC can be also used for controlling systems that involve a mix of real-valued

dynamics and logical rules, see e.g. [130]. Unfortunately, when this problem is

formulated as an optimization one, it is no longer a QP problem but a MIQP one.

This latter involves optimization variables that are real values, but also integer

values or even binary values, which makes the problem harder to solve than an

ordinary QP problem. It must be noted that MIQP leads to the optimization of a

quadratic function over points in a polyhedral set where some of the components

are restricted to be integer. Thus, MIQP is in NP1 (non-deterministic polynomial

time), see [135]. This complexity has a direct influence on the size of the problem

solvable in real time for a given computer.

At each decision time kTc, the current state (assumed to be available) xk =

xk|k can be used to find the optimal control sequence u∗ = [uT
k|k, . . . ,u

T
k+Np−1|k]T ,

1In computational complexity theory, NP is one of the complexity class.
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where uk|k = uk, by means of the following minimization problem:

u∗ = arg min
u


Np∑
j=0

(Xmax − xk+j|k)TQ(Xmax − xk+j|k) +

Nu−1∑
j=0

uT
k+j|kRuk+j|k


subject to:

xk+j+1|k = Axk+j|k +Buk+j|k + Ewk+j|k, j = 0, 1, . . . , Np,

Xmin 6 xk+j|k 6 Xmax, j = 0, 1, . . . , Np,∑n
i=1 uih = dh for each (k + j|k),∑m
h=1 uih = 1 for each (k + j|k),

uk+j|k ∈ {0, 1}nm, j = 0, 1, . . . , Nu − 1,

(2.14)

where Q ∈ Rn×n and R ∈ Rnm×nm are symmetric positive semi-definite and

symmetric positive definite weighting matrices, respectively.

Np and Nu 6 Np are the prediction and control horizons respectively. Here,

we choose Nu = Np, in order to not violate the constraints (2.10) and (2.13).

Xmin =
[
Xmin

1 · · · Xmin
n

]T
and Xmax =

[
Xmax

1 · · · Xmax
n

]T
are the lower

and upper bounds on the battery state, given in vector form, when all nodes are

considered.

The inequality constraints on the system state xk+j|k and the equality con-

straints on the control uk+j|k can be fully described with matrices Finx ∈ Rn×2n,

Ginx ∈ Rn and Fequ ∈ R(n+m)×nm, Gequ ∈ Rn+m respectively. Basically, the

inequality constraints (2.8) are rewritten as follows:

[
In
−In

]
︸ ︷︷ ︸
Finx

x1

...

xn

 ≤ [Xmax

Xmin

]
︸ ︷︷ ︸,

Ginx

(2.15)

while the equality constraints (2.10) and (2.13) are rewritten as:[1 1 · · · 1] · · · 0
...

. . .
...

0 · · · [1 1 · · · 1]


︸ ︷︷ ︸

F 1
equ

u1

...

un

 =

1
...

1


︸︷︷︸
G1

equ

, (2.16)

[1 0 · · · 0] [1 0 · · · 0] · · · [1 0 · · · 0]
...

...
. . .

...

[0 0 · · · 1] [0 0 · · · 1] · · · [0 0 · · · 1]


︸ ︷︷ ︸

F 2
equ

u1

...

un

 =

d1

...

dm


︸ ︷︷ ︸
G2

equ

, (2.17)
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where dh, h = 1, ...,m, corresponds to the number of nodes in mode Mh. The ma-

trices Fequ and Gequ are defined as Fequ =
[
F 1
equ F 2

equ

]T
, Gequ =

[
G1

equ G2
equ

]T
.

By compacting the states involved in the optimization problem (2.14) as x =

[xT
k+1|k, . . . ,x

T
k+Np|k]T with Xmax

ex = [(Xmax)T , . . . , (Xmax)T ]T ∈ RnNp , the cost

function is rewritten in a matrix form as:

arg min
u

{
(Xmax

ex − x)T Q̄(Xmax
ex − x) + uT R̄u

}
subject to:


F̄inxx 6 Ḡinx ,

F̄equu = Ḡequ ,

u ∈ {0, 1}Nunm,

(2.18)

where Q̄ = diag(Q, . . . , Q) ∈ RNpn×Npn, R̄ = diag(R, . . . , R) ∈ RNunm×Nunm.

Now, the inequality and equality constraints that express the constraints (2.8),

(2.10) and (2.13) on x and u, are presented as:

F̄inx = diag(Finx , . . . , Finx) ∈ Rs×p,

Ḡinx = diag(Ginx , . . . , Ginx) ∈ Rs,

F̄equ = diag(Fequ , . . . , Fequ) ∈ Rr×q,

Ḡequ = diag(Gequ , . . . , Gequ) ∈ Rr,

(2.19)

where s = 2Npn, p = Npn, r = Nu(n+m), q = Nunm, respectively.

The state-space system can now be written in a compact matrix form:

x = Φxk|k + Γu = Φx+ Γu,

Φ =


A

A2

...

ANp

 , Γ =


B 0 · · · 0

AB B · · · 0
...

...
. . .

...

ANp−1 ANp−2 · · · ANp−Nu

 , (2.20)

where x = xk|k.

Then, (2.18) is expressed as (see e.g. [120]):

arg min
u

{
uTHu + 2uTF (x−Xmax) + (x− 2Xmax)TGx+ (Xmax)T Q̄(Xmax)

}
subject to:

{
F̄inxΓu 6 Ḡinx − F̄inxΦx,

F̄equu = Ḡequ ,

(2.21)

where 2uTF (x−Xmax) ≥ 0 and

H = ΓT Q̄Γ + R̄,

F = ΓT Q̄Φ,

G = ΦT Q̄Φ.

(2.22)
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Note that (x − 2Xmax)TGx and (Xmax)T Q̄(Xmax) are constant, thus they are

not influencing the result. As a consequence, they will be further omitted.

The prediction Np and control Nu horizons, together with matrices Q and R

are the degrees of freedom of the control design strategy, specified by the user.

The choice of the weighting matrices depends on the control objectives, which

are motivated here from the requirement to minimize the energy consumption of

the set of nodes while fulfilling a pre-defined mission.

2.5 Simulation results with the MPC strategy

The MPC strategy is now applied in simulation on a realistic benchmark. Note

that the numerical values involved in the simulations come from the data-sheets

of the devices at hand (sensor nodes, batteries) or from laboratory measurements.

The simulation benchmark is first described and results are discussed.

2.5.1 Benchmark description

The proposed energy management strategy is exemplified with n = 6 nodes, pos-

sibly embedding harvesting systems. We consider that each node can be in one

of three states: m = 2 functioning modes and the Unreachable condition. This

choice is conducted by the actual capabilities of the real nodes at hand: they

can be placed in Active and Standby modes. Moreover due to environmental dis-

turbances (e.g. communication breakdown) or energy shortage, an Unreachable

condition, described hereafter, is defined. This choice is similar to the one in

[136].

The modes are defined in accordance with the state of the node units, as

shown in Table 2.2.

Table 2.2: Functioning modes for node Si

Mode Comput. unit Com. unit Sensing unit

M1 On Radio (Tx, Rx) On

M2 Sleep Off Off

Figure 2.4: Duty cycles for modes M1 and M2
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Figure 2.5: Typical waveform of the current consumption for a node working in
mode M1 (current consumption measured with a shunt resistance of 1Ω )

The three states of the nodes, namely, two functioning modes and one Un-

reachable condition, are described as follows:

• M1 is the Active mode. In this mode, sensing, computing and communica-

tion units are “duty cycled” [137] as shown in Fig. 2.4. Each unit is asleep

by default and it wakes up periodically with a sampling period Ts = 1 min2

to sense, process and exchange data with the supervisor. When a sensor

node sleeps, only the Real Time Clock (RTC) Quartz system (one part of

the computing unit) is active. Indeed, the RTC wakes up the node at each

sampling time kTs. The choice of Ts depends of the application and on the

dynamics of the physical phenomenon that is monitored by the node. It

can be modified by the supervisor. For instance, when an event such as

“smoke in a room” is detected by a sensor node, it is first analyzed and

pre-validated by the sensor node. Then, it is transmitted to the supervi-

sor. Based on this measurement, the supervisor can decide to reduce the

sampling period Ts of the node and even place more nodes in the Active

mode to monitor and analyze more precisely the presence of smoke so as to

choose the appropriate action(s) [138] that must be performed (e.g. raise

an alarm, send a message to the firefighter brigade, etc.). Therefore, events

can trigger via the supervisor a reconfiguration of the control strategy. Fig.

2.5 shows the current consumption waveform of a sensor node working in

mode M1 (laboratory measurements). The waveform is typical of a duty

cycled node: the node is awake from the sleep state. It collects data and

prepares the packets to be transmitted. Then, the packets are sent to the

supervisor, and the node goes back to the sleep state;

• M2 corresponds to the Standby mode. In the present case, M2 is also duty

2Note that Ts can be modified, depending on the application run on top of the WSN.
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cycled, but with a much larger sampling period Tw = 1 hour3 � Ts as

depicted in Fig. 2.4. In this mode, the node remains in the sleep state

and it wakes up each Tw = Tc to monitor the remaining energy level in the

batteries, to sens it the supervisor, and to receive the control (i.e. the mode

in which it will work during the next control period Tc) from the supervisor;

• the Unreachable condition corresponds to the situation when the sensor

node is not seen by the supervisor: this latter has not received information

regarding the remaining energy level yi of node Si at time k. This can occur

because of node physical damages or/and strong perturbations of the radio

channel. It can also be caused by a lack of power resources xi ≤ Xmin
i .

When xi = Xmin
i , the lifespan of node Si (see (2.12)) is equal to zero. In

this situation we consider that the node is unreachable. The supervisor can

also decide to place a sensor node in the Unreachable condition based on

data analysis, for instance, if the measurements sent by the sensor node

are inconsistent with the measurements that are expected. However, this

is a particular situation that is not considered here. The sensor node can

exit from this condition (become reachable again) when for instance, the

battery is recharged by the harvesting system (xi > Xmin
i ), the physical

damages are repaired or/and the radio channel is back to normal condition.

During the simulation of communication perturbations, we consider that

the unreachable node still consumes the same amount of energy as in mode

M1. This corresponds to the so-called “best effort” situation.

In the real-life conditions, we know neither the remaining energy level yk

nor the real consumption of an unreachable node. However, when it comes

back (i.e. it is again reachable by the supervisor), it sends its remaining

energy and the system state is updated. Then, the MPC strategy will be

able to consider this node as a node to be placed in Active or Standby mode.

Remark 1. When a sensor node becomes unreachable, it is “removed” from

the optimization problem, i.e. it is not considered in the problem (2.21). This

means that the dimension of the problem will change each time a sensor node

becomes unreachable/reachable, as show in Figure 2.6. In Chapter 3 we will show

a different way to deal with this problem using Hybrid Dynamic theory.

In the present simulation, the mission is defined with d1 = 3 nodes placed in

the Active mode. These three nodes in mode M1 (active nodes) are considered

sufficient to guarantee the service the WSN has to provide to the application

built on top of the network.

3Here also, Tw can be modified, depending on the application.
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Figure 2.6: Problem dimension changes

2.5.2 Control configuration

For the system (2.7), A = I6. The components of matrix B are calculated from

the values in Table 2.3 multiplied by the nominal voltage of the battery of the

corresponding node, see Table 2.4 where the battery characteristics associated

with each node are summarized. Note that the numerical values are derived

from the technical data-sheet of the OpenPicus node [112] and from laboratory

measurements. Table 2.4 also provides the initial energy capacity of the batteries

associated with each sensor node. These latter numerical values are obtained

from the technical data-sheet of Li-polymer rechargeable batteries [139]. We

consider that the value related to the minimal energy level of the sensor node Si
is γi = 0.05 for all these batteries4.

Table 2.3: Average current consumption bij/Vi for the sensor nodes in modes M1

and M2

Sensor node Average current consump-
tion in mode M1, [mA ·hour]

Average current consump-
tion in mode M2, [mA ·hour]

S1 9.42 1.58

S2 9.86 1.63

S3 9.89 1.65

S4 9.86 1.63

S5 9.88 1.65

S6 8.93 1.55

For the harvesting systems, we consider that the average energy of a solar cell

[140] can be recovered during the day period. The availability of the harvesting

systems is depicted in Figure 2.7 while the numerical values are given in Table

2.4. The state constraints (2.8), i.e. the maximal and minimal energy level in

4The values γi, i =, ..., 6, are not specified in the the technical data-sheet of Li-polymer
rechargeable batteries. However from our knowhow for the simulations, we have chosen γi = 0.05
of all node batteries.
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Table 2.4: Node battery and harvesting system characteristics

Sensor
node

Battery
type

Nominal
voltage
Vi, [V ]

Nominal
battery
capacity
Pi, [mA ·
hour]

Harvesting
availabil-
ity Ei/Vi,
[mA · hour]

Energy
coef.
ξi, [1]

Harvesting
period,
per
24 hours

S1 LiPo 3.7 1050 missing 1 –

S2 LiPo 3.7 1050 missing 0.8 –

S3 LiPo 3.7 1050 21 0.9 7h-12h

S4 LiPo 3.7 950 missing 0.7 –

S5 LiPo 3.7 950 27 1 13h-18h

S6 LiPo 3.7 2300 missing 1 –

the battery of node Si, are defined as Xmax
i = Pi · Vi and Xmin

i = γi · Xmax
i ,

respectively. Pi is the nominal capacity and Vi is the nominal voltage of the node

battery. The initial state value x0 is also provided in Table 2.4: for each node

Si, it is equal to ξi ·Xmax
i , where ξi is any energy coefficient.
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Figure 2.7: Availability of the energy harvesting systems (over 48 hours)

The weighting matrices Q and R that appear in the definitions of Q̄ and R̄

in (2.21) are chosen depending on the control objectives as follows:

1. To penalize the sensor nodes with the higher consumption compared to the

other nodes, Q and R are defined as Q = 06×6, R = BT
cons × Bcons, where

Bcons = diag(b11, b12, ..., b61, b62). Bcons is derived from B (see Table 2.3),

where the components bih, i = 1, ..., 6, h = 1, 2, of B have been placed

diagonally to ensure that R is a symmetric positive definite matrix. The
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choice Q = 06×6 lies in the fact that the state dynamics should evolve as

smoothly as possible (see e.g. [141]);

2. To ensure a trade-off between the smaller energy consumption and the larger

battery energy level for the nodes to be activated, Q and R are defined as

Q = diag( 1
Xmax

1
, ..., 1

Xmax
6

), R = BT
cons ×Bcons.

It is also possible to choose other weighting matrices Q and R in order to

cope with other control objectives.

The inequality constraints (2.8) are rewritten as follows:

[
I6

−I6

]
︸ ︷︷ ︸
Finx

x1

...

x6

 ≤ [Xmax
1 · · · Xmax

6 Xmin
1 · · · Xmin

6

]T
︸ ︷︷ ︸,

Ginx

(2.23)

while the equality constraints (2.10) and (2.13) become:1 1 · · · 0
...

. . .
...

0 · · · 1 1


︸ ︷︷ ︸

F 1
equ

u1h
...

u6h

 =

1
...

1


︸︷︷︸
G1

equ

, (2.24)

[
1 0 1 0 · · · 1 0

0 1 0 1 · · · 0 1

]
︸ ︷︷ ︸

F 2
equ

u1h
...

u6h

 =

[
d1

d2

]
︸ ︷︷ ︸
G2

equ

, (2.25)

where d1 and d2 correspond to the number of nodes in modes M1 and M2, re-

spectively. During this simulation d1 = 3, the other nodes being placed in mode

M2, except if they fall in the Unreachable condition. Suppose that nu nodes

are in the Unreachable condition. These nu nodes are removed from the opti-

mization problem. Therefore the number of nodes placed in mode M2 is equal

to d2 = n − d1 − nu. Note that if n − nu > d1, the system cannot be prop-

erly controlled because we do not have enough measurements. This situation

also means that the mission cannot be fulfilled. The matrices Fequ and Gequ are

defined as Fequ =
[
F 1
equ F 2

equ

]T
, Gequ =

[
G1

equ G2
equ

]T
. The prediction and

control horizons are chosen equal to Np = 2, Nu = Np respectively. The system

considered during the simulation presents slow dynamics. However, a node can

become unreachable at any moment, so we consider that the prediction horizon

is long enough.

The decision period (i.e. the time period when the control strategy is run)

is initially Tc = 1 hour. Thus, the MIQP problem is solved on-line at each

decision time kTc, except if events occur. For instance, when a node in the

37



CHAPTER 2. ENERGY MANAGEMENT USING A PREDICTIVE CONTROL

APPROACH

Active mode disappears (i.e it falls in the Unreachable condition) at time t1,

kTc < t1 < (k + 1)Tc, a reconfiguration of the set of nodes is required to fulfill

the mission. Then, the supervisor wakes up one node from the Standby mode

(i.e. the sampling period of the Standby mode is equal to Tw = t1), based on the

computation of the new control, to replace the node fallen in the Unreachable

condition. Note that this mechanism means that the node in the Standby mode

can be waked up when mandatory. This mechanism is not currently implemented

in most of the industrial node platforms. More, this mechanism is not existing

on the OpenPicus platform that will be used for the experiments.

2.5.3 Simulation results

The energy management of the sensor nodes at application level is evaluated

in simulation in the Matlab environment. The MIQP problem is solved with

Mosek [142] solver using YALMIP [143]. YALMIP is a modeling language for

the solution of convex and non-convex optimization problems. The language is

consistent with standard Matlab syntax, thus making it extremely simple to use

for anyone familiar with Matlab.

Four scenarios are considered. The first one corresponds to the case without

any control of the nodes: all nodes are placed in the Active mode, and no recon-

figuration is performed. The second one corresponds to a finite-state automaton.

Three nodes are in the active mode and as soon as a node becomes unreachable

another one becomes active. The other two scenarios implement the proposed

energy management strategy with two different choices of the weighting matrices

Q, R. The simulation results obtained for the four scenarios are now presented

and discussed.

Scenario 2.1: without control of the modes of the nodes at application level

(“dummy” situation)

In this scenario, all sensor nodes are in the Active mode at the beginning of the

simulation. Their mode is not modified and they evolve from the Active mode

till the Unreachable condition, i.e. when the node battery attains its minimum

energy level Xmin
i . This situation is basically what happens with most of the

commercial nodes in today WSN deployments. Figure 2.8(a) and Figure 2.8(b)

show the remaining energy evolution in each node battery without and with

harvesting systems respectively. Note that harvesting systems are considered for

nodes 3 and 5 (see Figure 2.7).

The network lifespan (corresponding to the time period when the mission is

fulfilled) is equal to 91 hours without harvesting system, and to 192 hours with

harvesting systems. We can observe that the remaining energy in the sensor

nodes is never equal to 0, see e.g. Figure 2.8(a). This limit has been introduced
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(b) With harvesting systems

Figure 2.8: Scenario 2.1: evolution of the remaining energy in each node battery
without control

in the simulation via the constraint in (2.8) in order to be consistent with real-life

constraints on the batteries. Indeed, batteries embed energy limiters to avoid any

damage when they are drained. The oscillatory behavior of the remaining energy

in the batteries of nodes S3 and S5 is consistent with the harvesting profile.
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Scenario 2.2: control based on a finite-state automaton (“basic” situation)
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(b) Evolution of the remaining energy in each node battery

Figure 2.9: Scenario 2.2: energy management based on a finite-state automaton
without harvesting systems

This scenario presents the management of the node activity to fulfill the

mission (2.13) based on a finite-state automaton, so that there are any d1 = 3

sensor nodes that are active at any time. In this simulation, the first three nodes

are placed in the Active mode. Figure 2.9(a) and Figure 2.9(b) (resp. Figure

2.10(a) and Figure 2.10(b)) show the evolution of the functioning modes and the

remaining energy for each node without (resp. with) harvesting systems. The

WSN lifespan is equal to 128 hours (resp. 192 hours) without (resp. with)

harvesting systems.

We can see that these nodes can exit from the Unreachable condition when

they have enough energy to be placed in mode M1. In the case with harvesting

systems, the node S3 runs out of energy at time k = 192 hours, i.e. it falls in
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the Unreachable condition. Then it gains a bit of energy at time k = 199 hours

and the mission can be fulfilled again during 13 hours. This process of fulfilling

of the mission is repeated with the period of 24 hours until k = 350 hours, when

the node S6 falls in the Unreachable condition.
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(b) Evolution of the remaining energy in each node battery

Figure 2.10: Scenario 2.2: energy management based on a finite-state automaton
with harvesting systems
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Scenario 2.3: energy management strategy based on the MPC approach,

Q = 06×6 and R = BT
cons ×Bcons

In this scenario, we evaluate the proposed control strategy with Q = 06×6 and

R = BT
cons × Bcons as it is marked in Section 2.5.2. This implies that the nodes

with larger energy consumption are more penalized and thus less used.

Figure 2.11(a) shows the evolution of the functioning modes for each node

without harvesting systems, i.e. wk = 0n in (2.7). The energy in the battery of

each node is given in Figure 2.11(b). As can be seen, the mission (3 nodes in

mode M1) is fulfilled until k = 178 hours, that represents the WSN lifespan. Note

that, as expected, the sensor nodes which are less consuming are automatically

placed in the Active mode.
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(b) Evolution of the remaining energy in each node battery

Figure 2.11: Scenario 2.3: energy management strategy based on MPC, Q = 06×6

and R = BT
cons ×Bcons, without harvesting systems

The results obtained with harvesting systems are shown in Figure 2.12(a)

and Figure 2.12(b). The WSN lifespan is here equal to 244 hours. We can
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observe that a node can exit from the Unreachable condition when it has enough

energy to be placed in mode M1. This situation appears for node S3 after time

k = 343 hours and for node S5 after time k = 373 hours.
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(b) Evolution of the remaining energy in each node battery

Figure 2.12: Scenario 2.3: energy management strategy based on MPC , Q = 06×6

and R = BT
cons ×Bcons, with harvesting systems

Notice that the initial choice of the active nodes (S1, S2, S6) made by the

control strategy is equivalent from a consumption perspective to the one (S1, S4,

S6) that appears in Scenario 2.3 without harvesting systems, see Figure 2.11.
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Scenario 2.4: energy management strategy based on the MPC approach,

Q = diag( 1
Xmax

1
, ..., 1

Xmax
6

) and R = BT
cons ×Bcons
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(b) Evolution of the remaining energy in each node battery

Figure 2.13: Scenario 2.4: energy management strategy based on MPC, Q =
diag( 1

Xmax
1

, ..., 1
Xmax

6
) and R = BT

cons ×Bcons without harvesting systems

Scenario 2.4 is similar to Scenario 2.3 but with Q = diag( 1
Xmax

1
, ..., 1

Xmax
6

),

R = BT
cons × Bcons. This choice allows for a trade-off between less consuming

sensor nodes and larger amount of energy in their battery. Figure 2.13(a) and

Figure 2.13(b) show the evolution of the functioning modes and the remaining

energy for each node without harvesting systems, respectively. The WSN lifespan

is equal to 175 hours. In Figure 2.13(b), we can see that the remaining energy

in the nodes is quite balanced after a transition period. However, to ensure this

well balanced situation, a large number of switches (the order of 102) has been

needed. These extra switches cause additional consumption corresponding to the

energy switch cost. Note that this latter is coarsely taken into account in the
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system modeling (2.7) as it is supposed to be taken into account in matrix B.

Actually, a model that implicitly takes into account this switching cost should be

developed.

Scenario 2.4 is more interesting when the harvesting systems are used, be-

cause the sensor nodes with harvesting systems are used more often even if their

consumption is larger than the consumption of the other nodes. In this case, the

network lifespan is increased up to 287 hours. The system evolution with the

harvesting systems is displayed in Figure 2.14.
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(b) Evolution of the remaining energy in each node battery

Figure 2.14: Scenario 2.4: energy management strategy based on MPC, Q =
diag( 1

Xmax
1

, ..., 1
Xmax

6
) and R = BT

cons ×Bcons with harvesting systems
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Comparison of the results and discussion

A summary of the four scenarios is presented in Table 2.5. With the proposed

control strategy (Scenario 2.3 and 2.4), it is possible to increase the network

lifespan by a factor of 2 without harvesting systems and by a factor of 1.5 with

harvesting systems, when compared to the “dummy” scheme in Scenario 2.1.

The WSN lifespan is larger by a factor of 1.4 without harvesting systems, and

by a factor of 1.5 with harvesting systems, when compared to the basic situation

from the Scenario 2.2. Using the harvesting systems with their harvesting profiles

given in Figure 2.7, the lifespan can be extended a bit more. Note that this

lifespan extension depends on the harvesting profiles. Other profiles will give a

different system evolution and, consequently, a different WSN lifespan.

Table 2.5: Summary of scenarios

Scenarios WSN lifespan
without harv.
sys., [hours]

WSN lifespan
with harv. sys.,
[hours]

Number of
switches,
[n.u.]

Scenario 2.1: dummy 91 192 0

Scenario 2.2: basic 128 192 3

Scenario 2.3: MIQP 178 244 3

Scenario 2.4: MIQP 175 287 ≈ 102

The proposed energy management strategy applied to the WSN is effective

with n > d1 nodes. Otherwise, if n = d1, the control has no flexibility, leading to

the situation in Scenario 2.1.

Comparing scenarios 2.3 and 2.4, we can see that Scenario 2.3 is best (the

WSN lifespan is larger) without harvesting systems and/or when the nominal

battery capacities are pretty much the same. Scenario 2.4 is clearly effective in

the case of using harvesting systems (the WSN lifespan is 15% larger compared to

Scenario 2.3). However, the number of switches in Scenario 2.4 is very important

(102 compared to 3 in Scenario 2.3). If we consider that the energy cost of the

switch from mode M1 to mode M2 (resp. from mode M2 to mode M1) is equal

to δ1→2
i = 0.01 mWh (resp. δ2→1

i = 0.05 mWh), the energy cost of 102 switches

is approximately equivalent to 1 hour of WSN lifespan. Note that the switching

energy cost is not given in the data-sheet. It can be measured but it strongly

depends on environmental conditions.

In real-life conditions, a significant amount of energy is consumed when

switching from mode M2 to mode M1 (from Standby mode to Active mode)

to turn on the radio [144, 145]. Therefore, reducing the number of switches is

mandatory to maximize the WSN lifespan.

46



2.6. LINEAR PROGRAMMING PROBLEM FORMULATION

2.6 Linear Programming problem formulation

The energy management strategy with the MPC formulation (2.14) described

above is now expressed as a Mixed Integer Linear Programming (MILP) problem

solution [146, 147], or more precisely as a Binary Linear Programming problem

solution.

It makes the control strategy less complex in comparison to the MPC for-

mulation solved with MIQP. In this section, the mathematical formulation of

the MILP problem for the energy management of the nodes is first presented.

Based on the MILP problem formulation, two additional scenarios are considered

in simulation.

2.6.1 Mathematical formulation

The objective of the present work is to maximize the network lifespan while

fulfilling a given mission. This is achieved via the minimization of the energy

consumption. This can also be achieved by the maximization of the remaining

energy in the batteries of the sensor nodes. We now reformulate our objectives

in this way.

We need to maximize the remaining energy in the set of sensor nodes xk+1 in

(2.7) at time k + 1 subject to (2.8), (2.10), (2.13):

max
uk

‖xk+1‖1 = max
uk

‖xk +Buk + Ewk‖1 , (2.26)

where xk is the remaining energy in the whole set of nodes measured at time k.

Note that the components of xk have positive values. As above, wk corresponds

to the ability for each node to harvest energy. Basically, xk at time k has no

influence on the minimization problem, because xk is measured. Moreover, wk is

unknown thus it is not taken into account in the optimization problem. Therefore,

the problem (2.26) for the LTI system (2.8) can be rewritten so as to choose the

control uk at each time k such that the energy consumption of the whole WSN

system is minimized:

min
uk

‖−Buk‖1 , (2.27)

where uk ∈ {0, 1}nm. Note that each component of −Buk is positive.

This problem is indeed a linear optimization problem with the minimization

of the energy consumption over the next period of control, with equality and

inequality constraints that must be fulfilled. The MPC formulation (2.14) can be

rewritten as a MILP by using the approach described in [148]. At each decision

time kTc, the current state x = xk can be used to find the optimal control

sequence u∗ = [uT
k|k, . . . ,u

T
k+Np−1|k]T , where uk|k = uk, by means of the following
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minimization problem:

u∗ = arg min
u

c̄Tu

subject to:

{
F̄inxΓu 6 Ḡinx − F̄inxΦx,

F̄equu = Ḡequ ,

(2.28)

where c̄ = [cT · · · cT ]T ∈ RNunm contains the coefficients of the objective

function of the problem with c ∈ Rnm. The constrains are defined in Section 2.4.

Vector c̄ is the degree of freedom of the control strategy design, specified by

the user. Its choice depends on the control objectives, which is here to minimize

the energy consumption.

2.6.2 Simulation results

To analyze the energy management strategy described as a MILP problem, two

additional scenarios with different problem costs are considered. The prediction

and control horizons are chosen equal to Np = Nu = 2 as in all scenarios of

Section 2.5.

Scenario 2.5: energy management strategy when a MILP problem is solved,

with c = [b11 b12 · · · b62]T

In this scenario, the objective function is defined with c =
[
b11 b12 · · · b62

]T
.

This implies that the nodes with larger energy consumption are more penalized

and thus, less used. The control objective is similar to the one in Scenario 2.3 (see

Section 2.5.3). The network lifespans for both problems are identical. Moreover,

the mode evolution of the nodes is equivalent in two solved problems. Namely, the

WSN lifespan is equal to 178 hours without harvesting systems and to 244 hours

with harvesting systems.

Scenario 2.6: energy management strategy when a MILP problem is solved,

with c = [ b11
x1+E1w1−Xmin

1

b12
x1+E1w1−Xmin

1
· · · b62

x6+E6w6−Xmin
6

]T

To penalize and thus less use the sensor nodes with the smaller lifespan (see the

definition (2.12)) compared to other nodes, the objective function is defined with

c =
[

b11
x1+E1w1−Xmin

1

b12
x1+E1w1−Xmin

1
· · · b62

x6+E6w6−Xmin
6

]T
, where xi + Eiwi −

Xmin
i > 0. Actually, if xi +Eiwi−Xmin

i ≤ 0, the sensor node Si has fallen in the

Unreachable condition and it has been removed from the optimization problem

(2.28).

Here, we can take into account the value of the state xk in the cost of the

problem, because we consider that xk is known. Indeed, it is measured. We can
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(b) Evolution of the remaining energy in each node battery

Figure 2.15: Scenario 2.6: with the energy management strategy described as a
MILP problem, without harvesting systems

also take into account the amount of harvested energy Ewk if it can be predicted

for the next period of time [kTc, (k + 1)Tc].

Figures 2.15 and 2.16 show the evolution of the functioning modes and the

remaining energy of each node without and with harvesting systems, respectively.

The WSN lifespan is equal to 171 hours (resp. 284 hours) without (resp. with)

harvesting systems. The number of switches is in the range of 102. We can see

that the control tries to equalize the lifespan of nodes by preferentially using

the sensor nodes with larger lifespan. However, this implies a large number of

switches with their associated switching costs.
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(b) Evolution of the remaining energy in each node battery

Figure 2.16: Scenario 2.6: with the energy management strategy described as a
MILP problem, with harvesting systems

Comparison of the results and discussion

The simulation results of all scenarios are summarized in Table 2.6. Scenario

2.6 seems better than Scenario 2.5 from a WSN lifespan point of view, with an

increase of 14% of the network lifespan when the harvesting systems are used.

Scenarios 2.5 and 2.6 have almost the same lifespan without harvesting systems.

However, the number of switches in Scenario 2.6 is very high, in the range of 102,

that is equivalent to 1 hour of WSN lifespan, when compared to 3 switches in

Scenario 2.5.

The simulation results for the control strategy, when the optimization problem

is solved with MILP, give similar WSN lifespans and similar number of switches

compared to the results where the optimization problem is solved with MIQP.

The remaining energy in the nodes never becomes smaller than the given min-
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Table 2.6: Comparison of scenarios

Scenarios WSN lifespan
without harv.
sys., [hours]

WSN lifespan
with harv. sys.,
[hours]

Number of
switches,
[n.u.]

Scenario 2.1: dummy 91 192 0

Scenario 2.2: basic 128 192 3

Scenario 2.5: MILP 178 244 3

Scenario 2.6: MILP 171 284 ≈ 102

imal energy level, see (2.8). The sensor nodes can also exit from the Unreachable

condition when they have regained enough energy to perform their task.

The MILP problem complexity is also NP [149] but the resolution time is

shorter. Actually, the MILP problem is solved in ≈ 0.04 sec while it takes

≈ 0.48 sec when the MIQP problem is solved. These values are obtained in the

Matlab environment using the tic-toc function. Matlab turns on one core of the

Intel Xeon Processor E5620 [150]. Thus, it can be concluded that, due to its

computational cost, the control based on the MPC approach and solved with

MIQP is effective even if the scale-up in the number of nodes deployed might

raise extra challenge-uses, because the solution of this optimization problem re-

quires significant time and energy cost. The control strategy solved with a MILP

formulation is less “heavy”. A more precise comparison of this control strategy

solved with MIQP and with MILP will be presented in Chapter 4.

2.7 Conclusion

This chapter proposes an energy management strategy at application level for a

WSN based on MPC. The remaining energy in the node batteries is modeled

using a linear state-space representation. Harvesting capabilities of the nodes are

also taken into account.

The WSN has to provide a given service (named mission), expressed with a

set of constraints. The control problem is tackled using MPC, leading to a MIQP

problem, when a quadratic cost function is considered, and to a MILP problem,

when a l1 norm cost function is used. A unique functioning mode is imposed to

each node at each decision time.

Simulation results on a realistic test-bench have been used to compare the

proposed strategy with “dummy” and basic situations. The comparison of the

different scenarios show the effectiveness of the proposed strategy solved using

MIQP or MILP. Indeed, for a particular scenario, the WSN lifespan can by

extended by a factor of 1.4 without harvesting systems and by a factor of 1.5
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with harvesting systems, compared to the basic situation from Scenario 2.2.

These simulation results make our control strategy promising when the WSN

lifespan increase is considered. Moreover, this control strategy offers a solution

for the energy management problem when a set of constraints has to be explicitly

taken into account.

However, in the present work the switching cost from one mode to another

one is coarsely modeled and a model that explicitly takes this cost into account

should be developed.

The problem dimension changes each time a sensor node becomes unreach-

able/reachable. This dimension change naturally introduces jumps between sys-

tems of different structures. As a consequence, a control strategy that naturally

takes into account the switching cost and the change in the system structure must

be searched. Such a possible solution might be attained using Hybrid Dynamic

System theory. This will be presented in the next chapter.
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Chapter 3

Energy Management using a

Hybrid Control Approach

Hybrid systems are dynamical systems that consist in components with contin-

uous and discrete behaviors. Modeling, analysis, and design of such systems

raise severe methodological questions, because they require the combination of

continuous system descriptions, like differential and difference equations, with

discrete-event models, like automata or Petri nets [151].

The hybrid nature inherent in power control of a WSN system at application

level comes from the combination of

• continuous physical processes, namely, the charge/discharge of the energy

in the node batteries;

• finite-states such as the functioning modes and the Unreachable1 condition.

Therefore, the Hybrid Dynamic System (HDS) approach is natural to deal with

the WSN power management, and also to take into account the switching cost

between two states of the node.

In this chapter, we introduce the hybrid dynamical phenomena. The WSN

system presented in the previous chapter is now modeled using the HDS approach.

The design of the scheduling law is realized for the simple case with two nodes.

Then, it is extended to n nodes. The proposed control strategy based on the

HDS approach is evaluated in simulation on a realistic test-case similar to the

one in Chapter 2. We analyze and compare the simulation results. The research

activity presented in this chapter will be published in [152].

1Unreachable condition corresponds to the situation when the supervisor did not receive the
information regarding the remaining energy level of node a time kTc

53



CHAPTER 3. ENERGY MANAGEMENT USING A HYBRID CONTROL APPROACH

3.1 Introduction to HDS

3.1.1 Historical development

Basically, Hybrid Dynamic Systems Theory (the term was used for the first time

in [153]) studies the behavior of dynamical systems, which are modeled through

mathematical formalisms and that involve both continuous models, such as differ-

ential or difference equations, and discrete models, such as finite state machines

or automata. The term “hybrid system” is used to indicate that the dynamical

system under study is modeled using a mixture of heterogeneous modeling for-

malisms, namely continuous models as adopted in control theory, and discrete

models as used in computer science.

The growing complexity of technological systems required a deeper under-

standing of the intricate interactions between the discrete and continuous dy-

namics in the early 1990s. As a result, the academic world started investigating

the rich behavior that is produced by these hybrid systems. This is evidenced by

the start of a workshop series [154] and several special issues published in that

period [155, 156].

With advanced technology development, HDSs are now implemented in var-

ious applications [151]. Examples of such systems include devices with impacts

and friction in mechanics, walking and hopping machines in robotics, power elec-

tronic circuits in electrical engineering, control systems [157] and more recently

general regulatory networks [158] and neurons in computational neuroscience and

biology [159].

3.1.2 Hybrid dynamical phenomena

An appropriate modeling of hybrid systems can often be obtained by adding

new dynamical phenomena to the classical description formats of the mono-

disciplinary research areas [151]. Indeed, continuous models represented by differ-

ential or difference equations, as adopted by the dynamics and control community,

can by extended to suitably describe hybrid systems. On the other hand, the dis-

crete models used in computer science, such as automata or finite-state machines,

can be extended by concepts like time, clocks, and continuous evolution in order

to capture the mixed discrete and continuous evolution of hybrid systems.

The model of a hybrid system can be represented in the following form [160]:{
z ∈ C ż ∈ F (z),

z ∈ D z+ ∈ G(z),
(3.1)

or with equations: {
z ∈ C ż = f(z),

z ∈ D z+ = g(z).
(3.2)
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These representations suggest that the state of the hybrid system, represented

by z, can change according to a differential inclusion ż ∈ F (z) or according to

a differential equation ż = f(z) while in the set C. It can change according to

a difference inclusion z+ ∈ G(z) or according to a difference equation z+ = g(z)

while in the set D. The notation ż represents the derivative of the state z over

time, while z+ represents the value of the state after an instantaneous change.

To shorten the terminology, the behavior of a dynamical system that can

be described by a differential equation or inclusion is referred to as flow. The

behavior of the dynamical system that can be described by a difference equation

or inclusion is refereed to as jump. This leads to the following names for the four

objects involved in (3.1) or (3.2):

• C is the flow set ;

• F (or f) is the flow map;

• D is the jump set ;

• G (or g) is the jump map.

3.1.3 Simple example of a hybrid dynamical system

Various examples of hybrid systems from different application areas can be found

in the literature [161, 162]. We consider here the simple example of a temperature

control system with the aim of illustrating the notions of hybrid models.

In a simple model used for the temperature control of a room [162, 163],

we have one continuous variable, namely, the room temperature denoted by x

and taking values in R, and one discrete variable, that is the state of the heater

denoted by q and taking values in {1; 0}. “1” stands for the heater is on while

“0” means that the heater is off. This system is modeled by including a logical

variable q in the state:

ż =

[
q

x

]
∈ R2. (3.3)

The continuous dynamics in the system are described by the differential equation:{
ẋ = −x+ x0 + x∆q,

q̇ = 0,
(3.4)

where x0 represents the natural temperature of the room, x∆ the capacity of the

heater to raise the temperature in the room by being always on. Typically, it

is desired to keep the temperature between two specified values xmin and xmax,

given in degree Celsius units, satisfying the following relationship:

x0 < xmin < xmax < x0 + x∆. (3.5)
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For purposes of illustration, consider the case when xmin = 19C◦ and xmax =

20C◦. A control algorithm that attempts to keep the temperature between such

thresholds is shown in Figure 3.1. this algorithm implements the following logic:

if the heater is “on” and the temperature is larger then 20C◦, then the heater

is turn off on the contrary, if the heater is “off” and the temperature is smaller

than 19C◦, then the heater is turn on.

Figure 3.1: Temperature control as a hybrid automaton

The form to represent such as a system in relation with (3.1), is{
z ∈ C ż ∈ F (z),

z ∈ D (q, z)+ ∈ G(z),
(3.6)

where C = ({0} × C0)
⋃

({1} × C1) is a flow set, F is a flow map, D = ({0} ×
D0)

⋃
({1} ×D1) is a jump set, and G is a jump map, described as:

F (z) := −x+ x0 + x∆q, G(z) :=

(
1− q
x

)
,

C0 := {x : x > 19}, D0 := {x : x ≤ 19},
C1 := {x : x < 20}, D1 := {x : x ≥ 20}.

As can be seen, this modeling approach is quite natural. It takes into account

the continuous dynamics and the jumps.

3.2 WSN system modeling

We consider a WSN system similar to the one presented in Section 2.2, which is

modeled as an HDS with continuous part of energy evolution in a set of nodes

and discontinues pars of jump evolution. We show hereafter, that the hybrid

representation can naturally take into account the continuous evolution of the

discharge battery of the node and the discrete evolution of the node jumping in

the different states.
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3.2.1 System description and control objectives

Consider a WSN system similar to the one presented in Section 2.2 with n ∈ N∗

sensor nodes, m ∈ N∗ functioning modes for each node. During the WSN lifespan,

some nodes Si may fall (and exit) in the Unreachable condition. This Unreachable

condition can occur because of node physical damages, strong perturbations of

the radio channel or when xi ≤ Xmin
i (for more detail see Section 2.5.1). Due

to the effect of this “dynamicity” (i.e. appearance/disappearance of nodes), it

is mandatory to supervise the number of available nodes at every time instant

in order to collect enough measurements from the application viewpoint at the

supervisor side, so as to fulfill the requested mission.

The energy consumed when switching from one mode to another was supposed

to be integrated in bil in the model in Section 2.2. In this chapter, we consider

that the switching power consumption δh→l
i is explicitly taken into account when

the node Si switches from mode Mh to mode Ml.

The WSN system is therefore characterized by two states xi and ui for each

node Si and a system output yi:

• xi ∈ R>0 is the remaining energy in the node battery with the same con-

straint as is (2.8) on the state xi:

0 < Xmin
i 6 xi 6 Xmax

i . (3.7)

xi(t, j) = xi(0, 0) (i.e. at t = 0 and j = 0) denotes the initial battery

capacity, where t is the continuous time and j is the total number of jumps

of the solution;

• yi is the measurement of the remaining energy in the node battery delivered

by each node at each sampling time kTc to the supervisor (as in (2.9)).

Note that in real-life conditions, the supervisor needs this measurement to

calculate the control. Therefore, at time kTc:

Xmin
i 6 yi 6 Xmax

i . (3.8)

• ui =
[
ui1 · · · uih · · · uim

]T
∈ {0, 1}m denotes the control states, re-

lated to the functioning mode of the node. The components of ui are equal

to 1 or 0. Thus, ui = eh means that Si is in mode Mh. eh is the hth column

of the identity matrix, or the hth vector of the Euclidean basis. ui = 0m

denotes the Unreachable condition of node Si. ui(0, 0) denotes the initial

control state. The values of ui(0, 0) are chosen so as to take into account the

mission (described hereafter) and to penalize the sensor nodes with smaller

lifespan. Remember that the lifespan of the reachable sensor node Si at

time t is equal to

Li =
xi −Xmin

i

Biui
. (3.9)
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Basically, the sensor node Si is considered reachable if the supervisor has

received information on its remaining energy yi at time kTc. Therefore (3.9)

becomes at time kTc:

Li =
yi −Xmin

i

Biui
. (3.10)

Moreover the node Si is characterized by:

• a power consumption (line) vector Bi ∈ Rm
>0. The component bih of Bi

denotes the power consumed by Si when operating in mode Mh, that is

when ui = eh. Note that in the system model for MPC strategy, the

component bih denotes the energy consumed by Si in mode Mh. From a

practical viewpoint, the components of Bi are assumed unequal which is

consistent with what is observed for today commercial nodes. Moreover,

now, the consumption when the node switches from one mode to other one

is not taken into account in bih;

• a disturbance input wi ∈ {0; 1} that corresponds to the ability for the node

Si to harvest energy (as in Section 2.2). This disturbance input cannot be

controlled but may be predicted in some situation. wi = 1 (resp. wi = 0)

is associated to the capability for the harvesting system to harvest (resp.

not to harvest) energy from the environment;

• the harvested power value Ei corresponds to the amount of power provided

by the harvesting system of node Si (as in Section 2.2). Note that Ei is

in essence a time-variant value in real-life conditions. Ei may be in some

situations predicted or even measured;

• the switching power consumption δh→l
i ∈ R>0 between two functioning

modes taken into account the fact that switching node Si from mode Mh

to mode Ml has an energy cost. Moreover, δh→h
i = 0;

• an exogenous input αi ∈ {0, 1} that is related to the Unreachable condition

defined above. αi is equal to 0 (resp. 1) if Si is unreachable (resp. reach-

able). In the sequel, we consider yi = αixi. Thus, if node is unreachable,

yi = 0 which is inconsistent with the bounds in (3.8), meaning that this

measurement has not been received by the supervisor.

Remark 2. In the real-life conditions, we know neither the remaining energy

level yi nor the actual consumption of an unreachable node. However, when it

comes back, i.e. it is again reachable by the supervisor, it sends the measurements

of its remaining energy so that the control strategy will be able to consider this

node as a potential node to be placed in a functioning mode.
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The control objectives are to extend the WSN lifespan by reducing the overall

power consumption of the nodes via an appropriate management of the function-

ing mode of each node while fulfilling a given mission for the whole set of nodes.

During the continuous-time evolution of each solution (x,u), we must fulfill the

mission defined as:

n∑
i=1

uTi eh = dh, (3.11)

where dh ∈ N∗ defines the exact number of nodes in mode Mh. For instance, d1

defines the number of nodes in the Active mode. This information can be seen

as an external reference.

3.2.2 Hybrid representation and pairwise jump rules

Within the above setting, the flow dynamics of the n nodes are given by:
ẋi = −Biui + Eiwi,

yi = αixi,

u̇i = 0m,

i = 1, ..., n, (x,u,w, α,y) ∈ C, (3.12)

where the flow set C is to be designed. The state dynamics x can be compactly

written as: 
ẋ(t) = −Bu(t) + Ew(t),

y(t) = α(t)x(t),

u̇(t) = 0nm,

(3.13)

where x =
[
x1 x2 · · · xn

]T
∈ Rn

>0, u =
[
u1 u2 · · · un

]T
∈ {0, 1}nm,

w =
[
w1 w2 · · · wn

]T
∈ {0, 1}n, y =

[
y1 y2 · · · yn

]T
∈ Rn

>0, α =

diag(α1, α2, ..., αn) ∈ {0, 1}n×n, B = diag(B1, B2, · · · , Bn) ∈ Rn×nm, and E =

diag(E1, E2, · · · , En) ∈ Rn×n.

The jump dynamics of the n nodes comprise the possibility that the available

(reachable) nodes autonomously decide to swap their respective role within the

network. Given (3.12), one readily understands that swapping role means simply

swapping the values of ui. Then, we may define the sets Dil to provide conditions

under which two nodes Si and Sl are required to swap their roles, under the

straightforward assumption that Dil = Dli, so that swapping is simultaneously

enabled from both sides.

The adopted paradigm intrinsically defines a distributed scheduling paradigm,

as long as one restricts the sets Dil to be non-empty (therefore relevant for the

potential swap evaluation) only for pairs (i, l), belonging to the edges of a suitable

undirected interconnection graph G = (N , E) characterizing the nodes.
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In the general case, the following sets will be designed:

Dil = Dli, ∀ nodes Si, Sl : (i, l) ∈ E , (3.14)

where E is the set of all edges in the interconnection graph. Based on the sets in

(3.14), which will be designed in Section 3.3, we can represent the swapping as

an instantaneous update of the states of the nodes Si and Sl, corresponding to:

[
x+
i

x+
l

]
=

[
xi − (u+

i )T∆iui
xl − (u+

l )T∆lul

]
,

[
u+
i

u+
l

]
=

[
ul
ui

]
,

(x,u) ∈ Dil, (3.15)

with the switching consumption matrix ∆i defined as:

∆i =

 0 δ2→1
i · · · δh→1

i · · · δm→1
i

...
. . .

...

δ1→m
i δ2→m

i · · · δh→m
i · · · 0

 ∈ Rm×m. (3.16)

Equation (3.15) only indicates the instantaneous swap for a pair of nodes, but

for a complete description of the dynamics, we should also specify that across

those jumps all other nodes Si, i = 1, ..., n − 2 do not experience any change of

their xi and ui states. In particular, the relations in (3.15) may be compactly

represented as: [
x+

u+

]
=

[
gilx (x,u)

gilu (x,u)

]
=: gil(x,u), (x,u) ∈ Dil, (3.17)

where gil : (R × {0, 1}m)n → (R × {0, 1}m)n can be straightforwardly expressed

from (3.15). With the pairwise rules in (3.17) associated to a jump set Dsw

corresponding to the set where at least one pair of nodes is ready for a swap

operation (namely x ∈ Dsw if x ∈ Dil for at least one pair i, l):

Dsw =
⋃
i 6=l

Dil, Gsw(x,u) =
⋃

il: (x,u)∈Dil

gil(x,u), (3.18)

where, by construction, Gsw is a set-valued mapping (multiple pairs may be ready

to swap at the same time) that possesses the useful property of having a closed

graph because its graph is the union of the (closed) graphs of gil.

A different type of jump must be defined to take into account the presence

of the exogenous input α, that captures the possibility for nodes to fall into

the Unreachable condition, and of the dynamically changed mission during the

system evolution.
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Thus, for each node, four new jump rules are defined. The first one corre-

sponds to the situation when the node Si is in the Active mode (e.g., mode M1

with ui = e1) or in the Standby one (e.g., mode M2 with ui = e2) and the corre-

sponding αi goes to zero (the node becomes unreachable). Then, the input ui is

automatically switched to the Unreachable value, i.e. ui = 0m:

{
x+
i = xi
u+
i = 0m,

(x,u) ∈ Di
0, (3.19a)

Di
0 := {(x,u,y) : (ui = e1 or ui = e2) and yi ≤ Xmin

i }, (3.19b)

D0 :=
⋃

i=1,...,n

Di
0, G0(x,u) =

⋃
i: (x,u)∈Di

0

gi0(x,u). (3.19c)

In this case, note that the supervisor did not receive information related to the

remaining energy yi for the unreachable node (α = 1). gi0(x,u) has a similar

structure to functions gil(x,u) introduced in (3.17). gi0(x,u) : (R× {0, 1}m)n →
(R×{0}m)n is a compact way of representing the jump map in (3.19a) essentially

comprising identities in all entries except for those related to node Si.

The second jump rule corresponds to a more sophisticated action ensuring

that the mission (e.g. d1 active nodes, see the mission definition in (3.11)) is

fulfilled even when an active node becomes unreachable. The second jump rule

forces any reachable node (without any pre-specified priority) to become active

if the mission is no more satisfied. This will typically happen if an active node

falls in the Unreachable condition because of a jump arising from (3.19). This

jump rule is given by:

{
x+
i = xi
u+
i = e1,

(x,u) ∈ Di
1, (3.20a)

Di
1 := {(x,u,y) : ui = e2 and

n∑
i=1

αiu
T
i e1 ≤ d1 − 1}, (3.20b)

D1 :=
⋃

i=1,...,n

Di
1, G1(x,u) =

⋃
i: (x,u)∈Di

1

gi1(x,u), (3.20c)

where gi1(x,u) : (R×{0, 1}m)n → (R×{0, 1}m)n is a compact way of representing

the jump map in (3.20a) essentially comprising identities in all entries except for

those related to node i. Basically, gi1(x,u) has a similar structure to functions gil
introduced in (3.17).

The third jump rule corresponds to the situation when node Si becomes
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reachable with the ability to jump to Standby mode:{
x+
i = [Xmin

i , Xmax
i ]

u+
i = e2,

(x,u) ∈ Di
2, (3.21a)

Di
2 := {(x,u,y) : ui = 0m and yi ≥ Xmin

i }, (3.21b)

D2 :=
⋃

i=1,...,n

Di
2, G2(x,u) =

⋃
i: (x,u)∈Di

2

gi2(x,u), (3.21c)

where gi2(x,u) : (R× {0}m)n → (R× {0, 1}m)n is a compact way of representing

the jump map in (3.21a) essentially comprising identities in all entries except

for those related to node i. gi2(x,u) has a similar structure to functions gil
introduced in (3.17). In this case, when a node becomes reachable (α = 1), it

sends its measured renaming energy yi = xi to the supervisor, where xi is found in

[Xmin
i , Xmax

i ]. Note that the mission is not more fulfilled, after the jump (3.21),

a node Si will switch in the Active mode as defined in (3.20).

The fourth jump rule express to the situation when the mission changes dy-

namically, i.e. d1(t1) > d1(t2), where t1 < t2. In this case, node Si jumps to the

Standby mode from the Active one:{
x+
i = xi
u+
i = e2,

(x,u) ∈ Di
3, (3.22a)

Di
3 := {(x,u,y) : ui = e1 and

n∑
i=1

uTi e1 ≤ d1 − 1}, (3.22b)

D3 :=
⋃

i=1,...,n

Di
3, G3(x,u) =

⋃
i: (x,u)∈Di

3

gi3(x,u), (3.22c)

where gi3(x,u) : (R× {0}m)n → (R× {0, 1}m)n is a compact way of representing

the jump map in (3.22a) essentially comprising identities in all entries except for

those related to node i. It has a very similar structure to function gil introduced

in (3.17). In the case, where d1(t1) < d1(t2) with t1 < t2, the jump rule (3.20) is

executed.

For these jumps rules (3.17)-(3.22), the energy in the battery of node Si
does not experience any discontinuity, thus x+

i = xi, where xi ∈ [Xmin
i , Xmax

i ].

Remember that if xi = Xmin
i and wi = 0, the node Si has the lifespan Li = 0

(see (3.9)), therefore it is considered as a unreachable node.

With the definitions in (3.18), (3.19c), (3.20c), (3.21c), (3.22c), the complete

jump dynamics can be compactly represented as:[
x+

u+

]
∈ G(x,u), (x,u,y) ∈ D, (3.23)

where D = Dsw ∪D0 ∪D1 ∪D2 ∪D3, and G = Gsw ∪G0 ∪G1 ∪G2 ∪G3 is a set-

valued map. The discrete-time dynamics (3.23) together with (3.12) correspond

to a hybrid description of the WSN system under the specific control action.
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Now, we focus on the solutions to (3.12) and (3.23), insisting that they evolve

in a specific set O where the remaining energy in the battery of each node is

positive for all nodes, and the input vector u has components equal to 0 or 1.

Within this set, the flow set C is the closed complement of the flow set D relative

to O. More specifically:

O = Rn
>0 × {0, 1}nm, C =

(
O \ D

)⋂
O. (3.24)

Within the set O, due to the positivity of the entries in the vectors Bi and the

constraints on the state values xi, it is evident that all solutions will be bounded

and not complete (their domain is bounded). Thus, the objective is to design the

jump sets Dil in an intuitive way, the goal being to maximize the length of the

solution domain in the ordinary time direction, i.e. the WSN lifespan, until d1.

The WSN lifespan is named hereafter the lifespan of the solution.

We focus on the solutions to (3.12) and (3.23), insisting that they evolve in a

specific set O where the remaining energy in the battery of each node is positive

for all nodes, and the input vector u has components equal to 0 or 1. Within

this set, the flow set C is the closed complement of the flow set D relative to O.

More specifically:

O = Rn
>0 × {0, 1}nm, C =

(
O \ D

)⋂
O. (3.25)

Within the set O, due to the positivity of the entries in the vectors Bi and the

constraints on the state values xi, it is evident that all solutions will be bounded

and not complete (their domain is bounded). Thus, the objective is to design the

jump sets Dil in an intuitive way, the goal being to maximize the length of the

solution domain in the ordinary time direction, i.e. the WSN lifespan, until d1.

The WSN lifespan is named hereafter the lifespan of the solution.

3.3 Design of the scheduling law

Now, the scheduling law will be designed for the simple case with two nodes and

without harvesting systems. For this case, the optimality of the result will be

proved. Then, the strategy based on a HDS approach will be extended to the

case with n > 2 nodes and with harvesting systems.

3.3.1 Fault-free case with two nodes

In the previous section, the WSN power management has been expressed as a

control problem that decides the functioning mode for each node, to the design

of the pairwise sets Dil. Indeed, dynamics (3.12), (3.23) already clarify what is

happening during the flowing (i.e. when the batteries are discharging) and what

should happen at each reconfiguration of the network. Basically, when the state
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(x,u) belongs to Dil, the nodes Si and Sl swap their roles. To suitably design Dil

for all i 6= l, the adopted control paradigm focuses on a pairwise reconfiguration

rule.

This rule is described for the simplified case of two nodes S1, S2 without har-

vesting systems (w(t) = 0n) and two modes M1,M2 (resp. Active and Standby),

with D12 = D21 = D. For this specific case, an optimal result is proved here-

after. Moreover, in this case, it does not make sense to have an unreachable node

because no replacement node is available. Therefore, we focus on the fault-free

two-nodes case, with αi = 1 ∀ i = 1, 2. Moreover, d1 = 1.

The rationale behind the choice of D12 is that we would like to design an

algebraic condition on x and u that expresses when it is convenient to swap roles

between both nodes in such a way to maximize the lifespan of the solution. This

quantity may be expressed as a cost function J to be maximized. When designing

D12, the expected lifespan if the solution does not perform further jumps:

J(x, u) = min
i:ui 6=0m

yi −Xmin
i

Biui
(3.26)

is introduced. A first condition to encode in the flow set is that it is not convenient

to jump (or swap roles) whenever J(x+, u+) < J(x, u). Thus, one must ensure

that:

J+(x, u) := J(gx(x, u), gu(x, u)) < J(x, u)

⇒ (x, u) /∈ D12.
(3.27)

Intuitively, the condition (3.27) means that no switch is performed if it reduces

the lifespan. Note that this condition is a function of both x and u.

Even though condition in (3.27) is reasonable, it may still induce undesirable

behaviours in some cases. For instance, consider two identical nodes, namely

∆1 = ∆2, B1 = B2. The Active (resp. Standby) mode is supposed associated

with a large (resp. small) power consumption. Assume also that ∆i are relatively

small when compared to the power consumption of the Active mode. In this case,

the best strategy is clearly to keep one node in the Active mode until its battery is

drained, and then swap once and only once along the solution. However, picking

D12 as the closed complement of the left hand condition of (3.27) will enforce

extra unnecessary jumps as soon as the energy level in the active node becomes

sufficiently small compared to the energy in the other node, and then vice-versa,

and so on.

One way to avoid this situation is to encode in D12 another condition: nodes

will not swap if there is no “emergency” to do so. Indeed, when the left hand

condition in (3.27) holds, solutions will still keep flowing (thus, no switch is

applied) if waiting any further does not cause any reduction in the expected

lifespan after the potential switch. To characterize this reduction, denote by i∗
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the index (or the set of indexes) that minimizes J+, namely:

i∗ = arg min
i=1,2

x+
i

Biu
+
i

= arg min
i:ui 6=0m

yi − uT3−i∆iui

Biu3−i
. (3.28)

Note that i∗ may contain both indexes if the two expected lifespans coincide.

Then, characterize the reduction as the derivative of J+ during flow (if no jump

would be performed):

δJ(x, u) = min
l∈i∗

ẋ+
l

Blu
+
l

= min
l∈i∗
−Blul
Blu3−l

. (3.29)

Note that the derivative of uT3−i∆iui is zero along the flow. The function in (3.29)

captures the idea of how damageable it is to postpone the swap. In other words

(3.29) expresses how much smaller J+ will become if the solution flows for some

extra time, before jumping. Since the two components in Bi are supposed not

equal, then δJ(x, u) 6= −1.

Clearly, if we keep flowing, the decrease rate of J will simply be 1 as the

lifespan decreases linearly as time flows. Therefore, one extra criterion for the

selection of C may be:

δJ(x, u) ≥ −1 ⇒ (x, u) /∈ D12, (3.30)

which is well defined, as indicated above, because δJ(x, u) 6= −1. In particular,

what happens along solutions, as long as J+ ≥ J is that δJ(x, u) > −1 whenever

there is no urge to jump, and then once the “argmin” in (3.28) changes, we start

getting δJ(x, u) ≤ −1 and a jump occurs.

To summarize, one selects:

D12 = {(x, u) : J+(x, u) ≥ J(x, u) and δJ(x, u) ≤ −1}. (3.31)

Note that the definition is commutative that is, there is not specific role of nodes

S1 and S2 in the selection of D12. The selection (3.31) enables to prove the

following optimality result. Notice that hereafter Xmin
i = 0 ≤ xi ≤ Xmax

i . If this

is not the case, a simple change in the variable is performed.

Theorem 1. Assume that Bi, i = 1, 2, has positive and distinct components and

that matrices ∆i, i = 1, 2 have strictly positive off diagonal elements. Consider

any initial condition with positive values of xi(0, 0) and with ui(0, 0), i = 1, 2

being two independent columns of the identity matrix. The solution of (3.12),

(3.23), (3.31) is unique and it has a lifespan equal to the maximum lifespan that

can be obtained by selecting arbitrary jump times for (3.12), (3.15) starting from

the same initial conditions.
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Proof. The proof is carried out by first (step 1) showing that the (optimal) so-

lution providing the maximum lifespan performs at most one jump (one swap

between both nodes), and then (step 2) showing that the solution generated by

the proposed jump rule is optimal.

Step 1. Assume that the optimal solution ϕopt = (xopt, uopt), having lifespan

T , performs more than one jump (or swap) and denote by t1 and t2 the first 2

jump times. These jump times clearly satisfy 0 ≤ t1 ≤ t2 ≤ t3, where we denote

by t3 either the next jump time, or the lifespan time t3 = T . Since T is the

lifespan of the solution, we must have that xopt,1(T, j) > 0, xopt,2(T, j) > 0, and

that at least one of them is zero, where j is the total number of jumps of the

solution. Consider now another solution (x∗opt, u
∗
opt) starting from the same initial

condition (x(0, 0), u(0, 0)) = (x10, x20, u10, u20) and performing one jump at time

t∗1 = t1 + (t3 − t2), and then performing the same jumps as the original solution

does, namely t∗2 = t3, . . ., t∗j−1 = tj . Note that this new solution performs one

more jump less than the original one. Then, it can be proved that at ordinary

time t∗2 = t3 (and before the possible corresponding jump), both states x1 and x2

of the “*” solution are strictly larger than the corresponding states of the original

opt solution. As a consequence:

0 < xi(T, j) < x∗i (T, j − 1), i = 1, 2, (3.32)

which implies that the lifespan of the “*” solution is larger, thus completing the

proof of this step. We only prove (3.32) for the case i = 1 as the case i = 2 is

identical. To this end, consider:

x∗opt,1(t∗2, 1) = x10 − (t∗1 − 0)B1u10 − (t∗2 − t∗1)B1Su10 − (Su10)T∆1u10

= x10 − (t1 + (t3 − t2))B1u10 − (t2 − t1)B1Su10 − (Su10)T∆1u10,

where the swaping matrix is S := [ 0 1
1 0 ] and t∗2 − t∗1 = t2 − t1 is chosen. Instead,

for the original solution we have:

xopt,1(t3, 2) = x10 − (t1 − 0)B1u10 − (t2 − t1)B1Su10

− (t3 − t2)B1S
2u10 − (Su10)T∆1u10 − uT10∆1Su10

= x10 − (t1 + (t3 − t2))B1u10 − (t2 − t1)B1Su10

− (Su10)T∆1u10 − uT10∆1Su10,

with S2 = I. This clearly shows that the second state is smaller because it

performs one extra jump and the off diagonal terms of ∆i, i = 1, 2 are all positive.

Step 2. Consider now the structure of the jump set in (3.31) and note that all

along any solution ϕ(t, j) = (x(t, j), u(t, j)), the function ψ(t, j) := t+ J(ϕ(t, j))

denotes the envisioned lifespan (in the future) of the solution in the case when

no other jump happens, while ψ+(t, j) := t+ J+(ϕ(t, j)) denotes the envisioned

lifespan of the solution if a single jump happens at the current time. This is easily
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understandable from the fact that J and J+ measure the remaining lifespan, so

the total amount of the envisioned future flow. Then, at each hybrid time instant

(t, j) in dom ϕ (hybrid time domain [160]), the envisioned lifespan corresponds

to such an envisioned remaining lifespan plus the already elapsed time t. As

an additional property, note that along any solution, the function ψ is non-

decreasing. Indeed, its derivative along the flows is trivially zero, while the first

condition in (3.31) implies that it is non-decreasing at jumps. Moreover, it is

straightforward to conclude from (3.29) that:

d

dt
ψ+(t, j) = 1 + δJ(ϕ(t, j)), (3.33)

which can never be zero because of the assumption that the two components in

the matrices Bi are not equal. We now split the proof in two cases comparing

the optimal solution to our solution and establishing that they have the same

lifespan.

Case 1: If the optimal solution ϕopt performs no jumps, then the envisioned

lifespan from the initial condition is already T , namely ψ(0, 0) = J(ϕ(0, 0)) =

J(ϕopt(0, 0)) = T . As a consequence, our solution will flow for at least (there-

fore exactly, from optimality) T ordinary time because the function ψ is non-

decreasing.

Case 2: If the optimal solution ϕopt performs one jump, denote by t∗ ∈ [0, T ) the

time of that jump and note that it must satisfy:

t∗ + J+(ϕopt(t
∗, 0)) = t∗ + J(ϕopt(t

∗, 1)) = T. (3.34)

Denote also ψopt(t, j) = t+ J(ϕopt(t, j)) . Since the solution flows for all (t, j) ∈
[0, t∗) × {0}, and since d

dtψ
+
opt can never be zero as emphasized after (3.33), it

must necessarily be that d
dtψ

+
opt(t, 0) > 0 for all t ∈ [0, t∗). Otherwise there

would be another solution jumping before t∗ and lasting longer than ϕopt which

is impossible due to optimality. As a consequence, since our solution ϕ starts

from the same initial condition as ϕopt, it must hold, also based on (3.33), that

1 + δJ(ϕ(0, 0)) = d
dtψ

+(0, 0) = d
dtψ

+
opt(0, 0) > 0, meaning, according to the sec-

ond condition in (3.31), that our solution does not jump at the initial time.

Due to the uniqueness of solution of our flow dynamics, we also conclude that

1+δJ(ϕ(t, 0)) > 0 for all t ∈ [0, t∗], thus implying that our solution behaves opti-

mally until t∗. The interval is now closed due to continuity of the solution along

the flows. Then, we have from (3.34) that ψ+(t∗, 0) = t∗+J+(ϕ(t∗, 0)) = T , which

completes the proof by the non-decreasing property of ψ established above.

3.3.2 General case

The approach of Section 3.3.1 is now extended to the case with n > 2 node, m ≥ 2

modes, and the harvesting systems. Therefore, at time kTc the measurement of
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the remaining energy is equal to yi(k) = αi(k)xi(k) = αi(k)(xi(k− 1)−Biui(k−
1) + Eiwi(k − 1)). The hybrid dynamics in (3.12), (3.23) essentially concentrate

on pairwise relations between each possible pair of reachable nodes. In particular,

the Jil(x,u), J+
il (x,u), k∗il, δJil(x,u) quantities can be defined as those in (3.26),

(3.27), (3.28), and (3.29) respectively, when focusing on nodes Si, Sl satisfying

(i, l) ∈ E as follows:

Jil(x, u) := min
k=i,l; k:uk 6=0m

yk −Xmin
k

Bkuk
(3.35)

J+
il (x, u) := Jil(g

il
x (x,u), gilu (x,u)) (3.36)

k∗il = arg min
k=i,l; k:uk 6=0m

yk − uTkc∆kuk
Bkukc

(3.37)

δJil(x, u) = min
k∈k∗il

−Bkuk
Bkukc

, (3.38)

where kc represents the “second” node in a pair, namely kc = i if k = l, and

vice-versa. In (3.38), we do not consider the part Ekwk of the harvesting systems

to avoid many possible switches when the energy is harvested periodically, i.e.

the behavior of the harvesting system is reflected as the oscillations.

With the above definitions, the jump sets Dil can now be defined by suitably

generalizing the expression in (3.31):

Dil = {(x, u, α,w) : Jil(x
+,u+) ≥ Jil(x, u)

and δJ(x, u) ≤ −1 and αi = αl = 1},
(3.39)

where the swap is now inhibited if any of the two nodes in a pair is in the

Unreachable condition.

With the selection (3.39), we may now express the following result, which

is a straightforward consequence of the jump rules in (3.19) - (3.22) and of the

fact that the jumps in (3.15) have no effect on the mission because they merely

correspond to swapping the states of nodes Si and Sl.

Proposition 1. Given any solution to (3.12), (3.23), (3.39), if at least d1 nodes

are not in the Unreachable condition at each time in its domain, then the mission

(3.11) is always satisfied during the flows of the solution.

The proof of the proposition is omitted because it is a straightforward conse-

quence of the definition of jumps rules and of the fact that flowing is forbidden

unless the mission is accomplished.

3.4 Simulation results with the HDS strategy

To validate the theoretical results presented above, some simulation are performed

to illustrate the features of the proposed control law. A scenario with two different

cases (without and with harvesting system) will be discussed.
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3.4.1 System description and control configuration

The proposed approach is now evaluated in simulation with n = 6 nodes. The

benchmark is similar to the one from Section 2.5.1. Each node Si may be placed

in two functioning modes, namely the Active mode M1 and the Standby mode

M2, already described in Section 2.5.1. The sensor nodes may also drop in the

Unreachable condition. The sensor nodes S3 and S5 also possess harvesting ca-

pabilities as described in Section 2.5.2.

Note that, in simulation, we consider that the remaining energy measurement

is continuous, i.e. y(t) = x(t). The remaining energy for the sensor node Si in

the Unreachable condition is supposed equal to Xmin
i . However, this assumption

is not always true in real-life conditions. For instance, when the node falls in

the Unreachable condition because the energy in the battery is too low, i.e. xi =

Xmin
i , this assumption is true. However, at the time when the node falls in the

Unreachable condition because of communication perturbations, the remaining

energy is not known.

Table 3.1: Average power consumption bij of node Si in mode Mh

Sensor node Average power consumption
in mode M1, [mAV ]

Average power consumption
in mode M2, [mAV ]

S1 34.854 5.846

S2 36.482 6.031

S3 36.593 6.105

S4 36.482 6.105

S5 36.556 6.105

S6 33.041 5.735

The nodes are supposed to be deployed over a limited space (e.g. an office

room) to control the environmental conditions (temperature, humidity). The

mission is defined with d1 = 3, which ensures that enough information is provided

to control the room environmental conditions. For each node Si, the components

of vector Bi are given in Table 3.1. The first (resp. second) component of Bi

corresponds to the mean power consumed in mode M1 (resp. M2). The initial

state value of x is recalled in Table 3.2: for each Si, it is equal to ξi ·Xmax
i , where

ξi is the energy coefficient and Xmax
i represents the nominal battery capacity.

The initial state value of u is chosen, taking into account the mission, to penalize

the nodes with smaller lifespan. It is equal to u(0, 0) = [1 0 1 0 0 1 0 1 0 1 1 0]T so

that d1 = 3 nodes are placed in M1. The same initialization choice is performed

in Scenario 2.4 from Section 2.5.3 and in Scenario 2.6 from Section 2.6.

The switching energy consumption matrices are supposed equal for all nodes.
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Table 3.2: Node battery and harvesting system characteristics

Sensor
node

Battery capacity
Xmax

i ,
[mAV · hour]

Harvesting availa-
bility Ei, [mAV ]

Energy
coef. ξi,
[1]

Harvesting
period,
per 24 hours

S1 3885 missing 1 –

S2 3885 missing 0.8 –

S3 3885 77.7 0.9 7h-12h

S4 3515 missing 0.7 –

S5 3515 99.9 1 13h-18h

S6 8510 missing 1 –

They are given by:

∆i =

[
0 0.05

0.01 0

]
[mWh]. (3.40)

Note that these numerical values are rough estimation as they are very difficulty

to be measured.

3.4.2 Simulation results

The control strategy based on the HDS approach is evaluated in the MAT-

LAB/Simulink environment using the HyEQ Toolbox [164]. Two situations are

considered, namely without and with harvesting capability for nodes S3 and S5.

Scenario 3.1: power management strategy based on the HDS approach

Figure 3.2(a) shows the evolution of the functioning mode for each node when the

HDS control is applied. The harvesting capability of nodes being not considered

here, w in (3.13) is equal to 0n. The energy in the battery of each node is given

in Figure 3.2(b). We can observe that the remaining energy of all nodes is never

equal to 0 (as in the Scenarios 2.1-2.6 discussed in Section 2.5.3). Basically, this

is related to the constraints (3.7) on the state value xi, that prevents to fully

drain the battery. As can be seen, the mission (3 nodes in mode M1) is fulfilled

approximately until 164 hours, that represents the WSN lifespan.

In this case, the nodes jump between the mode M1 and mode M2 following

the rule (3.15). When a sensor node has more energy, it falls in the Unreachable

condition following the rule (3.19).

Figure 3.3(a) and Figure 3.3(b) show the same scenario, but with harvesting

systems. The WSN lifespan is now equal to ≈ 266 hours. Nodes S3 and S5

possess the harvesting systems with harvesting profile given in Figure 2.7. Thus,

the evolution of their remaining energy depicted in Figure 3.3(b), presents oscil-
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(a) Evolution of the functioning modes of the nodes
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(b) Evolution of the remaining energy in each node battery

Figure 3.2: Scenario 3.1: power management strategy based on HDS, without
harvesting systems

lations. Here, the nodes jump following the same rules that in a previous case for

the same situation. To jump from the Unreachable condition to Standby, a node

follows the rule (3.21). To jump from Unreachable condition to Active mode,

when the mission is not fulfilled, a node follows the rules (3.21) and (3.20).
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(a) Evolution of the functioning modes of the nodes
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(b) Evolution of the remaining energy in each node battery

Figure 3.3: Scenario 3.1: power management strategy based on HDS, with har-
vesting systems

Comparison of the results and discussion

A summary of Scenario 3.1 with the “dummy” and basic scenarios from Section

2.5.3 is show in Table 3.3.

The simulation results of the control strategy based on the HDS approach are

promising. The WSN lifespan obtained using the strategy based on a HDS ap-

proach is 1.28 longer without harvesting systems and 1.39 larger with harvesting

systems that the on of the basic scenario. The comparison with the “dummy”

scenario shows an increase by 1.80 without harvesting systems and by 1.39 with

harvesting systems of the WSN lifespan with the HDS approach.

The number of switches in Scenario 3.1 is not large than 7 switches without
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Table 3.3: Comparison of scenarios

Scenarios WSN lifespan
without harv.
sys., [hours]

WSN lifespan
with harv. sys.,
[hours]

Number of
switches, [1]

Scenario 2.1: dummy 91 192 0

Scenario 2.2: basic 128 192 3

Scenario 3.1: HDS 164 266 7 (5)

harvesting systems and 5 switches with harvesting systems. In some conditions

and with the corresponding nodes (the nodes that can be awakened by the request

of supervisor, see Section 1.3), that allows further reduce the energy consumption

and not to increase the disturbance of radio channel, because the supervisor rarely

sends the control to sensor nodes.

In simulation, the conditions to switch are verified continuously using the

measurements of the remaining energy in the battery of each node. Actually,

we consider that the remaining energy in the batteries is measured continuously,

and known on the supervisor side. This hypothesis is obviously not true in real-

life conditions. Therefore, we will have to discretize the control strategy and

impose that switching conditions are verified at each decision time Tc to be able

to implement the HDS control strategy in real life.

TheHDS approach is not complex from a computational point of view. Thus,

running this control algorithm is not consuming. As a consequence, it can simply

be embedded in a node used as supervisor with relatively small computational

capabilities.

3.5 Conclusion

The conception of an energy management strategy for a WSN based on a HDS

approach has been proposed in this chapter. The WSN system, similar to the

one in Chapter 2, is modeled as a hybrid dynamic system with a set of jumps

rules.

This scheduling law fixes the mode of each node at time t so as to fulfill the

so-called mission. The scheduling law is first designed in the simple case with 2

nodes, 2 modes (and no Unreachable condition) and without harvesting systems.

In this situation, the solution is proved to be unique with maximum lifespan for

the WSN. Then, the scheduling law is extended to the case with more than 2

nodes and more than 2 modes, taking into account the unreachability of some

nodes and the harvested energy.

Simulation results of the proposed control strategy have been compared with
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the “dummy”and basic scenarios presented in Chapter 2. The comparison shows

that this HDS strategy is promising in terms of the WSN lifespan increase. In-

deed, for a particular scenario, the WSN lifespan can by extended by a factor of

1.28 without harvesting systems and by a factor of 1.39 with harvesting systems

compared to the basic situation from Scenario 2.2.

Moreover, the benefit of the strategy based on a HDS approach is its low

computational complexity, because it only requires the evaluation of few alge-

braic equations. As a consequence, running the HDS control strategy itself will

consume a very small amount of energy, especially when compared to the MPC

approach from Chapter 2. This HDS strategy naturally takes into account the

switching cost which allows to have a more accurate system model when com-

pared to the model we used in Chapter 2.

The HDS control objective is to extend the WSN lifespan while fulfilling the

mission. The control law chooses the nodes with the larger lifespan and places

them in Active mode. Its main interest is that it does not enforce nodes to

swap their role if it is not absolutely mandatory. As a consequence, the number

of switches can be minimized, which in turn, saves the switching energy cost.

However, this HDS strategy must be adapted for an implementation in real life.

Here, it is supposed that the remaining energy in the battery of each node is

continuously monitored. Therefore, the supervisor continuously knows how much

energy is available in each reachable node and it can decide at any time when

nodes have to swap their role. This aspect will be discussed in Chapter 4 where

the HDS strategy is implemented on a real benchmark.
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Chapter 4

Comparison of Both Approaches

and Validation on a Test-Bench

Control strategies based on MPC and HDS approaches have been proposed to

improve the WSN lifespan of a set of sensor nodes while meeting requirements

imposed by the application, these requirements being expressed in terms of the

number of nodes that must provide measurements to a supervisor. In the previous

chapters, we have validated both approaches in simulation. We will now compare

these strategies thanks to the results of scenarios 2.1-2.6 and 3.1.

The results led us to consider an implementation of the proposed strategies.

For that purpose, we first need to analyze the simulation results of all scenarios

presented in Chapters 2 and 3 to choose the more promising ones. The assump-

tions for both control techniques must be discussed to guess if the implementation

on a real life can be achieved and that what is needed for that.

The test-bench hardware is discussed especially, we try to see if the sensor

nodes at bond are representative of today sensor networks available from the in-

dustry. The implementation results drive to the final conclusions and validations.

The results presented in this chapter have been published in [118, 165].
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TEST-BENCH

4.1 Comparison of MPC and HDS approaches in simula-

tion

The proposed energy management strategies based on MPC and HDS approaches

are validated in simulation in Chapters 2 and 3. Remember that the scenarios

presented in these chapters are:

• Scenario 2.1: situation without control at application level (“dummy” sit-

uation);

• Scenario 2.2: management of the node activity to fulfill the mission based

on a finite-state automaton, i.e. there are any d1 sensor nodes that are

active (basic situation);

• Scenario 2.3: energy management strategy based on the MPC approach

and solved with MIQP, Q = 06×6 and R = BT
cons ×Bcons;

• Scenario 2.4: energy management strategy based on the MPC approach

and solved with MIQP, Q = diag( 1
Xmax

1
, ..., 1

Xmax
6

) and R = BT
cons ×Bcons;

• Scenario 2.5: energy management strategy based on the MPC approach

when a MILP problem is solved, c = [b11 b12 · · · b62]T ;

• Scenario 2.6: energy management strategy based on the MPC approach

when a MILP problem is solved, with c = [ b11
x1+E1w1−Xmin

1

b12
x1+E1w1−Xmin

1
· · ·

b62
x6+E6w6−Xmin

6
]T

• Scenario 3.1: power management strategy based on the HDS approach.

A summary of these scenarios is shown in Table 4.1.

Table 4.1: Comparison of scenarios in terms of WSN lifespan and number of
switches

Scenarios WSN lifespan
without harv.
sys., [hours]

WSN lifespan
with harv. sys.,
[hours]

Number of
switches, [1]

Scenario 2.1: dummy 91 192 0

Scenario 2.2: basic 128 192 3

Scenario 2.3: MIQP 178 244 3

Scenario 2.4: MIQP 175 287 ≈ 102

Scenario 2.5: MILP 178 244 3

Scenario 2.6: MILP 171 284 ≈ 102

Scenario 3.1: HDS 164 266 7 (5)
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The simulation results of the control strategies based on MPC and on HDS ap-

proaches are promising when the WSN lifespan is considered. The WSN lifespan

obtained

• using the MPC approach is 39% longer without harvesting systems and

50% longer with harvesting systems;

• using the HDS approach is 28% longer without harvesting systems and 39%

longer with harvesting systems

compared to the basic situation from Scenario 2.2. For a specific benchmark

case, the WSN lifespans obtained using the MPC approach can be longer by

4.1%− 8.5% without harvesting systems compared to the HDS one. The lifespan

of WSN with harvesting systems is

• smaller by 8.3% in Scenario 2.3 (MPC approach) compared with Scenario

3.1 (HDS approach);

• longer by 7.9% in Scenario 2.4 (MPC approach) compared with Scenario

3.1 (HDS approach).

This phenomenon can be explained by the characteristics of the problems that

are resolved in different scenarios. For instance, in scenarios 2.4, 2.6 and 3.1 the

remaining energy is taken into account in the problem cost unlike other ones,

that better manages the set of nodes with harvesting systems.

The number of switches depends on the control strategy and on the considered

scenario. The strategy based on MPC does not try to limit the number of switches

compared to the strategy based on HDS, where a switch is enforced only if it

significantly extended the WSN lifespan. As a consequence, we observe a large (in

the range of 102) number of switches in Scenario 2.4 and Scenario 2.6. Note that

the switching cost is not explicitly taken into account in our MPC strategy. If we

consider that the energy cost of the switch from mode M1 to mode M2 (resp. from

mode M2 to mode M1) is equal to δ1→2
i = 0.01 mWh (resp. δ2→1

i = 0.05 mWh),

the energy cost of 102 switches is approximately equivalent to 1 hour of the WSN

lifespan. In real-life conditions, the values δ1→2
i and δ2→1

i depend on the quality

of the radio link (related to the QoS) between the supervisor and the node Si.

The number of switches in Scenario 3.1 is much less important than in Scenarios

2.4 and 2.6. Indeed, we have 7 switches without harvesting systems and 5 with

harvesting systems. The reduction in the number of switches allows further to

reduce the energy consumption (especially the one due to the switches) and not

to increase the overload of radio channel, because the number of communications

also decreases. In fact, if we need to swap roles between nodes, extra message

must be sent from the supervisor to the node.
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The problems of the energy consumption reducing, which are tackled by con-

trol strategies, have different levels of complexity. Table 4.2 shows the simulation

time to solve the control problem for one control period Tc = 1 hour (one control

step) for both strategies. Note that the simulated system with the MPC strategy

is discrete and a difference equation is computed. However, the simulated system

with the control strategy based on HDS is continuous. Thus, differential equation

must be numerically integrated, and control algorithm must be discretized with

sampling time Tc = 1 hour. Here, the values are obtained in the Matlab environ-

ment using the tic-toc function. Matlab turns in one core of Intel Xeon Processor

E5620 with 12 MB of cache, 2.40 GHz and 5.86 GT/s [150]. From these values,

even if the evaluation is rough, it is evident that the control strategy solved with

MIQP is more “demanding” compared to the problem solved with MILP. The

difference between MIQP and MILP is in the range of one order of magnitude.

The comparison between the HDS approach and the MPC shows that the HDS

algorithm is in the range of one (resp. two) order of magnitude easier to compute

compared with MILP (resp. compared with MIQP).

Table 4.2: Comparison of scenarios in terms of computational time (simulation
cases)

Scenarios Simulation duration, [hours] Simulation time
for 1 step, [sec]

Scenario 2.3: MIQP
178, without harv. sys. 0.369
244, with harv. sys. 0.485

Scenario 2.4: MIQP
175, without harv. sys. 0.255
287, with harv. sys. 0.318

Scenario 2.5: MILP
178, without harv. sys. 0.044
244, with harv. sys. 0.044

Scenario 2.6: MILP
171, without harv. sys. 0.044
284, with harv. sys. 0.044

Scenario 3.1: HDS
164, without harv. sys. 0.0038
266, with harv. sys. 0.0038

Thus, analysis in terms of scalability should be conducted. These results

(number of switches and computational time) seem to advocate for strong draw-

backs for MPC solved with MIQP when compared to the other strategies. Indeed,

for the optimization costs chosen for MIQP and MILP, it was quite evident that

MILP would exhibit a smaller computational time. However, this analysis should

be extended in order to have realistic guesses on the implementation constraints

of the control strategies. Indeed, the simulation scenarios only consider 6 nodes1,

which is a very small number of nodes, compared to today WSN deployments.

1This number comes from the number of nodes at hand in the real benchmark.
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However, from Table 4.2, it can advocate that the MPC approach solved with

MIQP is effective for few sensor nodes employed in one geographically defined

space, because the solution of the optimization problem seems “heavier” than the

solution of other control approaches. The control strategy solved with a MILP

problem is less “heavy”. Also, the control strategy solved with MPC/MILP is

“heavier” as the one based on HDS approach. Note that for implementation in the

real test-bench, the control strategies will not be run in Matlab, and optimization

routines from well known optimization packages will be used.

4.2 Simulation results in the presence of unreachable nodes

Now, we analyze the behavior of the control strategies in simulation without

harvesting systems when communication disturbances are considered. In this

section we only consider the strategies based on MPC solved with MILP, and

based on HDS. These choices follow from the analysis before. Note that the

communication disturbances are coarsely modeled. Basically, the (un)availability

of data at the supervisor side is considered.

4.2.1 Simulation of the control strategies with unreachable nodes

During the simulation with unreachable nodes, we consider that the unreachable

nodes consume the same energy than if they were in the mode M1. This corre-

sponds basically to the wast situation. This consumption choice is justified by the

fact that, when a sensor node is considered by the supervisor as unreachable, this

sensor node can already be in mode M1 and it tries to connect to the supervisor

during a time period.

The profiles of unreachability are described in Table 4.3 and shown in Figure

4.1. In the presence of unreachable nodes, and when extra nodes are in mode M2,

the control strategies place nodes in mode M1 such that the mission is fulfilled.

Table 4.3: Description of the unreachability profiles

Sensor node Start of unreachability, [hours] End of unreachability [hours]

S1 45 64

S2 31 63

S3 0 20

S4 108 127

S5 – –

S6 96 128
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Figure 4.1: Profiles of unreachability for each sensor node. “1” stands for the
node is reachable while “0” means the node is unreachable

In order to evaluate the behavior of the control strategies under unreachable

nodes, scenarios 2.5 and 2.6 (see Section 2.6.2) and Scenario 3.1 (see Section 3.4)

are now simulated. The values of the energy consumption, battery characteristics,

initial energy for each node are defined in Chapter 2 for the MPC approach when

solved with MILP, and in Chapter 3 for the HDS approach.

Scenario 2.7: energy management strategy when a MILP problem is solved

with c = [b11 b12 · · · b62]T , in the presence of unreachable nodes

This scenario is similar to Scenario 2.5 considered in Section 2.6.2, where the MPC

approach is applied and the problem is solved using MILP. Figure 4.2 shows the

evolution of functioning modes and the remaining energy in the battery of each

node when the unreachability profiles of Figure 4.1 are considered. As can be

seen, the WSN lifespan is equal to 105 hours until the first time the mission is

no more fulfilled. Then, during the next 23 hours (until 128 hours) the mission

is no more fulfilled because only two nodes are reachable. From 128 hours to

156 hours, the mission is filled again thanks to node S6 that becomes reachable

again.

In the presence of unreachable nodes, the control strategy is able to place

some nodes in mode M1, provided that extra nodes are in mode M2, in order to

replace active nodes that have fallen in the Unreachable condition. In this way,

the mission can still be fulfilled.

Figure 4.2(b) presents the remaining energy in each node. Note that the gaps

correspond to the situation when a sensor node becomes unreachable. In this

situation, we do not know how much energy is still available in the unreachable
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(b) Evolution of the remaining energy in each node battery

Figure 4.2: Scenario 2.7: energy management strategy based on MPC/MILP,
c = [b11 b12 · · · b62]T , with unreachable nodes

nodes. This, indeed, is fully consistent with real-life conditions. When a node

comes back, i.e. it is again reachable by the controller, it sends its remaining

energy level to the supervisor so that the control strategy will be able to consider

this node as a potential node to be placed in the Active or Standby mode.
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Scenario 2.8: energy management strategy when a MILP problem is solved

with c = [ b11
x1+E1w1−Xmin

1

b12
x1+E1w1−Xmin

1
· · · b62

x6+E6w6−Xmin
6

]T , in the presence of

unreachable nodes

0 20 40 60 80 100 120 140 160

S6

S5

S4

S3

S2

S1

time [h]

Mode 1 − Active

Mode 2 − Standby

Unreachable condition

(a) Evolution of the functioning modes of the nodes

0 20 40 60 80 100 120 140 160
0

2000

4000

6000

8000

time [h]

R
em

ai
n

in
g

 e
n

er
g

y 
[m

W
h

] S1

S2

S3

S4

S5

S6

(b) Evolution of the remaining energy in each node battery

Figure 4.3: Scenario 2.8: energy management strategy based on MPC, c =
[ b11
x1+E1w1−Xmin

1

b12
x1+E1w1−Xmin

1
· · · b62

x6+E6w6−Xmin
6

]T , with unreachable nodes

This scenario is similar to Scenario 2.6 considered in Section 2.6.2 but with

unteachable nodes. Figure 4.3 shows the evolution of functioning modes and the

remaining energy of all nodes in the presence of unteachable nodes. It can be

seen that the WSN lifespan is equal to 131 hours. After time k = 131 hours,

the mission is never filled again compared to Scenario 2.7. This phenomenon is
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related to the choice of the problem cost for the control strategy which tries to

approximately keep the same lifespan for all nodes. We can see the same gaps as

in Figure 4.2(b) in the remaining energy in the battery of the nodes, see Figure

4.3(b). These gaps are related to the unreachability profiles defined in Figure 4.1.

Scenario 3.2: power management strategy based on the HDS approach in

presence of unreachable nodes

Figure 4.4 shows the evolution of the functioning mode and the remaining energy

(a) Evolution of the functioning modes of the nodes
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(b) Evolution of the remaining energy in each node battery

Figure 4.4: Scenario 3.2: power management strategy based on HDS, with un-
reachable nodes
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in the battery for each node when the HDS control is applied. This scenario

is similar to Scenario 3.1, except that some nodes become unreachable with the

unreachability profiles given in Figure 4.1. Therefore, nodes can “disappear”

and/or “appear” during the system evolution. As a consequence, nodes jump

following the rules described in (3.19)-(3.21). It can be seen that the WSN lifespan

is equal to 109 hours. Then, from time t = 109 hours to t = 127 hours, the

mission is no more fulfilled, because there is not enough reachable nodes to fulfill

the mission. Indeed only 2 nodes are reachable over t ∈ [109, 127] hours. Then,

the mission is again satisfied during the next 12 hours, until time t = 139 hours.

The same gaps as in Figure 4.2(b) can be seen on the remaining energy curves

presented in Figure 4.4(b). These gaps correspond to the periods of time when

nodes are unreachable.

4.2.2 Comparison of the results with unreachable nodes

The results for the scenarios with unreachable nodes are summarized in Table 4.4.

The strategy based on MPC considered in Scenario 2.8 exhibits the larger lifespan

(131 hours) compared to Scenario 2.7 (105 hours) and Scenario 3.2 (109 hours),

without interruption of the mission. However, Scenario 2.8 exhibit a large number

of switches, which can induce extra energy consumption. This also leads to extra

communication overload because the supervisor has to send a new control vector

much more often than in Scenario 2.7, for instance. Recall that Scenario 2.7

differs from Scenario 2.8 in the coefficient that appear in the cost function to be

minimized. The strategy based on HDS, considered in Scenario 3.2 is appealing,

because the WSN lifespan is similar to the one of Scenario 2.7, and the number of

switches is smaller than the one of Scenario 2.8. These results also depend on the

unreachability profiles. Actually, for scenarios discussed now, after a period of

time when the mission cannot be fulfilled, some nodes come back to the reachable

state. Then they can be placed in mode M1 and the mission can be fulfilled again.

This aspect appears in column “Extension of WSN lifespan” in Table 4.4.

Table 4.4: Comparison of scenarios with unreachable nodes

Scenarios WSN lifespan,
[hours]

Extension of WSN
lifespan, [hours]

Number of
switches, [1]

Scenario 2.7: MILP 105 28 7

Scenario 2.8: MILP 131 – ≈ 102

Scenario 3.2: HDS 109 12 11
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4.3 Implementation on a real test-bench

The energy management strategies described in Chapters 2 and 3 are now imple-

mented in a real test-bench in order to be compared and analyzed. The hardware

and software aspects of the test-bench are first shortly described. Then, imple-

mentation issues of both control strategies are discussed. Lastly, the experimental

results are provided and studied.

4.3.1 Discussion about MPC and HDS strategies assumptions

Before the implementation of the MPC and HDS control strategies for the energy

management of a set of nodes, we must discuss on common and specific assump-

tions for each strategy. This discussion will help to properly implement both

approaches on a real test-bench. It will also allow to provide a fainer comparison

of the implementation results of the strategies.

Common assumptions

We have similar system models for the control strategies based on MPC (see

Section 2.2) on the one hand, and on HDS (see Section 3.2) on the other hand.

These system models have common assumptions:

• a given mission (service) must be fulfilled via a network deployed in a given

geographical area. All nodes in this WSN must have the same functionality

i.e. all nodes have the similar role in the system. They are interchangeable,

which allows to change the active nodes by others at time k;

• the remaining energy in the battery of each node must be known at time

k to implement the energy management strategies. Namely, the measure

of the remaining energy yi of the node Si must be received otherwise, Si is

said reachable by the supervisor such that node Si is “in the game”.

These assumptions need be taken into account during real-life experiments.

Namely, we will deploy a WSN with interchangeable sensor nodes in one given

geographical area (i.e. a working office). A capacity estimation method proposed

hereafter. Information on the remaining energy in the battery of each sensor

node yi will be obtained via.

Specific assumptions for each strategy

Each energy management strategy has extra assumptions:

• the energy consumed when switching from one mode to another one is

naturally taken into account in δk→l
i in the strategy based on the HDS
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approach. For the MPC approach it is supposed to be integrated in bil. Note

that the energy consumed for a switch is very hard to measure. It depends

on the sensor node itself and on the environment conditions, especially the

communication disturbances;

• the strategy based on HDS consists of continuous physical processes of the

energy charge/discharge of the node batteries (described by xi and yi), and

of finite-states for the functioning modes (described by ui). In simulation

,we have considered that the measurement of the remaining energy yi =

xi is done continuously. However, in real-life conditions (and thus in the

test-bench implementation), the remaining energy in the node battery is

supposed to be delivered by each node to the supervisor at each sampling

time k. In the MPC strategy, this information related to the remaining

energy is delivered at each sampling time k.

4.3.2 Estimation of the remaining energy in the battery node

While sensors accurately measure the gasoline level in a tank, there is no sim-

ple sensor available to measure the remaining energy in a battery. Instead, the

battery State of Charge (SOC) is estimated from other measurements. Different

SOC estimation methods are reported in the literature, e.g. ampere-hour count-

ing, Open Circuit Voltage (OCV)-based estimation, model-based estimation via

Kalman filtering [166], and others [167, 168]. Note that these approaches deal

with relatively “large” battery packs for laptops and electrical vehicles. Their

implementation in sensor nodes that possess limited computational capability is

not appropriated. In this section, a low computational cost capacity estimation

method of a node battery will be proposed.

The battery capacity represents the amount of energy that can be extracted

from the battery under certain specified conditions. Battery manufacturers use

the SOC to specify the battery performance. The SOCi ∈ [0, 100]% (expressed

in percent) describes the ratio of the remaining energy xi to the nominal capacity

Xmax
i ∈ R>0 of the battery of node Si [169]:

xi = SOCi ·Xmax
i . (4.1)

This motion is shown on Figure 4.5. Note that a new battery should have a

SOC of 100% which corresponds to the nominal battery capacity, and Xmin
i =

SOCmin
i ·Xmax

i 6= 0, where SOCmin
i is specified by the battery manufacturer or

defined by the user.

The estimation of the SOC for a battery may be a more or less complex

problem, depending on the battery type, the chosen estimation method, the re-

quested estimation precision and the application in which the battery is used
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Figure 4.5: Battery SOC

[167]. According to the analysis of existing SOC estimation methods, here the

ampere-hour counting method has been chosen here because:

• low-cost sensors for battery calibration are available in laboratories, for

instance ammeters and voltmeters;

• the computational cost to estimate the SOC is very low;

• the estimation approach can be embedded in the computing unit of the

sensor node.

We propose an estimation method for the batteries used in our test-bench, which

are Lithium-ion (Li-ion) ones. However, it can be applied to batteries with an-

other chemistries. This estimation of the remaining energy in the battery of a

sensor node is proposed to be performed in two steps as depicted in Figure 4.6:

• a battery calibration step, see Figure 4.6(a);

• an on-line estimation step, see Figure 4.6(b).

Both steps are now summarized.

Battery calibration step

The battery calibration is performed off-line during laboratory experiments on

a new battery for which the SOC is considered equal to 100% (i.e. nominal

capacity, taken from the data-sheet). When the battery ages, the parameters

used to describe the voltage relaxation process become increasingly less accurate.

The result is a decrease in the accuracy of the remaining energy estimation. To

compensate the aging effect, the number of charge-discharge cycles and other

environmental conditions, especially the battery environmental temperature, can

be taken into account [170]. As a consequence, the estimation accuracy for aging

batteries is almost as precise as for new ones. After each battery charge-discharge

cycle, the battery needs to rest for at least four hours to attain its equilibrium

and get accurate measurements [171].
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(a) Battery calibration

(b) On-line estimation

Figure 4.6: Estimation of the remaining energy in a battery - 2-steps approach

When the nominal battery capacity is known and the current i(t) extracted

from the battery can be measured, an accurate calculation of SOC changes can

be performed. Here, i(t) is given by (see Fig. 4.6(a)):

i(t) =
V1 − V2

R1
, (4.2)

where R1 is a shunt resistor. This approach can be used for Li-ion batteries

because there are no significant side reactions during normal operation [168].
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However, for the SOC estimation, the initial SOC value SOC(0) must be known:

SOCi(t) = SOCi(0)−
∫ t

0

η · i(t)
Xmax

i

dt. (4.3)

i(t) is the instantaneous current, assumed positive for discharge, negative for

charge, delivered by the battery. Xmax
i is the nominal battery capacity. The

Coulombic efficiency is η = 1 for discharge, and η 6 1 for charge.

Using a rectangular approximation for the integration and a sampling period

∆t ≡ [k, k + 1], a discrete-time approximate recurrence can be derived:

(SOCi)k+1 = (SOCi)k −
η ·∆t
Xmax

i

ik. (4.4)

The measures conducted during the battery calibration phase provide a data-

base with the voltage vs. SOC curves (see Fig. 4.6(a)). These lattes curves

depend on the temperature and the battery aging (number of charge/discharge

cycles).

On-line estimation step

The on-line estimation step consists of two sub-steps. The first one selects from

the database built during the calibration step, one SOC curve adapted to the

environmental temperature and to the number of charge/discharge cycles. The

second step estimates the remaining energy yi at time k in the battery of sensor

node Si, using the appropriate SOC curve and the voltage measurement at the

battery terminals at time k. Due to its low computational burden, this estimation

phase can be implemented within the sensor node used for real-life experiments.

It also can be implemented at the supervisor side, provided this after has infor-

mation regarding the SOC curves for each node, the number of charge/discharge

cycles, and the battery ambient temperature.

4.3.3 Test-bench description

The hardware test-bench considered here consists of one supervisor, one router

and n = 6 sensor nodes. The supervisor is a laptop where the control strategy is

implemented. It is equipped for communication with a Wi-Fi card. The Wi-Fi

router is used to increase the range of the network and to form the infrastructure

topology. The sensor nodes are Flyport WiFi 802.11g modules developed by

OpenPicus [112] connected to a sensing element. Each node has a battery, as show

in Figure 4.7. The sensing element contains a temperature & humidity sensor

DHT-11 [172]. The Flyport WiFi 802.11g module is a programmable system-

on-module with integrated WiFi 802.11g connectivity. The current consumption

of the Flyport WiFi 802.11g module for different modes are shown in Table 4.5.

For a programed sensor node, two functioning modes are, namely the Active
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mode M1 and the Standby mode M2, that have been described for simulation

purposes in Chapter 2 and in Chapter 3. Based on the technical data-sheet of

the Flyport module and laboratory measurements, the numerical values of the

energy consumption of the nodes have been used in simulations. They are and

recalled in Table 4.6.

Figure 4.7: Used sensor node

Table 4.5: Current consumption of different components of the Flyport WiFi
module [112]

State Current Remarks

Wi-Fi not con-
nected

39, 75 mA MCU on and Wi-Fi on but not con-
nected

Wi-Fi connected 162, 70 mA MCU on and Wi-Fi infrastructure
mode connected to an access point

Wi-Fi burst 282, 50 mA RF Burst on data TX

Hibernate mode 28, 21 mA MCU on and Wi-Fi transceiver off

Sleep mode 1, 44 mA MCU off and Wi-Fi transceiver off

Table 4.6: Average energy consumption bij (mWh) of node Si in the functioning
modes M1 and M2

Sensor node Average current consumption
in mode M1, [mA · hour]

Average current consumption
in mode M2, [mA · hour]

S1 9.42 1.58

S2 9.86 1.63

S3 9.89 1.65

S4 9.86 1.63

S5 9.88 1.65

S6 8.93 1.55
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Table 4.7: Characteristics of the node battery

Sensor node Battery Type Nominal Voltage
Vi, [V ]

Battery capacity
Pi, [mA · h]

S1 Type 1 3.7 1050

S2 Type 1 3.7 1050

S3 Type 1 3.7 1050

S4 Type 2 3.7 950

S5 Type 2 3.7 950

S6 Type 2 3.7 950

Each node has one among two types of Li-polymer rechargeable batteries

[139] as show in Table 4.7. Note that harvesting systems are not available. The

used Li-ion batteries have nominal capacities Xmax
i = 3885mWh for type 1, and

Xmax
i = 3515mWh for type 2. These batteries embed an electronic protection

circuit. This latter limits the minimum SOC value to 10% of the nominal battery

capacity for type 1 and to 16% of the nominal battery capacity for type 2. As

a consequence, the minimal energy for the sensor nodes using type 1 battery is

equal to Xmin
i = 3885mWh · 0.1 = 388, 5mWh for i = 1, 2, 3. For type 2 battery,

Xmin
i = 3515mWh · 0.16 = 562.4mWh for i = 4, 5, 6.

After the battery calibration step described in Section 4.3.2, an accurate

experimental model of the battery V oltage − SOC curves is built. Figure 4.8

depicts an example of such SOC profiles for both types of new batteries, at 23◦C,

which corresponds to the ambient temperature in the office where the sensor

nodes will be deployed. This calibration step together with the protection circuit

allow to safely (i.e. without damaging the battery) and efficiently exploit the

battery capabilities. The estimation of the remaining energy in the battery of all

nodes is implemented, together with the control law.

10 20 30 40 50 60 70 80 90 100
2.5

3

3.5

4

SOC [%]

V
ol

ta
ge

 [V
]

Type 1

Type2

Figure 4.8: SOC profiles for both battery types
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The coordination between the sensor nodes and the supervisor is realized via

the router. It uses and used the LINC coordination environment [173]. LINC is

a resource-based middleware with a particular emphasis on the sensor/actuator

network field. The LINC middleware tackles issues raised by applications consid-

ering a large number of sensor nodes (i.e. several hundreds), distributed over a

wide field (i.e. a building or a set of buildings) and connected via heterogeneous

and unreliable communication protocols (e.g., various wireless networks) [174].

4.3.4 Definition of the mission

For this test-bench, WSN with 6 sensor nodes has been deployed in a working

office as shows in Figure 4.9. In order to control the air conditioning system,

temperature and humidity are sensed through the sensor nodes. During the day,

when the office is in use, the control of the air conditioning system requires mea-

surements from three sensor nodes. During the night, measurements from only

one sensor node are enough to ensure the appropriate control of the air condition-

ing unit. Therefore, the mission is split in two phases corresponding respectively

to day and night periods of time. Therefore, the constraints that define the mis-

sion have to be dynamically changed, depending on the time schedule, leading to

a dynamic mission, as summarized in Table 4.8.

Table 4.8: Definition of the dynamic mission

Time period d1 Objectives

Day 8am−6pm 3 3 nodes in M1

Night 6pm−8am 1 1 nodes in M1

At time instant t = 0, all the sensor nodes of the system are active (in mode

M1). Basically, they must transmit their initial remaining energy in the battery.

Then, the supervisor checks whether the node batteries have enough energy so

that any node Si can fulfill the mission (i.e. being in mode M1). If this is true,

during the day period, 3 nodes are placed in mode M1 while the others nodes

that are reachable are placed in M2. During the night period, one node is placed

in mode M1 and the others are placed in mode M2.

When a sensor node Si is not seen by the supervisor, it is considered in the

Unreachable condition. This situation occurs for instance when the remaining

energy of a sensor node is lower or equal to Xmin
i , or because of any other faulty

conditions. Then, the control law assigns new modes to the remaining nodes in

order to meet the dynamic mission while minimizing the energy consumption of

the sensor network. When the supervisor receives again information from a node

that was beforehand in the Unreachable condition, it places this node in mode

M1 or in mode M2 depending on the mission fulfilling.
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Figure 4.9: WSN deployed in a working office

4.3.5 Experimental results for the MPC strategy

Now, the energy management strategy based on the MPC approach is imple-

mented on the real test-bench shortly presented above. The control strategy is

rewritten in Python and integrated in the LINC middleware. The MILP problem

is solved with PICOS [175] using the Mosek solver [142].

Scenario 2.6 is considered (see Section 2.5.3) with the coefficients of the cost

function c = [ b11
x1+E1w1−Xmin

1

b12
x1+E1w1−Xmin

1
· · · b62

x6+E6w6−Xmin
6

]T . With this

choice, the control strategy changes of the functioning mode of the nodes in

order to ensure the mission. It also tries to keep the same lifespan for all sensor

nodes. The experiment starts at 5 p.m. and lasts 54 hours. The WSN lifespan

is equal to 53 hours.

The experimental results are provided in Figure 4.10(a) that shows the func-

tioning modes imposed by the supervisor for each sensor node. The mission

during the working hours (resp. the night period) can be fulfilled until at least

3 (resp. 1) nodes do not have their batteries drained and are reachable. The

estimated remaining battery capacities are given in Figure 4.10(b).

During the WSN lifespan, the nodes S2 - S6 fall in the Unreachable condition

at the different time instances that may be related to different radio channel

perturbations. When a node fall in the Unreachable condition, it is no longer

taken into account by the supervisor when solving the control problem. When

the supervisor receives again information related to the remaining energy of the

sensor node, that was unreachable beforehand, the supervisor adds that node

again in the set of nodes to be controlled.

The perturbation of the radio channel can also influence on inaccurate esti-
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Figure 4.10: Scenario 2.4 evaluation in real-life conditions

mation of the remaining energy in the battery. This may explain the oscillations

observed in the evolution of the estimated remaining energy in the nodes. Recall

that no harvester is used.

The remaining energy in the node batteries does not go down lower than the

minimum energy level provided by the manufacturer. For the nodes S1−S3 with

the battery of type 1, the minimum energy level is equal to 388.5 mWh. For

nodes S4 − S6 with the battery of type 2, the minimum energy level is equal to

562.4 mWh. At the end of the experiment, the sensor nodes have the following

remaining energy in their batteries: S1 – 388.5 mWh; S2 – 388.5 mWh; S3 –

427.35 mWh; S4 – 562.4 mWh; S5 – 703 mWh; S6 – 562.4 mWh.

We can see in Figure 4.10(b) that the slope of the curves of the estimated
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remaining energy is proportional to the energy consumption in the different func-

tioning modes of the nodes. The number of switches is also large than in the

simulated scenario (see for instance Section 4.2). Here we have ≈ 102 switches.

4.3.6 Experimental results for the HDS strategy

The energy management strategy based on the HDS approach is now implemented

on the same test-bench. For that purpose, the control strategy is also written in

Python and integrated in the LINC middleware.
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Figure 4.11: Scenario 3.1 evaluation in real-life conditions

Figure 4.11 shows the evaluation of Scenario 3.1 from Section 3.4 in the real-

life conditions. The implementation starts at 5 p.m. and lasts 50 hours. The
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evolution of the functioning modes and the estimated remaining energy of all

nodes are presented in Figure 4.11(a) and Figure 4.11(b) respectively. It can be

observed that the WSN lifespan is equal to 46 hours where the dynamic mission is

fulfilled periodically for day and night periods of time. During the WSN lifespan,

sensor nodes S4 and S6 fall in the Unreachable condition, which may be caused

by perturbations of radio channel. At the end of experiments, the nodes still

possess the following remaining energy in their batteries: S1 – 388.5 mWh; S2

– 427.35 mWh; S3 – 466.20 mWh; S4 – 562.4 mWh; S5 – 632.7 mWh; S6 –

562.4 mWh.

We can see in Figure 4.11(b) that the slope of the curves of the estimated

remaining energy is also proportional to the energy consumption in the different

functioning modes of the nodes. The number of switches is more important in

the real-life conditions compared with the simulation from Section 3.4. This

can reflect large radio channel perturbations and the dynamic mission fulfilling

that impose extra switches. Moreover, the switching cost evaluation may be

inaccurate, leading to to a change of the estimated node remaining lifespan.

4.3.7 Comparison of implementation results of both strategies

A summary of both control strategies implemented in a real test-bench is shown

in Table 4.9. The WSN lifespan with the strategy based on MPC is equal to

53 hours with the initial energy of whole WSN equal to 14.521 ∗ 103 mWh. The

WSN lifespan with the strategy based on HDS is equal to 46 hours with the

initial energy of whole WSN equal to 13.242 ∗ 103 mWh. Considering that the

initial energy of the node batteries is 8.81% larger in the case of MPC, we got a

lifespan 13.21% larger by using this MPC strategy compared to the HDS one. We

can see that the MPC control provides a better result then HDS one. However,

the comparison of both strategies in implementation is quite, since the initial

conditions are different. In addition, the perturbation due to the environmental

conditions and the profiles of the unreadability of nodes may modify the WSN

lifespan and, as consequence, the comparison of the implementation results can

differ.

Table 4.9: Comparison of the experiments scenarios in terms of WSN lifespan

Experiment WSN life-
span, [hours]

Initial energy
of whole WSN,
[mWh]

Final energy
of whole WSN,
[mWh]

Scenario 2.6: MILP 53 14.521 ∗ 103 3.032 ∗ 103

Scenario 3.1: HDS 46 13.242 ∗ 103 3.039 ∗ 103

Figure 4.12 shows the evolution for the estimated remaining energy of all
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nodes obtained with both control strategies during the experiments. We can see

that the behavior of the both curves is similar. The slope of the curves is larger

(i.e. the energy consumption is higher) when it is necessary fulfill the day mission

(we need 3 active nodes), and the slope is smaller when the night mission (1 active

node) is fulfilled.
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Figure 4.12: Evaluation of the total remaining energy for the whole WSN

4.4 Conclusion

In this chapter we have compared two control strategies based on a MPC and a

HDS approaches. From the comparison of simulated scenarios, we have chosen

three scenarios 2.5, 2.6 and 3.1 that seen promising in terms of WSN lifespan

extend and implementation cost. The behavior of the control strategies for these

scenarios have been evaluated in simulation even when unreachable nodes are

considered. This leads to more realistic simulation conditions when compared to

real-life conditions. Consequently, based on the simulation results with unreach-

able nodes the scenarios 2.6 and 3.1 are considered to be implemented.

We have detailed the common and specific assumptions for each strategy. To

validate the assumption of the known remaining energy in the battery of each

node at time k, a method for estimating the remaining energy has been proposed.

It has a low computational cost that allows its implementation at the supervisor

side or at the node side.

The real test-bench is considered for the experiments. The hardware taken

in the test-bench is the industrial material, the some of them (sensors, router,

batteries) are already used in building automation. The energy consumption for

all of these devices has been measured to define the energy consumption in each

functioning mode of a whole node. The mission can change dynamically, which

allows to take into account the environment changes with time.
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The energy management strategies have be successfully implemented on the

real test-bench. The experimental results show that the WSN lifespan is larger

with the MPC strategy compared with the HDS strategy by 13.21% with the

initial energy larger by 8.81%. This comparison is quite difficult because profiles

of the unreachability of nodes and the environmental conditions, that increase

the energy consumption, are not same in the both experiments. However, we can

say that the both control strategies can be used in the real WSN to manage the

energy consumption of the set of nodes.
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Chapter 5

Conclusion and Perspectives

Wireless Sensor Networks (WSNs) have undergone in the last few years a tremen-

dous growth, both in industry and in academia. This is mainly due to the different

potentials of this technology such as:

• the wire cost is reduced with the use of wireless sensor nodes. The wire

cost is actually becoming more and more prominent in the deployment of

sensor networks. Moreover, wires imply maintenance costs;

• application domains that were inaccessible to wired sensor nodes are now

at reach thanks to miniaturized wireless measurement devices.

However, WSNs also need to face significant design challenges because of their

limited computing and storage capabilities and also their dependence on limited

energy as the sensor nodes are usually supplied by a battery. The energy is a

critical resource and it often constitutes a major obstacle to the deployment of

sensor networks that will be used everywhere in the world of tomorrow.

This PhD thesis focused on energy/power management for a set of sensor

nodes, with a particular emphasis on energy conservation at the application level.

5.1 Synthesis

In Chapters 2 and 3, we proposed two different strategies based of Control Theory

to manage the energy in a WSN. The strategies are located at the application

level in order to provide a given service, named mission in the present work.

The objective is to increase the lifespan of the whole WSN in which the sensor

nodes and network protocols are already optimized for energy conservation while

fulfilling the so-called mission.
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The proposed control strategies are based on two different approaches from

the Automatic Control Theory community, namely, Model Predictive Control

(MPC) and Hybrid Dynamical System (HDS) approach.

The first strategy, based on a MPC approach, is described in Chapter 2. For

this MPC strategy, the model of the energy consumption for the whole set of

sensors is proposed. The system model takes into account various constraints

such as a limitation of the battery capacity of a node and constraints related to

the mission. Recall that the mission quantifies the service as a given (minimum)

number of measurements that must be provided by the WSN to the application

level over a defined period of time. All nodes in this WSN must have the same

functionality, i.e. they are interchangeable, which allows to change the active

nodes by others at any time. We considered that some nodes are powered by a

battery together with harvesting capability.

The strategy places a reduced number of nodes in the Active mode, while

other nodes are either in the Standby mode or in the Unreachable condition.

The choice of the active nodes is guided by the minimization of the energy con-

sumption, or equivalently, by the extension of the network lifespan. The control

problem is tacked with the MPC approach. It is solved using MIQP or MILP,

depending on the cost function to be minimized. For a particular scenario, the

simulation results show that the WSN lifespan can be extended by a factor of 1.4

without harvesting systems and by a factor of 1.5 with harvesting systems, when

compared to the “basic” situation where sensor nodes are activated only to fulfill

the mission.

The simulation results on a realistic bench-mark of the MPC strategy show the

effectiveness of this approach in terms of increasing the WSN lifespan. However,

this strategy presents some drawbacks. The switching cost is roughly taken into

account in the matrix that models the energy consumption of each node in a

given functioning mode. This model cannot take into account the link quality

between a node and the supervisor, i.e. the change of the radio link environment

is neglected. Beside, the MPC strategy, especially when MIQP is used, is complex

in terms of computation, i.e. it has a significant energy cost and time cost, which

can make it difficult to be embedded in a computing node.

The results of the research activities presented in Chapter 2 have been pub-

lished in IECON’14 [117] and ECC’15 [118].

Given these drawbacks, the second strategy based on a HDS approach is

proposed for the energy/power management of the WSN. This is presented in

Chapter 3. Actually, the use of a hybrid approach is natural because the WSN

system is per se hybrid. Moreover, this approach also naturally takes into account

the switching cost between two functioning modes of a node. The scheduling law

is designed based on the cost function definition and on the jump rules.
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This scheduling law fixes the mode of each node at time t so as to fulfill the

so-called mission. The scheduling law is first designed in the simple case with 2

nodes, 2 modes (and no Unreachable condition) and without harvesting systems.

In this situation, the solution is proved to be unique with maximum lifespan for

the WSN. Then, the scheduling law is extended to the case with more than 2

nodes and more than 2 modes, taking into account the unreachability of some

nodes and the harvested energy.

Using the HDS strategy, it can be shown in simulation that the WSN lifespan

can be extended by a factor of 1.28 without harvesting systems and by a factor

of 1.39 with harvesting systems compared to the “basic” situation. Moreover,

the benefit of this HDS strategy is its low computational complexity, because

it only requires the evaluation of a few algebraic equations. As a consequence,

running the HDS control strategy itself will consume a small amount of energy,

especially when compared to the MPC approach that requires solving an opti-

mization problem.

The research activities presented in Chapter 3 have been accepted for publi-

cation in CDC’15 [152].

The comparison of both control strategies for different scenarios on a realistic

bench-mark is first conducted in simulation, in the Matlab environment. The

results are presented in Chapter 4. We can see that the MPC strategy seems to

extend a bit more the network lifespan when compared to the HDS approach.

However, the HDS strategy is simpler and it takes into account the radio envi-

ronment changes, which is a clear benefit of this strategy.

This comparison in simulation allowed to choose the more promising scenarios

for both strategies for a hardware implementation.

The second part of Chapter 4 is devoted to the implementation of the selected

scenarios on a real test-case. In order to realize the experiments, the common

and specific assumptions for both strategies are recalled and discussed. One

of this assumption is related to the knowledge of the remaining energy in the

battery of each node. An estimation method of the remaining energy has been

proposed and implemented in order to fulfill this assumption. The estimation

method presents a low computational cost because it is based on a simple Ampere-

counting approach. Thus it can be implemented within the computational part

of a node.

We choose to implement a dynamic mission. Beside the fact that we want to

prove that our strategies can cope with adaptive context, this dynamic mission

fits with the changes in the test-case environment needs. Moreover, this allows

even more energy conservation in the WSN.

Both energy management strategies have been successfully implemented, and

the WSN lifespan can be extended (the mission being fulfilled) when compared

to a basic configuration. The experiments are realized in a real working office.
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The application consists in monitoring the environment parameters, namely, the

temperature and humidity level. During the experiments, the radio link qual-

ity is not monitored (nor controlled!). It is known that this radio link quality

strongly influences the WSN lifespan results and, consequently, the comparison

of both control strategies must be conducted carefully, due to the different radio

perturbation profiles that are in practice not known. However, it is important to

note that the implementation results are very promising for both strategies.

The research activities related to the estimation method of the remaining

energy presented in Chapter 4 has been published in NEWCAS’15 [165]. More-

over, activities related to the implementation of the MPC approach was partially

presented at ECC’15 [118].

5.2 Perspectives

The work presented in this document opens many research perspectives. We

structure our future works in two categories, namely, theoretical and practical

ones.

The theoretical future works may consist in:

• the way the switching cost in the MPC strategy is taken into account must

be revisited. Actually, the switch of a node from one node to another one

has a cost that must be properly taken into account. Moreover, this switch

(energy) cost will decrease the WSN lifespan. As a consequence, it should

be interesting to minimize as well the number of switches between two

different functioning modes for a node. This could be taken into account

in the MPC strategy via the introduction of uT
k ∆uk−1 in the cost function,

where ∆ = diag(∆1, ...,∆n) and

∆i =

 0 δ2→1
i · · · δh→1

i · · · δm→1
i

...
. . .

...

δ1→m
i δ2→m

i · · · δh→m
i · · · 0

 ∈ Rm×m. (5.1)

This problem becomes even more complex: the control uk should be cal-

culated to minimize the cost function (see (2.14)) and at the same time

uT
k ∆uk−1 must be minimal;

• both control strategies should be tested on other missions. An interesting

situation is related to the case where several missions have to be fulfilled

at the same time with the same set of sensor nodes, leading to possibly

contradictory decisions regarding the mode of each sensor node. Solving

these conflicts will lead to a compromise between the missions fulfillment

and the energy consumption. This problem could be tackled via the solution

of a multi-objective optimization problem;
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• future works should also target a more accurate analysis of the computa-

tional complexity of the proposed control strategies. Indeed, this complex-

ity might prevent the control strategies scalability. Moreover, it might be

interesting to implement in a sensor node (with limited computational ca-

pabilities) the control strategy, this node becoming the supervisor. Then,

depending on the remaining energy in this “supervisor - sensor node”, one

could choose another sensor node as supervisor;

• after the complexity analysis of the proposed control strategies, the distri-

bution of the control should be considered. Currently, the sensor nodes are

spatially distributed, but the control is centralized (in a supervisor). For

the distribution of the control strategy, the communication architecture

must be re-thought. The energy consumption model will be modified, de-

pending on the communication architecture (unicast, multicast, broadcast,

geocast, etc.). The need for such a distribution of the control will depend

on the system architecture. Indeed, if the system is highly hierarchical, a

centralized approach might be well adapted.

The future practical works should provide a deeper analysis of the proposed

strategies when implemented on real test-cases. For instance, the test-case stud-

ied during this PhD thesis should be extended to a larger number of nodes.

Sensor nodes with extra functionalities are regularly delivered by the Industry

(as well as the academic world). At the moment, the sensor nodes at hand can

neither send their power/energy consumption in a given functioning mode, nor

the energy cost of switches between two modes, nor the remaining energy in

the battery. This information is of great interest for our strategies because the

choice of the functioning mode for each sensor node depends on its actual power

consumption in the various functioning modes and on the remaining energy in

its battery. At the moment, these values are estimated from data-sheets and

laboratory measurements. However, it is well known that, depending on the radio

link quality, the consumption of the node will change, but at the moment, we

cannot cope with this! The best we can do is a “best effort approach”. Actually

we consider the worst situation for the power consumption in each mode. Also,

it should be of great interest to be able to wake-up a node at any time. For

instance, consider that an Active node becomes unreachable. If we want to fulfill

the mission all the time, we have to activate a sensor node in order to replace

this unreachable node. Unfortunately, this functionality is seldom implemented in

industrial sensor nodes. Thus, the present PhD thesis suggests new functionalities

to be embedded in sensor nodes.

Last, but not least, from a more personal perspective, it should be interesting

to implement one of the control strategies in a large-scale test-case located in

the Rostan school (my school during 10 years) in Ukraine (see Figure 5.1). The
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main goal of this test-case would be to monitor the energy consumption, air

quality, luminosity and occupancy of the whole school. Depending on the time

period (day/night), the number of measurements required for the monitoring

will change, and some nodes have to be placed in the Standby mode. Then, from

this monitoring, the ultimate goal will to reduce the energy consumption of the

school. This objective is clearly larger than the one studied in this PhD thesis as

we will have to deal with sensor nodes, but also actuators with several functioning

modes.

Figure 5.1: Smart school at Rostan, Ukraine
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d’actionneurs dans la conception des protocoles d’auto-organisation et de routage,

diss. insa de lyon edition, 2012. [cited at p. 8]

[60] Ijinus, www.ijinus.com/fr/applications, 2015. [cited at p. 8]

[61] G. De Sousa, J. P. Chanet, A. Jacquot, D. Boffety, G. André, and K. M. Hou.
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Titre : Gestion de l’énergie d’un réseau de capteurs au niveau application

Résumé

L’énergie est une ressource clé dans les réseaux de capteurs sans fil (WSNs), en particulier lorsque les

nœuds capteurs sont alimentés par des batteries. Cette thèse s’inscrit dans le contexte de la réduction

de la consommation de l’énergie d’un réseau de capteurs au niveau application construite au-dessus

de ce réseau, grâce à des stratégies de contrôle, en temps réel et de façon dynamique. La première

stratégie de gestion de l’énergie considérée s’appuie sur le contrôle prédictif (MPC). Le choix de MPC

est motivé par les objectifs globaux qui sont de réduire la consommation d’énergie de l’ensemble des

nœuds capteurs tout en assurant un service donné, nommé mission, pour le réseau de capteurs. En

outre, un ensemble de contraintes sur les variables de contrôle binaires et sur les nœuds capteur

doit être rempli. La deuxième stratégie de gestion de l’énergie au niveau de l’application utilise une

approche de contrôle hybride (HDS). Ce choix est motivé par la nature inhérente du système WSN

qui est par essence hybride, en particulier lorsque l’on s’intéresse à la gestion de l’énergie. La nature

hybride vient essentiellement de la combinaison de processus physiques continus tels la charge et

décharge des batteries des nœuds; tandis que la partie discrète est liée à la modification des modes

de fonctionnement et l’état Inaccessible des nœuds. Les stratégies proposées sont évaluées et com-

parées en simulation sur des différents scenarios réalistes. Elles ont aussi été mises en œuvre sur un

banc d’essai réel et les résultats obtenus ont été discutés.

Mots-Clés : Réseaux de capteurs sans fil, Gestion de l’énergie, Contrôle prédictif, Contrôle hybride

Title: Energy management of a Wireless Sensor Network at application level

Abstract

Energy is a key resource in Wireless Sensor Networks (WSNs), especially when sensor nodes are

powered by batteries. This thesis is investigates how to save energy of the whole WSN, at the

application level, thanks to control strategies, in real time and in a dynamic way. The first energy

management strategy investigated is based on Model Predictive Control (MPC). The choice of MPC

is motivated by the global objectives that are to reduce the energy consumption of the set of sensor

nodes while ensuring a given service, named mission, for the sensor network. Moreover, a set of

constraints on the binary control variables and on the sensor modes must be fulfilled. The second

energy management strategy at the application level is based on a Hybrid Dynamical System (HDS)

approach. This choice is motivated by the hybrid inherent nature of the WSN system when energy

management is considered. The hybrid nature basically comes from the combination of continuous

physical processes, namely, the charge / discharge of the node batteries; while the discrete part is

related to the change in the functioning modes and the Unreachable condition of the nodes. The

proposed strategies are evaluated and compared in simulation on a realistic test-case. Lastly, they

have been implemented on a real test-bench and the results obtained have been discussed.

Key-Words: Wireless Sensor Network, Energy Management, Model Predictive Control, Hybrid

Dynamic System
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