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SUMMARY 

 
 

Hemodynamic factors play a role in atherogenesis and the localization of 

atherosclerotic plaques. The human aorta and coronary arteries are susceptible to arterial 

disease, and there have been many studies of flows in models of these vessels. However, 

previous work has been limited in that investigations have not modeled both the 

geometry and flow conditions in specific individuals.  

In the first aim, a methodology that combines magnetic resonance imaging (MRI) 

and computational fluid dynamics (CFD) was developed for investigating hemodynamics 

in the human ascending aorta and proximal segments of the coronary arteries. The 

methodology includes image processing that utilizes geometrical information from MRI 

slices and boundary velocity data from phase contrast (PC)-MRI to develop 

aorta/coronary artery models. These models are then used to compute flow fields for 

specific individuals, and the results are validated against PC-MRI data obtained in vivo. 

The CFD simulations successfully reproduce an unusual right-hand helical flow pattern 

that has been reported in the ascending aorta, giving confidence in the accuracy of the 

methodology. 

The second aim was to investigate the causes of the right-hand helical flow. Velocity 

patterns among the simulation results were compared in three models: (i) a model that 

incorporated expansion and contraction of the lumen (compliance effects) and overall 

motion of the ascending aorta that results from its attachment to the beating heart; (ii) a 

model that allowed motion only due to compliance effects; and (iii) a completely rigid 

model with no motion. It was found that the correct flow dynamics could only be 



xv 

produced by including the motion caused by the beating heart; and it is concluded that 

this is a significant factor in producing the observed in vivo helical flow patterns.  

The entrance flows of coronary arteries are expected to be affected by flow in the 

aortic root, and the third aim was to explore these effects using models that include both 

aorta and coronary arteries. The simulation results demonstrate that a pair of axial 

vortexes with different rotating directions exists in the entrance segments of the right and 

left coronary arteries during systole and early diastole, producing asymmetrical wall 

shear stress (WSS) distributions. 

The last aim was to explore possible relationships between hemodynamic factors 

and favored sites of atherosclerosis in human coronary arteries. A direct comparison of 

plaque distribution with computed flow fields was not possible, due to limitations in 

human subject availability, so comparisons relied on data obtained from the literature. In 

the CFD modeling, the entrance flow patterns of the right coronary artery show that the 

myocardial side experiences low and oscillating WSS. This site coincides with a high 

frequency region of atherosclerosis observed in autopsies. On the other hand, high WSS 

might suggest low probability of atherosclerosis. Computations showed that the middle 

segment of the left main coronary artery (LM) experiences higher WSS than the orifice 

and main bifurcation regions during the entire cardiac cycle. This region coincides with 

observations of a “natural resistance” to atherosclerosis exhibited distal to the first 

centimeter from the orifice of the left coronary artery. 

The tools developed in this study provide a promising avenue for future research in 

the study of cardiovascular disease because of the ability to investigate phenomena in 

individual human subjects. 
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CHAPTER 1 

 INTRODUCTION 

 
 
1.1   Atherosclerosis 
 

Cardiovascular disease (CVD) is the leading killer among all racial and ethnic 

groups (Centers for Disease Control and Prevention, 1999). CVD includes dysfunctional 

conditions of the arteries that supply oxygenated blood to vital life-sustaining areas of the 

body such as the heart, brain and other organs. Atherosclerosis is the most common 

manifestation of arterial disease and is characterized by deposits of yellowish plaques 

containing cholesterol, lipoid material, and lipophages formed within the intima and inner 

media of arteries. Atherosclerosis begins with the accumulation of low-density 

lipoprotein under the endothelial layer and the contribution of neutrophils and smooth 

muscle cells. As the lesion progresses, these cells become filled with lipids, a raised area 

of intima appears, and a thick, fibrous plaque is gradually formed. Over time, these 

plaques may narrow the arterial lumen and obstruct the blood flow. Often, a plaque will 

rupture suddenly, creating an acute obstruction to blood flow. Ischemic heart disease, the 

most fatal form of CVD, results from obstruction of blood flow to the heart and is usually 

caused by atherosclerotic plaques in the coronary arteries.  

Although atherosclerosis is one of the leading causes of death, the pathogenesis has 

been unclear until lately because of two characteristics: 

 Atherosclerosis develops inside the walls of vessels so that the genesis is difficult 

to observe and test directly in vivo.   
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 The evolution of atherosclerosis is very slow; disease progression may span 

decades, which makes experiments to reproduce and study its pathogenesis very 

difficult. 

Because of these characteristics, most information about the disease has come from 

clinical observations and autopsies that indicated the high frequency localizations of the 

lesions in the vascular system, the categorization of the lesions and the relative 

importance of various risk factors.  

Many clinical data have been published over recent decades (e.g., DeBakey et al., 

1985; PDAY Research Group, 1993; Fox and Seed, 1981; Fox et al., 1982; Svindland, 

1983; Crottum et al., 1983; Velican, C. and Velican, D., 1984; Stary, 1987; Cornhill et al., 

1990; Ojha et al., 2001). Using clinical records from 13,827 patients, DeBakey et al. 

(1985) classified atherosclerosis into five major categories, according to vascular regions: 

(I) the coronary arterial bed, (II) the major branches of the aortic arch, (III) the visceral 

arterial branches of the abdominal aorta, (IV) the terminal abdominal aorta and its major 

branches, and (V) a combination of two of these categories occurring simultaneously 

(Figure 1.1). This classification is characterized by the anatomical locations of the disease, 

however the investigators have described the pathological features of the atheromas 

among these categories. 

The localization data of atherosclerosis, as Figure 1.1 shows, imply that the 

distribution of lesions in the vascular system is not random, but rather may be influenced 

by biomechanical factors: atherosclerotic lesions tend to be in the proximal section of 

arteries, that is, the entrance of a branch or the bifurcation of two branches (see Figure 

1.1). At these locations, blood flow patterns are more complex than in straight vessel
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Figure 1.1: Diagram showing the predominant anatomic sites and distribution of 
atherosclerotic occlusive disease in the four major arterial beds of the body (Copy from 
Michael E. D. et al., Annals of Surgery, 201:116, 1985). 
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segments, and these complex patterns have been referred to as regions of “disturbed” 

flow. 

Figure 1.2 shows another convincing clinical example (Cornhill, et al., 1990) of 

plaque localization. The figure presents the probability contours of atherosclerosis 

occurring in the human thoracic aorta based on autopsy material from 109 male subjects. 

It can be seen that there is a much higher probability of lesions occurring near vessel 

branches, such as the intercostal vessels of the thoracic aorta and the major arterial 

branches in the abdominal aorta. It is known that the velocity field becomes highly 

variable and complex in these regions. 

These clinical observations have naturally led to the widespread view that 

hemodynamic factors play an important role in the localization of atherosclerosis (e.g. 

Fung, 1997; Kjaernes et al., 1981; Fox and Seed, 1981; Giddens et al., 1983). 

 

1.2   Hemodynamics  

Hemodynamic factors that have been suggested to be important in atherogenesis are 

derived from the velocity field and involve several different forms, such as flow 

separation and vortex formation, shear stresses, and spatial and temporal shear stress 

gradients. Between the blood flow and vessel wall there is a monolayer of cells called 

endothelial cells (ECs). Any interactions enhanced by hemodynamic factors seem to 

interplay on the ECs first, and then these actions induce unfavorable cell responses that 

contribute to atherogenesis and its progression. The injury hypothesis, which suggests 

that ECs may be injured or become dysfunctional as a result of hemodynamic factors, is 

widely accepted as the pathogenesis of atherosclerosis (Bierman, 1994). Local
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     (I) 
 
 
 
 
 
    (II) 
 
 
 
 
 
 
 
 
    (III) 
 
 
 
 
 
 
 
Figure 1.2: Probability-of-occurrence map of sudanophilia in the human arteries.  
    (I): Probability-of-occurrence map of sudanophilia in the human thoracic aorta. The 
map is displayed in banded incidence isopleths (white-yellow: 0-10%; yellow: 10-20%; 
orange: 20-30%; red-brown: 30-40%; brown: 40-50%; black: 50-60%). 

(II): Probability-of-occurrence map of sudanophilia in the abdominal aorta. The 
banded incidence isopleths are same as in (I). 

(III): A magnified smooth contour map of the region the celiac (C), superior 
mesenteric (SM), right renal (RR), and left renal (LR) ostia.  
(From Cornhill, et al., Monogr Atheroscler, 15:17, 1990) 
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inflammation of the vessel wall is commonly observed (Lind, 2003), which further 

strengthens the injury hypothesis. 

Much attention has been given to the fluid dynamic wall shear stresses (WSS) which 

induce a micro environment of interaction between blood and endothelial layer. WSS is a 

vector whose magnitude is proportional to the blood viscosity and flow velocity gradient 

normal to the surface, and which acts in a direction parallel to the local velocity at the 

wall. WSS is difficult to measure directly in vivo or in vitro so that it is generally 

computed from the local velocity distribution near the wall. Therefore, investigation of 

WSS effects requires knowledge of the local velocity field. 

 

1.3 Computational Fluid Dynamics 

Experimental methods and computational methods, the greatly successful research 

tools in fluid dynamics, are also available in hemodynamics research (Fung, 1997).   

Computational fluid dynamics (CFD) has been proven to be a reliable technique for 

studying time-varying, 3-D flow patterns in a complex geometrical model. In contrast to 

experimental flow studies, CFD is more convenient for altering model parameters such as 

inlet velocity, wall conditions, etc. CFD can present results with very high resolution if 

the boundary condition information is correct; therefore, the geometrical data and 

boundary velocity data that come from in vivo measurements are necessary for realistic 

modeling of blood flow in the artery. Medical imaging techniques can supply these data.  

From CFD solutions, it is straightforward to present velocity distributions for blood flows 

and to extract WSS and other important hemodynamic factors. These make CFD a unique 

and attractive tool for hemodynamics research. 
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1.4 Clinical Imaging 

Since atherosclerosis occurs inside the vessel wall, various clinical imaging methods 

are essential tools to observe atherosclerotic plaques in vivo. Magnetic resonance imaging 

(MRI), as a relative new comer among clinical imaging methods, presents distinctive 

advantages. MRI has been the best clinical imaging method for distinguishing soft tissues 

until now. MRI not only presents geometrical images of large arteries but also contributes 

velocity distributions of blood flow on sections of the arteries. The non-invasive nature of 

MRI makes it convenient to be used in patients and normal volunteers, which may help 

investigators explore the pathogenesis of atherosclerosis by comparing images of lesions 

with those of the normal vessel wall and distinguishing factors that lead to differences 

(Fayad et al., 2001). A deficiency of MRI is that its spatial resolution is limited. 

Computerized tomography (CT) presently has better spatial resolution, but it cannot 

provide velocity information needed for CFD. 

 

1.5 Research Objectives 

Atherosclerotic plaques frequently develop in entrance regions and bifurcations of 

coronary arteries (Figure 1.1). These are locations where the blood flow patterns are 

influenced by pulsatile flow in the aortic root and by the complex geometry of the 

vessels. Despite the fact that a few decades have passed since hemodynamic hypotheses 

of atherosclerosis were postulated (e.g. Caro et al., 1971; Fry, 1968), quantitative 

descriptions of in vivo blood flow patterns in the human ascending aorta and coronary 

arteries remain unclear (e.g. Bao et al., 1999; Hyun et al., 2000; Ku et al., 1985), nor have 
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there been definitive causative links established between hemodynamics variables and 

disease mechanisms. 

Given current limitations in knowledge, the overall objectives of this study are: 

 To reproduce blood flow patterns in the ascending aorta and in the major 

segments of coronary arteries using a methodology that combines CFD and 

MRI; and 

 To test hypothesized relationships between hemodynamic factors and the 

distribution of atherosclerosis reported in clinical literature.   

The study will validate the CFD results using blood velocity data measured in vivo and 

will compare the computed flow patterns and WSS results with clinical observations of 

flow patterns and autopsy reports of plaque localization. The overall objectives will be 

addressed through four specific aims. 

 

1.5.1 Specific Aim 1: To Develop and Validate a Combined CFD and MRI 
Methodology for Determining Blood Flow Patterns in the Human Ascending 
Aorta 

 
Achieving this aim requires developing methods for applying image processing to 

MRI – derived images to set up the geometrical model of the healthy human aorta in vivo, 

including the aortic root, ascending and partial descending aorta, for CFD simulation (see 

Figure 1.3). Computing the flow field in the model requires obtaining in vivo velocity 

boundary conditions from phase contrast (PC) MRI scanning in the same subject. It is 

important to validate the flow patterns of the modeling using data measured in vivo. If the 

CFD results can be validated by the measured data, the methodology will be reliable for 

achieving overall objectives. 
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Figure 1.3: The structure of human heart, aorta and coronary arteries. 
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Thus, a crucial challenge for CFD is how to validate the CFD results using data 

measured in vivo. The traditional validation method in fluid dynamics research has been 

to compare the CFD results with the experimental results that come from physical 

models, such as up-scaled in vitro models, or with measured data in vivo. However, PC-

MRI scanning provides in vivo blood velocities. The PC-MRI data can be used as 

boundary conditions for the CFD simulation and can also be used for validation, 

depending on the locations of the measured or scanned sections. In this specific aim, a 

transverse section located within the flow domain, midway in the ascending aorta, is 

selected to be the validation section where the flow velocity distribution measured by PC-

MRI will be compared with the CFD results. 

 
 
1.5.2 Specific Aim 2: To Reproduce Helical Flow Patterns Observed in the Human 

Aorta and Explore Its Causes Using the Methodology Developed in Specific 
Aim 1. 

 
The aorta is arguably the “parent” artery in the cardiovascular system because all 

blood goes through it. The coronary arteries branch directly from the ascending aorta, 

from which they receive their blood supply. Blood flow patterns in the ascending aorta 

are pulsatile, three-dimensional and asymmetrical. Many clinical investigators have 

observed helical flow patterns in the human ascending aorta using medical imaging 

methods (e.g. Stein et al., 1979; Klipstein et al., 1987; Segadal and Matre, 1987; Frazin et 

al., 1990; Kilner et al., 1993; Bogren and Buonocore, 1999), but a quantitative 

description of the flow patterns has not been available because of resolution limitations of 

present clinical imaging methods in vivo.  
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This specific aim will investigate the causes of helical blood flow patterns in the 

ascending aorta. The CFD and MRI methodology can provide detailed descriptions of the 

flow patterns in the model of the ascending aorta, and the modeling is sufficiently 

flexible to explore various assumptions imposed on the modeling. Each assumption, 

which is dominated by specific factors that can affect the flow patterns, will be modeled 

individually. These assumptions may produces slight difference in results that can be 

evaluated using in vivo observations and measurements. The best result will show the 

factor or factors that are the causes of the helical blood flow patterns in the ascending 

aorta.  

In addition to the tortuous geometrical structure of the aorta and the complex, 

pulsatile 3D inlet velocity patterns, the compliance of the aortic wall and the oscillatory 

movement of the vessel due to its attachment to the beating heart are two potentially 

significant factors in modeling the aorta. To simulate wall compliance and vessel motion 

in the CFD modeling is an essential step in conducting this study.  

 

1.5.3 Specific Aim 3: To Determine Blood Flow Patterns in the Major Segments of the 
Coronary Arteries   

 
Coronary arteries are among the most vital vessels in the cardiovascular system, 

since they are the blood supply for the heart (see Figure 1.3), and atherosclerosis in these 

arteries is the major source of myocardial infarction through plaque rupture and/or 

occlusive disease. Investigation of flow patterns of blood in the coronary arteries has 

been a challenge to ischemic heart disease researchers for many years. A major problem 

is the small size of the coronary arteries, which limits the spatial resolution in clinical 

imaging.  
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Many autopsy investigations have found that the distribution of atherosclerosis 

around the circumference of the lumen is eccentric in the proximal sections of the 

coronary arteries, and the distribution along the longitudinal direction in the entrance 

sections is also asymmetrical (e.g. Fox and Seed, 1981; Fox et al., 1982; Svindland, 1983; 

Crottum et al., 1983; Velican, C. and Velican, D., 1984; Ojha et al., 2001). These 

observations have led to an interest in the major segments of the coronary arteries that 

have relatively larger sizes. However, the entrance flow in coronary arteries is expected 

to be strongly affected by the flow pattern in the aortic root (Bogren and Buonocore, 

1983), as well as by the specific geometry. 

Entrance flow patterns in the coronary arteries will be determined by CFD modeling 

that includes the aorta and its coronary arteries. This requires an addition of velocity 

boundary conditions for the time-varying flow in the coronary arteries (Suo et al., 2002). 

As the spatial resolution of the PC-MRI technique is limited in the small sized arteries in 

vivo, we can only obtain the average velocities in the major branches of the coronary 

arteries. The waveforms of the velocities will be used in the distal sections of the right 

coronary artery (RCA), the left anterior descending coronary artery (LAD) and the left 

circumflex coronary artery (LCX) as the outlet conditions in the CFD modeling. If the 

lengths of the coronary arteries are sufficient (Fox and McDonald, 1978: L/D ≥ 

0.06×Re, where L is the length of the vessel, D is the diameter and Re is the maximum 

Reynolds number), the assumed velocity conditions on the outlet sections will not affect 

the flow patterns in the entrance sections. 
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In this study, the model of the left coronary artery includes the left main coronary 

artery (LM) and its bifurcation into the LAD and LCX, while the model of RCA does not 

include any branches.  

 

1.5.4 Specific Aim 4: To Test Correlations between Entrance Flow Patterns and 
Atherosclerotic Plaque Distributions in the Proximal Sections of Human 
Coronary Arteries 

 
It has long been observed that orifice regions or entrance sections of both the right 

and left coronary arteries are favorite sites for atherosclerotic plaques, and hemodynamic 

factors have been hypothesized as contributing to this localization (e.g. Fung, 1997; Fox, 

et al., 1982; Fung, 1996; Asakura and Karino, 1990) (see Figure 2.5). Many investigators 

(e.g. Fox and Seed, 1981; Svindland, 1983; Crottum et al., 1983; Stary, 1987; Ojha et al., 

2001) reported that plaques are more concentrated on the myocardial side in the proximal 

segment of the right coronary artery, but the eccentric concentration of plaques is not 

notable in the orifice region of the left coronary artery. Another clinical autopsy 

investigation (Velican, C. and Velican, D., 1984) found there to be a region between the 

orifice and the main bifurcation of the left coronary arteries which has “natural 

resistance” to atherosclerosis by comparison to atherosclerotic involvement distal and 

proximal of the left main coronary artery. On the one hand, atherogenesis is favored in 

the vicinity of the aortic origin of coronary arteries and the main bifurcation of the left 

coronary artery as indicated by many investigators; on the other hand, between the both 

regions there is only a few millimeters and less atheroma. Given these observations, we 

hypothesize that there may be some special behavior in the hemodynamic environment  
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in the entrance regions of the coronary arteries that accounts for these specific plaque 

distributions (Suo et al., 2003). 

     The fourth specific aim will investigate possible correlations between hemodynamic 

factors and the distribution of atherosclerosis in these reported clinical observations. The 

hemodynamic factors are derived from the computed flow patterns, so the entrance flow 

patterns reproduced by the CFD modeling in previous specific aims are the basis for 

achieving the fourth aim, and our interests focus on the proximal sections of the right and 

left coronary arteries.  
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CHAPTER 2  

CLINICAL BACKGROUND AND SIGNIFICANCE 

 
 
2.1 Helical Blood Flow Patterns in the Aorta  
 

Blood flow patterns passing through the heart and large arteries have been 

investigated for decades. Dean (1928) made the first prediction of helical flow in a 

curved tube. Rotation of the blood flow in vivo was detected early by Doby and Lowman 

(1961) who used a radiopaque streamer technique. Their studies demonstrated circular 

motion that persisted in the same direction throughout both systole and diastole in the 

ventricle. Irisawa et al. (1960) injected 5% saline into the left ventricle and observed that 

mixing was incomplete even after successive cardiac cycles, which suggested that 

streams of blood with different concentrations of saline swirl, but do not mix, within the 

ventricle throughout systole and diastole. Lynch and Bove (1969) used water-soluble 

radiopaque droplets and cineradiography to observe the blood flow in the canine heart 

and aorta. They found that radiopaque droplets trailed a helical path in the aortic arch 

during systole. Caro et al. (1994) studied blood flow patterns in patients using magnetic 

resonance angiography, and reported that anti-clockwise rotational flow patterns occupy 

the right common iliac artery while there was clockwise rotation in the left. Using Color 

Doppler ultrasound, Stonebridge et al. (1996) investigated the blood flow patterns in 

eleven healthy male volunteers in three sites: the right common and distal superficial 

femoral artery and the left common femoral artery with the hip straight and flexed to 15-

200. All their subjects demonstrated a rotational element to forward flow during the pulse 

cycle, although the direction of rotation was not uniform.     
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Reports that the flow patterns of blood in the ascending aorta and the aortic arch 

may be skewed and twisted appeared in the 1970s (e.g., Seed and Wood, 1971; Clark and 

Schultz, 1973; Farthing and Peronneau, 1979). As techniques of clinical imaging 

developed, more investigators observed spiral flow patterns in the ascending aorta (e.g. 

Stein et al., 1979; Klipstein et al., 1987; Segadal and Matre, 1987; Frazin et al., 1990; 

Kilner et al., 1993; Bogren and Buonocore, 1999); however, the observations were 

limited to visualizations of the flow. 

Studies by Segadal and Matre (1987) observed bi-directional flow in the ascending 

aorta from late systole to middle diastole, and blood appeared to rotate in a clockwise 

direction when observed from a left anterior position. Frazin's (1990) detection of 

rotational blood flow by using color-flow Doppler in the transverse aorta and proximal 

aorta in 53 patients was important. Using a transesophageal color-flow Doppler, he 

demonstrated diastolic counterclockwise rotation and systolic clockwise helical flow in a 

high percentage of patients. These results suggest that rotational flow begins in the 

proximal aorta and is carried through the descending aorta where flow is asymmetric with 

systolic clockwise and diastolic counterclockwise elements. 

There were researchers who offered an alternative interpretation of the rotational 

blood flow in human arteries. Since the resolution of Doppler imaging was limited at this 

time, Thomas (1990) thought that the observed aortic clockwise and counterclockwise 

flow might be artifacts of the imaging technique. With the rapid improvements of clinical 

imaging techniques, particularly MR measurements of blood velocity, the generality of 

the spiral blood flow patterns has been accepted.    
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PC-MRI techniques made in vivo blood flow 3D visualization in large vessels a 

reality. Klipstein et al. (1987) investigated blood flow patterns in the human aorta using 

this technique. By this non-invasive method, they illustrated a dynamic, skewed flow 

pattern in the ascending aorta, such that the skew was symmetrical about the plane of the 

aortic arch in systole but reversed along the posterior left wall, while during diastole it 

continued forwards at the anterior right wall. Kilner et al. (1993) observed that a right-

hand helical flow pattern predominated in the upper aortic arch in late systole, and 

retrograde flow originated from a region of blood with low momentum in end-systole, 

usually along the inner curved wall of aorta. They used three schematic drawings to 

illustrate the evolution of the flow patterns in the ascending aorta in one cardiac cycle 

(see Figure 2.1). They proposed that asymmetries in blood flow conserve energy and help 

flow smooth its passage to the next destination. 

These numerous clinical investigations illustrated that spiral blood flow patterns 

with different directions of rotation commonly exist in the human ascending aorta and 

aortic arch. Though these studies did not present a quantitative description of the specific 

flow patterns, thus preventing an exploration of the causes, there are several factors 

among common knowledge in fluid dynamics that could account for helical blood flow in 

the aorta. These include: (i) the torsional motion of contraction of the left ventricle might 

impart rotation to blood ejected into the aorta; (ii) the opening and closing dynamics of 

the aortic valve leaflets and their asymmetric configuration could contribute to swirling 

flow; and (iii) the curvature and the twisted shape of the ascending, transverse and 

descending aorta may play a role (Suo et al., 2001). 
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Figure 2.1: The blood flow patterns in ascending aorta, aorta arch and proximal 
descending aorta at flow acceleration phase (a), at flow deceleration phase (b) and at 
diastolic phase (c).  (Copy from Kilner, P., et al. Circulation, 88 (5), 1993) 
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Experimental studies in vitro were used to test the cause of the rotational flow 

patterns (e.g. Agrawal et al., 1978). In a model of a human aorta, Yearwood and 

Chandran (1982) reported that helical flow was greatest near the inner wall and dissipated 

during diastole, and the maximum rotational velocities were 10-20% of the peak axial 

velocity. Many ideal curved tubes have been used as arterial models in steady or pulsatile 

experimental flow systems, and velocity profiles have been measured in curved sections 

(e.g. Murata et al., 1976; Inaba and Murata, 1978; Rushmore and Taulbee, 1978; Berger 

et al., 1983). Side-by-side double spiral flow patterns, or symmetrical secondary flow 

patterns, in the curved sections of the tube can be seen always, and consequently the 

curvature has been considered the cause of the spiral flow patterns, after the phenomena 

reported by Dean (1928). Although all these experimental results supported the concept 

that the spiral flows result from vessel curvature, usually investigators did not explore 

possible contributions from other sources. 

CFD has also been used to investigate the causes of spiral flow patterns in the aorta. 

Chang and Tarbell (1985) simulated flow in the aortic arch in a numerical model of an 

ideal curved tube with periodical sinusoidal inlet waveform using CFD. Their results 

revealed a wide variety of flow phenomena including detailed descriptions of the velocity 

distribution of the rotating flow patterns and the WSS distribution produced by the spiral 

flow, data that are difficult to obtain by experimental methods. Komai and Tanishita 

(1997) investigated the flow in a similar numerical model that had a fully developed inlet 

flow with a waveform consisting of a pulsatile systolic flow period followed by a 

stationary diastolic period. Although the inlet velocity waveform of their modeling was 

different from that of Chang and Tarbell, both results were similar. A numerical model 
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with geometrical structure of an infinite helically coiled pipe was tested using CFD by 

Zabielski, L. and Mestel, J. A. (1998). The model had strong geometrical curvature and 

torsion, so that the secondary flow was amplified and flow separation occurred. However, 

the ascending aorta and the aorta arch are not ideally coiled tubes, and other 

computational simulations which more closely mimicked the curvature of the aorta did 

not fully reproduce flow patterns observed in vivo (Liu, 2000), leading to suspicions that 

other reasons, such as rotational secondary flows originating from the heart, may be 

significant factors. 

 

2.2 Blood Flow Patterns in Coronary Arteries  

The measurement of blood flow velocity in human coronary arteries has been a 

challenge for research into coronary heart disease because the vessels have a relatively 

small size and hide deeply within the body. Ultrasound Doppler catheter and PC-MRI are 

the most accurate and widely used methods to get the blood flow velocity information in 

the coronary arteries in vivo at the present time, though they have distinct deficiencies. 

Doppler-derived measurements using catheter- based systems are subject to errors due to 

the presence of the catheter, since it may interfere with flow. The disruption of blood 

flow would also tend to flatten the velocity profile, leading to reduced peak velocity 

measurements (Segadal and Matre, 1987). A significant drawback is that the method is 

invasive and can only be used in patients. PC-MRI is a convenient and noninvasive 

method, but its limited spatial resolution is a deficiency in measurements in coronary 

arteries (Sakuma et al., 1999).  
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Individual blood flow waveforms in the RCA, LAD and LCX of patients or 

volunteers have been investigated using these methods (e.g., Figure 2.2; Keegan et al., 

2004), and some waveforms measured by one method were validated by another method 

simultaneously (Hundley et al., 1996; Nagel et al., 1999). These waveforms give velocity 

information in individual human coronaries, although they only detect the velocity in a 

sample volume that is too large to yield a velocity profile. Thus, the complex flow 

patterns that possibly happen in the entrance and bifurcation sections of the coronary 

arteries have not yet been illustrated in vivo. 

    Experimental and computational methods in vitro are used to make up the deficiency 

of the in vivo methods. Asakura T. and Karino T. (1990) performed an experimental 

study to observe steady flow through an excised the human coronary artery. In the 

experiment, the vessel was made transparent through soaking it in a fluid, and the aorta 

and the cannulated left and right coronary arterial branches were connected via plastic 

tube with a reservoir. Steady flow was obtained using a constant head tank. A microscope 

and camera recorded the traces of small particles (50-165 μm) that were suspended in 

the fluid. The streamlines in the entrance sections of the right and left coronary artery, 

and the streamlines in the main bifurcation of the left coronary artery were visualized (see 

Figure 2.3). The particle velocity data can be employed to estimate velocity profiles and 

wall shear stresses. The experimental method, however, is difficult to employ for 

pulsatile studies due to the large number of particles that must be tracked over time to 

provide full information.  
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Figure 2.2 (a): Mean (±SD) velocities as measured by the FB_SP (a), FB_FL (b), BH_SP 
(c), and BH_FL (d) sequences in the left coronary arteries (N = 8). (Copy from Keegan, 
J., et al. J. Magn. Reson. Imaging, 19: 45, 2004) 
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Figure 2.2 (b): Mean (±SD) velocities as measured by the FB_SP (a), FB_FL (b), BH_SP 
(c), and BH_FL (d) sequences in the left coronary arteries (N = 8) after correction for the 
through-plane motion of the vessel. (Copy from Keegan, J., et al. J. Magn. Reson. 
Imaging, 19: 45, 2004) 
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Langenhove, et al. (2000) simulated the blood flow in the right coronary artery of a 

patient using intracoronary ultrasound combined with CFD methods. Their modeling first 

demonstrated a helical flow patterns located on the stent region of the patient.                

However, the entrance flows of coronary arteries are expected to be strongly 

affected by the flow in the aorta root, as may be inferred from the particle path lines of 

Figure 2.3. After investigating blood flow patterns in the root of the ascending aorta using 

magnetic resonance velocity mapping in vivo, Bogren et al. (1999) predicted that the 

blood flow into the coronary arteries may vary among individuals, according to flow 

patterns in the ascending aorta. Ignoring the effects of the specific flow patterns in the 

aortic root upon entrance flow in the coronary arteries may be expected to result in less 

than realistic velocity and wall shear stress predictions. 

  

2.3 Atherosclerosis in Proximal Segments of Coronary Arteries 

Clinical autopsies have found that the proximal sections of both right and left 

coronary arteries are favorite sites for localization of atherosclerotic lesions, and for 

decades hemodynamic factors have been hypothesized as contributing to this localization 

(Figure 2.4; Debakey et al., 1985).  

Chopra, P. et al (1983) studied the coronary arterial stenoses from 131 autopsies of 

5-80 year old subjects. They found that more than 60% of the lesions were eccentric on 

the arterial section, and the largest lesions were located in the proximal segments of all 

the main arteries. The LAD has the greatest lesion involvement followed by the LCX and 

RCA. Fox and Seed (1981) correlated atheroma distribution with vessel geometry in 

coronary arteries from more than 50 subjects dying of non-cardiovascular causes under
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Figure 2.3: Visualization of streamlines and flow patterns (steady flow) in the entrance 
region of the left coronary artery obtained from an autopsy subject whose death was not 
caused by cardiovascular disease. (Copy from Asakura and Karino, Circulation Research, 
66 (4), 1990)     
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Figure 2.4: Distribution of atherosclerotic occlusive disease in human coronary arteries. 
(Copy from Dr. Michael E. DeBakey, Annals of Surgery 201:116, 1985) 
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40 years of age. Upon measuring the circumferential and longitudinal position of each 

atherosclerotic plaque in the major coronary arteries in every subject, they found: 

 In the right coronary artery, severity of disease decreases downstream from the 

orifice and there is a tendency for plaques to be concentrated in the myocardial 

side of the lumen (Figure 2.5). 

 The asymmetrical concentration of disease (in circumference) was not evident in 

the orifice region of the left main coronary artery, although the phenomenon has 

been found in the LAD and LCX. 

Ojha, et al. (2001) investigated the distribution of intimal and medial thickening in 

the proximal RCA in 17 autopsies from non-cardiac deaths and found similar eccentric 

distributions of the thickening (Figure 2.6) as in the investigation of Fox. Stary (1987) 

surveyed the location of macrophages and foam cells in the coronary artery intima of 63 

children that died at age less than 5 years old. He found the eccentric distribution of 

intimal thickening in the main bifurcation of the left coronary artery, but not in the 

proximal segments of left main coronary artery.  

Velican, C. and Velican, D. (1984) examined 270 subjects who died of accidental 

causes, and investigated the distribution of atherosclerosis in the coronary arteries in 

these subjects. They observed that in subjects of similar age, sex and branching 

anatomical pattern and in the presence of similar risk factors for coronary heart disease, 

the first centimeter distal to the aortic origin of both left and right coronary arteries 

behaves differently than the second and third centimeters (Figure 2.7). These 

investigators concluded that the middle segment of the left main coronary artery that is
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Figure 2.5: Histogram of plaque location, pooled in 45-deg steps, around circumference 
of RCA. (Copy from Fox and Seed, Atherosclerosis, 41:341-342, 1982) 
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Figure 2.6: Frequency distribution of the peak intimal thickness among the eight 
segments of the proximal RCA. (Copy from Ojha, et al. Atherosclerosis, 158:150) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



30 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.7: A region with resistant to plaque development is at one centimeter distal to 
the ostium in left coronary artery. (Copy from Velican, C. and Velican, D. 
Atherosclerosis, 50:176, 1984) 
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beyond about one centimeter distal to the ostium is more resistant to intimal thickening 

and plaque development than the orifice region and the main bifurcation region. 

Svindland (1983) studied the localization of early sudanophilic and fibrous plaques 

in the main stem and proximal branches of opened and stained left coronary arteries from 

autopsies of subjects who died from trauma. He illustrated the distribution of 

sudanophilic and fibrous plaques in 41 arteries by contour lines connecting points with 

equal frequency of lesions (Figure 2.8). From the shape of the contours it can be seen that 

a lower frequency of lesion localization occurs between the aortic orifice region and the 

main bifurcation. Another clinical observation may also support the specific distribution 

of the lesion in the left coronary artery: Lewis et al. (2001) noted that a short main left 

coronary artery was present in a greater proportion of patients with complete left bundle-

branch block. The work of Gazetopoulos et al (1987) also supports this observation, and 

they suggested that a shorter length of the main left coronary artery is one of the factors 

that may contribute to the development of atherosclerosis in its branches. In this study, 

we suggest that the clinical observations noted by others may be explained by the 

hypothesis that a shorter left main coronary artery eliminates the anti-atherogenic flow 

environment that was proposed by Velican, C. and Velican, D (1984). In such cases, the 

entrance flow of the left coronary artery will connect with the flow in the main 

bifurcation so that both flow environments that favor atherogenesis may enhance each 

other.      
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Figure 2.8: Frequency distribution of lesions in 41 opened left coronary arteries. (Copy 
from Svindland, A., Atherosclerosis. 48:141)  
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2.4 Relationship between Atherosclerosis and Blood Flow Patterns  

After observation of one 115 patients with suspected carotid disease by color 

Doppler ultrasound and MRI recently, Houston et al. (2002) concluded that spiral blood 

flow is seen in the aortic arch and carotid arteries of patients with no carotid disease, 

while carotid atheromatous disease is associated with a significant reduction in the 

prevalence of spiral flow. However, it should be pointed out that the study proposed no 

specific causative mechanisms to explain these observations. The presence and the 

clinical importance of rotational blood flow may require more extensive investigation.  

In the aorta, many investigators predicted pathogenicity for helical flow patterns. 

Frazin et al. (1990) suggested that rotational flow might be important physiologically 

because the centripetal spin of blood may account for a significant amount of normal 

organ perfusion by branch vessels. Pathologically, there may be a relation of the shear 

forces caused by rotational flow to the development of atherosclerotic plaques and the 

direction and extent of aortic dissection. However, clinical issues such as the replacement 

of artificial heart valves, the selection of the localization of the origin of coronary bypass 

grafts in the ascending aorta, and the rejection of transplanted hearts offer invitations to 

the study of flow patterns in the arteries around the heart, areas of investigation which 

have not yet been fully explored.  
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CHAPTER 3   

METHODOLOGY 

 

3.1 Medical Imaging and CFD Modeling 

X-ray angiography has been employed in 3D model reconstruction of arteries in 

CFD studies (Gibson et al. 1993). In order to capture the spatial structure and motion of 

the coronary arterial tree, reconstruction of a coronary CFD model requires at least two x-

ray projections. Advanced x-ray imaging technology can provide rapid acquisition of 

multiple projection images (Fahrig et al. 1997), from which the 3D vessel geometry can 

be reconstructed at higher resolution than from other medical imaging methods. This is 

the unique advantage of x-ray angiography in comparison to other medical imaging. 

However, angiography requires injection of a contrast medium directly into the coronary 

arteries via an inserted catheter. The great disadvantage of x-ray angiography is its 

invasive nature, so it is inappropriate for use in carrying out hemodynamic investigations 

in healthy subjects. 

CT is also based on x-rays, but it does not require actual invasion of the body with 

catheters. CT is used increasingly to detect calcified plaques in the coronary arteries 

(Schmermund and Erbel, 2001). Although CT can produce higher resolution geometry 

images of arteries than can MRI, it cannot supply any blood velocity information in the 

arteries. Also, CT uses ionizing radiation, so there are limits on the frequency and 

intensity of its use. 

Another vascular imaging technique, ultrasound, is often the most convenient and 

least expensive of all medical imaging methods. Ultrasound imaging is formed by 
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transmitting a high frequency sound beam into body, then collecting echoes to produce an 

image whose intensity is related to the echoes from the tissue. Generally, the quality of 

ultrasound images is inferior to x-ray images and MRI. Ultrasound imaging of vascular 

anatomy, though commonly used in the clinic, has not yet played a significant role in 

image-based CFD analysis as the scanning probe is usually manually operated, from 

which the reconstruction of 3D arterial models is difficult. An advantage of ultrasound is 

that Doppler ultrasound can provide blood velocity information in vivo in real time, 

though it does suffer from lack of good spatial resolution in most clinical applications. 

Intravascular ultrasound (IVUS) has been developed and used in image-based CFD 

modeling studies recently because it presents high quality images of an arterial lumen 

from inside of the vessel (e.g. Chandran et al., 1996; Ilegbusi et al., 1999; Krams et al., 

1997). In this case, X-ray angiography helps to guide the coordination of the transducer 

for the 3-D reconstruction of the inner boundaries of the vessel. Since these are invasive 

procedures, IVUS-based CFD modeling studies have been limited to animals and special 

patients.  

The great advantage of MRI is its non-invasive nature. MRI can distinguish different 

soft tissues and is very sensitive to moving objects like blood, so that MRI is particularly 

attractive in observing the vascular system. The negligible risk associated with the use of 

MRI scanning also makes it easier to study differences between patients and normal 

volunteers. These advantages make MRI an important companion for image-based CFD 

studies in hemodynamic research (e.g. Tasciyan et al., 1993; Long et al., 1998; Wang et 

al., 1999; Zhao et al., 2000).  
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Although MRI is suitable for distinguishing the boundary between blood and vessel 

wall, it is difficult to distinguish the outer boundary of the vessel wall when the vessel is 

surrounded by similar tissues. This degrades the reliability of wall thickness 

measurements (Ladak et al., 2001), although recent work suggests that the dynamics of 

wall boundary motion might also provide important information about pathology of the 

vascular wall (Aoki et al., 1999). 

PC-MRI, in which blood velocity information is encoded into the phase of the MRI 

signal, can provide the velocity distribution on an arterial section in real time. This is so 

important that it allows MRI to overtake other methods that combine with CFD in 

modeling in vivo blood flows in arteries, because MRI supplies both geometrical and 

velocity for use as boundary conditions in CFD simulations (Milner et al., 1998).  

 

3.2 CFD and Hemodynamics  

CFD has become an essential tool in almost every branch of fluids engineering, 

including hemodynamics (Meairs et al., 1995). CFD is commonly accepted as referring to 

the broad topic encompassing the numerical solution, by computational methods, of the 

set of Navier-Stokes equations, continuity and any additional conservation equations. 

There are many available commercial CFD software packages that can solve the 

equations, which rescue us from tedious programming. Therefore, our task of CFD 

becomes the selection and use of a software package among several commercial 

products, such as CFD-RC, FIDAP, STAR-CD, CFX and FLUENT. 

Two numerical methods for solving the Navier-Stokes equations are the foundations 

of these software packages: finite element method and finite volume method:  
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 The finite element method uses simple piecewise polynomial functions on local 

elements to describe the variations of the unknown flow variables. When these 

approximate functions are substituted into the governing equation, it will not 

hold exactly, and the concept of a residual is introduced to measure the errors. 

These residuals are then minimized by multiplying by a set of weighting 

functions and then integrating. This yields a set of algebraic equations for the 

unknown terms of the approximating functions, and hence the flow solution can 

be found. 

 The finite volume method employs an integral form of the conservation laws 

directly in each finite cell volume. Finite difference type approximations are 

then substituted for the terms of the integrated equations, forming algebraic 

equations that are solved by an iterative method. The finite volume method has 

some advantageous characteristics, like being suitable for deforming meshes 

and local reproduction of boundary conditions, which makes it more widely 

used in current commercial CFD codes.  

CFD-RC is one of the most popular software packages because it is based on the finite 

volume method and has user-friendly pre- and post-processing functions (CFD Research 

Corporation, 2001). 

With the great advances in computer technology, CFD has developed very quickly 

in hemodynamics research. These developments are complementary to experimental fluid 

dynamics, an other important research method of fluid mechanics, and also provide much 

greater flexibility to study different geometries and flow conditions. For example, 

computer aided design software makes the numerical description of a 3D arterial lumen 
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with complex surfaces much easier than manufacturing the physical model of the vessel 

and placing this in a laboratory flow system. The numerical description can be 

conveniently transformed to a CFD model. In addition, because PC-MRI can provide 

inflow and outflow boundary conditions from in vivo measurements, the combination of 

CFD with MRI allows a more thorough exploration of the details of blood flow in human 

arteries than has previously been possible. 

An important step in using CFD simulations is validation of the results. The 

traditional validation is by comparison with experimentally measured data, typically 

laboratory models. In the CFD/MRI method, PC-MRI scanning substitutes for laboratory 

model experiments, so its results can be used both as the boundary condition data for 

CFD calculation and, in the interior of the solved region, for validation of the CFD results. 

  

3.3 Image Processing of MRI Slices 

All MRI slices used in the thesis came from healthy subjects who were studied at 

the Emory University Hospital, and the procedures followed protocols that were 

approved by Emory University’s Human Subjects Committee of the Institutional Review 

Board. These MRI slices were the foundation of this research, as all data on the 

geometries and flow velocities in vivo were abstracted from these slices. Therefore, 

image processing of MRI slices becomes the first step in the hemodynamic research. 

Instead of using commercial software in the image processing, all the necessary programs 

were written in Matlab, thus providing flexibility in linking image results and CFD model 

reconstruction. 
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Four aorta models were reconstructed from four healthy volunteers and employed 

in the research. The principal methodologies in these reconstructions, for example, MRI 

image processing, surface smoothing and motion information abstracted from PC-MRI 

slices, were the same except for some local improvements of the programs. Only one of 

these models will be used to describe the methodology developments in subsequent 

sections.        

 

3.3.1 Interface Operation 

Figure 3.1 shows a group of MRI slices from a transverse thorax MRI scan of a 

healthy volunteer using a 1.5T scanner (Philips Medical System), in which ET:27, 

TR:2000, TE:80, and each image has 256×256 pixels in a view of 350×350 mm with a 

thickness of 3 mm. The slices included 44 sequential images that are across the ascending 

aorta, the aortic arch and the proximal descending aorta. Before performing any image 

processing from the slices, we need an interface platform to assemble and operate on the 

individual 2D slices in 3D space. 

The interface programs can read in the images, form a 3D space of MRI data and 

contribute an interface environment for the operator to perform various operations, for 

example, viewing the artery globally in different angles and arbitrarily re-slicing the 

locally interesting parts. To do these, a 3D coordinate system was first created in the data 

space based on the image coordinates. The origin of this 3D system was located in the 

upper left of the first image, the X axis was from the left to the right on the image plane, 

the Y axis was from the top to the bottom, and the Z axis was from the first image to the 

44th image. 
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Figure 3.1: Transverse thorax MR slices of a healthy volunteer - 1.5T scanner (Phlips 
Medical System); ET:27, TR:2000, TE:80; 256×256 pixels in a view of 350×350 mm; 3 
mm thickness.  
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An arbitrary plane that went across the coordinate system was created according to 

some specific conditions, so that the plane formed a new slice in the data space and 

showed different viewing from that of the original image. For example, this plane may be 

formed by three spatial points of the arterial lumen that were located on different images, 

in which case the plane would go across interesting parts of the lumen that was restricted 

by the points. Several examples are presented next for illustration. 

A sagittal re-slicing in the data space is shown in Figure 3.2 (a) where the slice was 

across the lumens of ascending aorta, aortic arch and descending aorta. Three points were 

selected individually on different images: the first point was in the anterior boundary of 

the lumen of the ascending aorta on the 16th image (see Figure 3.1); the second point was 

in the posterior boundary of the lumen of the descending aorta on the same image; the 

third point was in the middle of the lumen of the aortic arch on the 34th image. The three 

points determined a plane that was across the sagittal lumens of the ascending aorta, 

aortic arch and descending aorta. The re-sliced images present a global view of the aorta 

that could not be seen from the original slices directly (as Figure 3.1 shows). Note the 

two branch arteries (right subclavian and left carotid) of the three aortic arch branches 

can be seen in the re-slicing.  

Another 3 points were individually selected in the right boundary, in the left 

boundary and in the middle of the lumen of the ascending aorta on the 16th and 24th 

images so that a coronal re-slicing showed the lumens of the ascending aorta and aorta 

root (see Figure 3.2 (b)). The coronal curvature of the ascending aorta and the aortic sinus 

can be seen in the slice. 
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Figure 3.2 (a): The sagittal re-slicing of the MRI data space shows the lumen of the 
ascending aorta, aortic arch and descending aorta. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.2 (b): The coronal re-slice shows the tortuous lumen of the ascending aorta. 
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An oblique transverse re-slicing that goes across the sharp bending region in the 

ascending aorta is shown in Figure 3.3 (a). The re-slicing was determined by one point 

that was in the inner curvature boundary of the lumen of the ascending aorta on the 26th 

image, and a vector that was normal to the plane, which controlled the plane to be parallel 

with the X axis but could be rotated in the Y-Z plane. The re-sliced image not only helps 

understand the lumen’s geometry near the aorta arch in detail, but also aids in selecting 

the best re-slicing position for local lumen segmentation where the lumen is sharply bent. 

The re-sliced section is always selected to be perpendicular to the longitudinal direction 

of the local lumen. 

Sometimes, the details of structures and orientations of the arteries can not be 

clearly seen from the original transverse slices so that parallel re-slicing or image 

interpolation is needed. In this study, the locations and orientations of the coronary 

arteries related to the aorta root were difficult to determine from the original slices, as 

shown in Figure 3.1. Two transverse slices could be created by going across the aorta 

orifice and parallel to the major trunks of the coronary arteries. Image interpolations then 

enhanced the resolution of the images. One image of such a re-slicing is shown in Figure 

3.3 (b), where the locations of the orifices and the orientations of the major vessels of the 

right coronary artery (see the left image in Figure 3.3 (b)) and the left coronary artery 

(see the right image in Figure 3.3 (b)) related to the aorta root can now be distinguished.         
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Figure 3.3 (a): The oblique transverse re-slice shows the lumen of the aortic arch, which 
appears nearly a circular. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3 (b): The left image shows the alignment of the trunk of the right coronary 
artery; and the right image shows the trunk of the left coronary artery after parallelly re-
slicing between two slices. 
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3.3.2 Snakes Segmentation Method 

Image segmentation is necessary to find the boundary of an arterial lumen on the 

slice of the artery. There are many candidates for segmentation methods in image 

processing, depending on the object. An important geometric characteristic of arteries is 

that the transverse lumen approach to a circular because of the blood pressure inside the 

vessel and the elasticity of the wall. This characteristic makes the Snakes method 

(Hohnhauser, B. and Hommel, G. 2003) one of the most attractive for segmenting 

vascular lumens in medical images. 

Snakes segmentation imitates the energy minimizing process in nature, in which the 

contour characteristics of an active curve can be described through an energy equation. 

As an active curve, the contour moves like a snake under the control of image intensity 

forces and the curve properties. The image forces, usually related to the gradient-based 

image potential, push the points of the contour toward the edge boundaries in the image. 

The curve properties of the contour also influence the shape of the contour and the goal is 

usually to keep a smooth contour. Since the Snakes model was introduced by Kass in 

1987, many studies have been done to improve the performance of this model.  

Below is the classical formula of the energy function of a gray image (Kass et al, 

1988). Here, the integral is taken along the curve c, and the energy terms are functions of 

c or the derivatives of c. The constants α and β control the relative weight of the 

corresponding energy. 
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Smoothing term: This term makes the contour act like a smooth curve. It 

corresponds with the bending force of the smoothness of the curve or contour. The 

continuous form of this term is given by:  

                                     
2
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dcEsmooth =  

 

        where: s is the arc length of the curve.  

As the image is composed of pixels, or discrete points, the term is approximated by 

discrete forms. In the transformation, we must consider the balance between resolution of 

the discrete forms and the limited numbers of pixels in the interesting region. Expanding 

the equation gives 
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Rigid term: This term aims to avoid oscillations of the active contour. Penalizing 

high contour curvatures is a good way of achieving this goal. The curvature is estimated 

by the second derivative of the contour. Hence, the rigid energy can be formulated as 

follows:  
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Image term: This term aims to attract the dynamic contours toward the desired 

object’s boundaries on the image. The features that attract the contour can be the edges, 
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lines, corners or any other point of interest. Below is an edge attraction term where the 

gradient of the intensity image I is computed at each contour point. Because of the 

negative sign, the energy is minimized near the edges of the image.   

                                     IEimage ∇−=  

 

Finally, we need to find the minimal energy state that is equivalent to solve the 

function: 0=
∂
∂

c
E . The solution incorporates a mathematical iteration process to approach 

the minimal state: 

                                   
c
Etcc oldnew ∂
∂

∆+=      

         The corresponding discrete form is: 
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3.3.3 Segmentation Operations 

As the Snakes method needs an original contour from which to grow, an initial 
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uses the left mouse button to pick points around the lumen and the right mouse button to 

pick the last point, and then a spline curve is used to connect these points automatically. 

The closer these initial points approximate the real boundary, the better the Snakes result 

will be. There is no particular limitation on the number of points – the choice depends on 

the complexity of the lumen. The original contour then begins to grow according to the 

Snakes algorithm. Finally, the contour approaches to the boundary of the lumen and the 

segmentation process is stopped.  

Figure 3.4 shows an example that was used to illustrate and verify the reliability of 

the Snake program, where the boundary of the object (area with white color) is clear. 

Starting from any point that was near the boundary, the plus (+) symbol shows the points 

picked initially. The last point was picked near the first point using the right mouse 

button. Lines (green) automatically connected all the points to form the original contour 

for growing. The red points represent the traces of points of the contour as it grew, where 

they started from the original contour and went to the edge, finally approaching the 

desired boundary as the blue contour shows. 

          As emphasized previously, the ideal transverse section of an artery is the section 

that is perpendicular to the local axial direction of the artery. In such sections, the aortic 

lumen is always nearly circular. In a clinical scanning operation, the MRI slices are 

generally a group of parallel images and each slice has a certain thickness that will 

produce unavoidable confusion when the thickness is across a sharp bend in the lumen. 

Consider the image in Figure 3.5 (a). Here, a blurred boundary of the ascending aorta is 

presented by the original 28th MRI slice (see Figure 3.1) where the sharply curved wall 

just penetrates the 3 mm thickness of the slice. As the MRI scan is a projection image 
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Figure 3.4: An example of processing using the Snakes segmentation for checking the 
reliability of the program. 
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Figure 3.5 (a): Blurred boundary of the ascending aorta was presented by the 28th image 
in Figure 3.1 due to the thickness of the image that went across the curvature of the 
lumen. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 3.5 (b): A re-slice that was perpendicular to the local axial direction of the 
ascending aorta avoided the blurred boundary of the lumen as shown in Figure 3.5 (a).                           
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across the slice thickness, any image intensity changes within the thickness will produce 

a blurred image. If a re-slicing is performed to be perpendicular across the same segment 

of the ascending aorta (See Figure 3.5 (b)), the blurred boundary can be avoided and a 

nearly circular lumen is represented, which is more suitable for the Snakes segmentation 

procedure.  

        Figure 3.6 (a) shows the Snakes result where the segmentation was performed on the 

re-sliced image (Figure 3.5 (b)), and the result was returned to the 3D data space 

simultaneously (see Figure 3.6 (b)), which was also the CFD model reconstruction space. 

Figure 3.7 shows more segmentation on re-sliced images from the original slicing space. 

How many re-sliced images are needed to represent an arterial lumen? This depends on 

the complexity of the artery and what hemodynamic factors are desired from the CFD 

simulations. For example, the number of re-slices required to reproduce flow patterns is 

less than that required to calculate wall shear stress accurately in the same model, 

because the latter needs a more precise representation of local wall surfaces.  

        After segmentation, all the results or contours were represented in the original 3D 

data space (see Figure 3.8). However, as seen by the highlighted red curves, neighboring 

contours may present an irregular oscillation of areas and centers in the space, especially 

in the root of the ascending aorta (see the lower image of Figure 3.8). The irregular 

contours made up a ragged arterial surface that would be inaccurate. The source of the 

spatial errors made by the contours was because the segmentations were only 2D 

individual operations and that was insufficient for an anatomically representative 3D 

model reconstruction.  
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Figure 3.6 (a): Snakes segmentation of the lumen of the ascending aorta was performed 
on the re-sliced image, as shown in Figure 3.5 (b). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.6 (b): The segmentation result, as shown in Figure 3.6 (a), was returned to the 
3D data space.  
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Figure 3.7: Additional segmentation results on the re-sliced images that were 
perpendicular to the local longitudinal directions of the lumen and represented nearly 
circular boundaries. 
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Figure 3.8: All the segmentation results, boundaries of the lumen, were returned to the 
original 3D data space. The local curvature of the lumen determines where and how 
many of the transverse re-slices are needed.   
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3.4 Reconstruction of the CFD Geometrical Model 

A 3D geometrical model is composed of curves and surfaces. The contours that 

came from the MRI image segmentation could have too many errors to be directly used 

in the 3D model reconstruction as discussed in the previous chapter. Smoothing methods 

can help us to overcome these errors. 

 

3.4.1. Smoothing 

For 3D geometrical modeling, smoothing of the 3D imaging data produced by MRI 

slices is necessary because image processing on each isolated 2D image independently is 

inadequate for good continuity of the reconstructed 3D surface. As we did not involve 

any 3D information in the segmentation of 2D images, there were usually some 

discontinuities among the neighboring segmented contours when these contours returned 

to the original 3D space. These discontinuities would cause the surfaces that connect the 

contours to be jagged. Thus, these jags need to be filtered, and several smoothing 

methods of spatial surfaces can do this.  

Woltring (1986) first introduced an available spline algorithm GCVSPL for space 

smoothing of contours. Moore (1998) considered this three-phase smoothing procedure to 

be very suitable for vascular modeling from MRI slices. The method is divided into three 

steps: 

 The first step is to smooth the contours individually on each 2D image plane 

using quintic splines. After the smoothing, the geometrical center point and the 

area of each contour are calculated. These centers form a sequence of points in 

space, and the associated areas form a series of numbers.  
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 In the second step, a space cubic spline is used to smooth the 3D broken line 

that penetrates the sequential center points. The smoothing process updates the 

position of each point, and at the same time, the position of the corresponding 

contour is also updated.  

 Finally, a cubic spline is used to smooth the serial values of the areas. The 

smoothing process updates the values of the areas, and the corresponding 

contours are expanded or contracted according to the updated areas. The 

processing keeps the shape of the contour unchanged while its area is updated. 

The three steps can be used repeatedly depending on whether a smooth surface is formed 

by the final sequential contours. 

         In this study, the three-phase smoothing procedure was repeated twice in the 3D 

model reconstruction. Figure 3.9 (b) shows the contours after the smoothing procedure. 

Comparing with the original results of segmentation in Figure 3.9 (a), the smoothed 

contours are more nearly circular. Some irregular contours were deleted manually if they 

interfered with the smoothness of the total surface. A justification for deleting these 

contours is that they create local effects of bulges or concavities in the final surface. The 

judgment used in deleting irregular contours was based on the complexity of the local 

surfaces.  
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Figure 3.9 (a): The sequential contours before the smoothing process.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.9 (b): The sequential contours after the smoothing process. 
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3.4.2. NURBS Curves and Surfaces 

The Non-uniform rational B-Spline (NURBS) curve and surface is a classical 

parametric smooth curve and surface that is commonly used in 3D geometrical model 

reconstruction (Piegel and Tiller, 1997). NURBS is the generalization of non-rational B-

splines which are based on rational Bézier curves.  

A Bézier curve of degree n is defined by 
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          where si are the sequence of breakpoints. 

 

In the present study, the production of NURBS curves or surfaces was accomplished 

by CFD-GEOM software automatically. However, control points in the space must be 

designed for the production of NURBS curves, and curves must be selected for the 

production of NURBS surfaces. NURBS surfaces have two important properties that led 

to selecting them for CFD geometrical modeling: 

 Continuity: a NURBS curve can be many times continuously differentiable on 

the breakpoints. This is necessary for keeping C2 continuity among the contact 

faces that cover over the 3D model for CFD mesh generation. 

 Local support: NURBS can limit the surface deformation locally, which means 

that by moving a point that makes up the surface mesh, the shape of the smooth 

surface is changed only within a bounded region around the point. For other 

curves and surfaces that do not have this property, for example, moving a point 

from sequential points that are connected by a polynomial curve will change the 

total shape of the curve. That was also why some irregular contours could be 

deleted without greatly changing the shape of the surface in the smoothing 

procedure described previously.  

The second property of a NURBS surface is very useful in the model reconstruction 

using the CFD/MRI method. Figure 3.10 shows an example, in which sequential contours 

of an aorta resulting from a processed image are shown in the left of Figure 3.10 (a), and 
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Figure 3.10 (a): An irregular contour caused the NURBS surface to undulate in local 
region. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10 (b): After the irregular contour was deleted, the local surface became smooth 
but the whole surface did not change significantly. 
 
 

Irregular contour 
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an irregular contour located in the ascending aorta can be found. A NURBS surface was 

set up through the sequential contours, and the right picture of Figure 3.10 (a) shows the 

surface mesh where the irregular contour caused the surface to undulate locally. If the 

irregular contour is deleted, as the left picture of Figure 3.10 (b) shows, the local surface 

becomes smoother (see the right picture of Figure 3.10 (b)), but the entire surface is 

changed very little (compare with the original surface in the right picture of Figure 3.10 

(a)).     

Figure 3.11 (a) shows an entire transitional NURBS mesh over the sequential 

contours during the process of repeated smoothing. The mesh was set up based on the 

contours that were shown in Figure 3.9 (b), and the contours can then be updated 

according to the surface mesh results. Repeated processing continues until a satisfactory 

surface appears. Figure 3.11 (b) shows the final NURBS surface that makes up the 

geometrical model of the aorta, from which a CFD grid mesh will be created on the 

surface.                  

 
3.4.3 Model Reconstruction of the Aorta  

The geometrical models of the three vessels branching from the aorta arch were 

constructed and smoothed using the three-step smoothing method described previously. 

Figure 3.12 (a) shows the surfaces of the arch vessels. The smaller sizes of these arteries 

in the images, which were obtained with same absolute resolution as the image of the 

aorta, resulted in branch surfaces that have lower resolution than the aorta itself. 

Fortunately, in this study we only care about the total flow in the branches but not the 

velocity distributions, so that the relatively lower resolution was not a problem for the 

simulation of flow in the ascending aorta.  The assembled geometries of the branches and 
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Figure 3.11 (a): A transitional NURBS mesh that goes through sequential contours 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.11 (b): The final NURBS surface that forms the surface of the aorta model. 
 
 
 



63 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                              
Figure 3.12 (a): The surfaces of the branches in the aortic arch. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.12 (b): The total surfaces of the aorta model. 
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aorta were completed using CFD-GEOM software. Figure 3.12 (b) shows the final 

surfaces of the computational model. 

Mesh generation for a given face of a computational element is an interpolation 

process among the curves that comprise it, and mesh generation for a given volume is 

also an interpolation among known boundary faces that form a domain. The mesh 

generation was performed using CFD-GEOM software; however, the numbers and 

distributions of the grids of the mesh in every curve and face must be determined before 

using the software. These depend on the local geometrical characteristics of the CFD 

model and the convergence of the numerical solution of the Navier-Stokes equations. 

Experience gained in the computational studies guides choices for the mesh generation. 

Figure 3.13 shows the CFD model of the aorta that was employed in this study. 

Four models of the aorta were constructed in the investigation. All of them were 

developed from healthy volunteers in vivo using the same anatomical positions and MRI 

scanning parameters. All models were constructed using the same image processing, 

smoothing methods and kinds of curves and surfaces as described previously. Because a 

unique methodology was employed in the construction of the four computational models, 

only one was selected as an example to illustrate the construction process. The other three 

CFD models are shown in Figure 3.14 but are not discussed here. 
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Figure 3.13: The mesh and CFD model of the aorta. 
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Figure 3.14: Three aorta models that were reconstructed from three healthy volunteers 
using the same methodology.   
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3.4.4 Model Reconstruction of the Coronary Arteries 

The model reconstruction of the coronary arteries is different from that of the aorta, 

as the size of the coronary arteries is too small to obtain highly resolved MRI images. 

The top image of Figure 3.15 shows the frontal section of the right coronary artery where 

a transverse MRI slice has been scanned (the yellow line). The middle image of Figure 

3.15 shows the slice where the field of view is 200 × 200 mm; image resolution is 512 × 

512 pixels and the slice thickness is 8 mm. Although the lumen of the right coronary 

artery spans a few pixels on the image, as the zoom in image shows (see the lowest image 

of Figure 3.15), the ratio of the signal to noise at this level was too small to show a clear 

boundary of the lumen.  

To address this problem we assumed that the boundary of the lumen of the coronary 

arteries is circular if the MRI slice is perpendicular to the local longitudinal direction of 

the artery. This is a reasonable assumption, since the arteries are under an intramural 

pressure. With this constraint, a deformable circle can be used to approximately match 

the arterial lumen on the image (see the red circle in the lowest image of Figure 3.15), 

even though the thickness of the slice produced a blurred boundary of the lumen. After an 

MRI scan was performed over the proximal segments of the coronary arteries, the 

idealized lumens on the slices were ellipses because the slices were not exactly 

perpendicular to the local longitudinal directions. In this case, the circles that were used 

to match the lumens were controlled to have the same diameters as the major axis of the 

ellipses. Sequential circles and their centers were obtained from the slices. The spatial 

coordinates of the centers were determined, and then the centers were connected by a 

smooth spatial curve (see the two curves in upper image of Figure 3.15) in 3D space. 



68 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.15: MRI scanning across the right coronary artery; the middle image shows the 
section of the slice and the low image shows the zoom-in lumen of the right coronary 
artery.  
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Each circle was reproduced around its center on a plane that was orientated normal to the 

local tangential direction of the curve and passing through the center point. 

Sequential circles produced by the above method formed the skeleton of the 

coronary arteries (see the upper image of Figure 3.16). NURBS surfaces were used to 

cover the skeleton, and smooth models of the right and left coronary arteries were 

produced (see the lower image of Figure 3.16).  

The blood flow simulation in the coronary arterial models and in the aortic models 

was performed simultaneously. As discussed in Chapter 1, blood flow in the coronary 

arteries is expected to be affected by the flow in the aorta root, especially the flow 

patterns in the proximal segments of the coronary arteries. Thus, flow modeling in the 

major trunks of the coronary arteries cannot be isolated from the aorta. However, the big 

difference in geometrical size and flow conditions between the aorta and coronary 

arteries makes it undesirable, from the standpoint of optimum MRI parameters, to scan 

both vessels simultaneously; so we elected to scan the aorta and coronary arteries 

separately and to reconstruct their geometrical models before assembling them into a 

united configuration. 

The most difficult operation in assembling separate models of the aorta and coronary 

arteries is how to determine the relative orientation of the coronary arteries to the aorta 

root in 3D space. Two ways to find the locations of the coronary arteries were used in the 

study. The first was to control the aorta transverse slices so as to penetrate the major 

trunks of the coronary arteries in the MRI scans in such a way that the joined regions of 

the coronary arteries could be distinguished from the slices. Figure 3.17 (a) shows such 

an image where the orientation of the left coronary artery relative to the aortic root is 
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Figure 3.16: Reconstruction of the right and left coronary arteries; the upper shows the 
skeletons of the coronary arteries and the lower shows the models covered by NURBS 
surfaces. 
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                 Ascending aorta                                             Left coronary artery 
 
Figure 3.17 (a): The MR slice clearly shows the aortic root and left coronary artery. 
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Figure 3.17 (b): The re-slices of the ascending aorta represent the orientation of the right 
coronary artery.  
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obvious. The second was to use a re-slicing technique in the 3D image data to find the 

joined regions. Figure 3.17 (b) shows an example where the re-sliced image indicates the 

exact 3D orientation of the right coronary artery. 

Our numerical studies showed that slight deviations of the orientation of the 

coronary arteries relative to the aorta are not problematic for reproducing flow patterns in 

the coronary arteries. Deviations in assembling the two vessels were unavoidable in some 

cases, for example, the in-plane orientation of the main trunk of the left coronary artery 

could be determined from the image (see Figure 3.17 (a)) but the orientation in the 

vertical direction, perpendicular to the plane, was uncertain and depended on the 

thickness of the slice. The exact angle between the aorta and the coronary artery in the 

vertical direction is difficult to determine if the thickness of the transverse slice is greater 

than the diameter of the left coronary artery. Fortunately, the experiments with CFD 

modeling illustrated that the effects of such a slight confusion caused by the slice 

thickness upon the calculations of entrance flow patterns in the coronary arteries was 

small.                 

Given these assumptions, Figure 3.18 shows the combined model of the coronary 

arteries and aorta that was used for the CFD simulations.       
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Figure 3.18 Combined CFD models of the aorta and coronary arteries. Due to limits in 
the blood velocity information, only the proximal segments of the coronary arteries are 
considered in the CFD flow computations. 
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3.5 Phase Contrast MRI and Flow Velocity Information 

After the reconstruction of a realistic geometrical aorta model, velocity boundary 

conditions for the CFD simulation become essential. We have discussed two techniques 

that can measure the blood flow velocities in vivo in Chapter 3.1, and only the PC-MRI 

method can present the velocity distribution on a section of arterial lumen. To reproduce 

realistic blood flow patterns in an aorta using CFD modeling, the boundary conditions 

should come from measurements in vivo, and velocity distributions obtained by PC-MRI 

on the inlet and outlet sections are the best boundary conditions for the modeling.   

    

3.5.1 Phase Contrast MRI  

There are two MRI techniques to measure blood flow velocity in vivo: Phase 

contrast (PC) MRI and Time-of-flight MRI. We selected the former in this research 

because PC-MRI avoids magnetization saturation and it is possible to interrogate for 

specific velocity ranges as well as for the direction of velocity. The PC-MRI technique is 

not affected by the T1 of the tissues, unlike time-of-flight method. The 2-D PC-MRI 

technique capitalizes on a flow gradient obtained on gradient echo sequences, so high in-

plane resolution is easily obtainable, although the high resolution is only in the plane of 

the section. To obtain 3D velocity information in a section, 2-D PC-MRI scanning should 

be done three times in the section because in each scan only one direction of the flow 

gradient is obtained. Three orthogonal components of the velocity in the section are 

scanned individually, even though this operation prolongs the scanning time. 

      In the present study, PC-MRI scanning was performed at three sections in the aorta, 

as Figure 3.19 shows, where these sections were perpendicular to the local aortic 
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Figure 3.19: PC-MRI scanning was performed at three sections (yellow lines) in the aorta 
where the left lumen is the ascending aorta and the right lumen is the descending aorta.  
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longitudinal directions and were acquired immediately after the MRI geometrical 

imaging sequence. The first section, the inlet section, was located at the aorta root, and 

gave the inlet velocity conditions for CFD modeling. Another section crossed the 

descending aorta where the outlet section of the model was located. The remaining 

section was approximately midway in the ascending aorta, and it was employed as a “test 

section” for validation of the computational results, i.e., if the simulation is accurate, 

CFD would present the same velocity distribution as the PC-MRI results at that section.  

PC-MRI scanning for each section and each velocity component generated 20 

images (field of view, 300 × 300 mm; image resolution, 256 × 256 pixels; slice thickness, 

6 mm). The 20 time-resolved images were taken at about 57 milliseconds time intervals 

to cover one cardiac cycle. The inlet section slices allowed measurement of three 

orthogonal velocity components. Since the length-diameter ratio of the ascending aorta is 

relatively small and the flow near the aortic valve is three-dimensional, the complex inlet 

flow might dominate the flow patterns in the ascending aorta. Figure 3.20 shows some 

images of the PC-MRI slices of the axial velocity component on the section, which 

included a pair images at each time. The first one of each pair is a signal modulus image 

that was used to segment the lumen, and the second is a signal phase image that presented 

the axial velocity magnitude. The number at the top of each image is the time when the 

image was taken, as referenced from electrocardiogram (ECG) monitoring. There are 

three groups of such slices, as the Figure 3.20 shows, in the inlet section. The other two 

groups of slices present the orthogonal velocity components on the plane. 
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Figure 3.20: PC-MRI slices for the axial velocity component in the inlet section - field of 
view, 300 × 300 mm; image resolution, 256 × 256 pixels; slice thickness, 6 mm. The 
slices include 20 images to cover one cardiac cycle. 
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At the outlet section of the descending aorta, the PC-MRI only measured the axial 

velocity component. We elected to ignore the two in-plane velocity components due to 

two reasons: first, the section is located far away from the ascending aorta and the aortic 

arch, so the axial flow is expected to be dominant there, and also our interest was in the 

ascending aorta; second, to include the two in-plane velocity components would have 

added significantly to the scanning time the subject would have been in the magnet, 

resulting in subject discomfort. 

 

3.5.2 Blood Velocity Distribution in the Aorta in Vivo    

        Similar image segmentation was performed in the PC-MRI slices as described for 

the MRI slices. Aorta lumens were segmented by the Snakes program on each signal 

modulus image at different times (see Figure 3.20), and then the corresponding lumen on 

the phase image at the same time was isolated. The segmentation must be done in all 

slices because the aorta is moving during the cardiac cycle, and the position of the lumen 

is unsteady in the PC-MRI slices. The velocity magnitude in each pixel of the lumen on a 

phase image was calculated, and all the velocity magnitudes represented a velocity 

distribution of one velocity component at a time in the cardiac cycle. As there are three 

velocity distributions arising from the three orthogonal velocity components at each time 

on the inlet section, the three velocity components in each pixel of the lumen were 

combined to form a 3D velocity vector, and then all the vectors made up the 3D velocity 

distribution in the inlet section at that time. The upper pictures of Figure 3.21 show the 

distributions of the 3D velocity vectors at several representative times. As the three 

velocity components came from three images that were scanned independently although
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Figure 3.21 (a): The flow patterns come from PC-MRI scanning on the inlet section at 
226 ms (indicated by the left arrow in Figure 3.17 (a)). 
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Figure 3.21 (b): The flow patterns come from PC-MRI scanning on the inlet section at 
352 ms (indicated by the middle arrow in Figure 3.17 (a)). 
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Figure 3.21 (c):  The flow patterns come from PC-MRI scanning on the inlet section at 
566 ms (indicated by the right arrow in Figure 3.17 (a)). 
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they had the same cardiac time, there may be deviations among the three lumen’s 

boundaries at a given time in the cardiac cycle. There may be some pixels near the 

boundary of the lumen that may lose one or two velocity components when the three 

images are overlapped together. In such cases, these pixels would simply be ignored in 

the processing. Twenty such sequential distributions of the velocity vectors at different 

times that spanned a cardiac cycle composed the inlet velocity condition in the CFD 

modeling. Figures 3.21 (a), (b) and (c) show the velocity distributions at three times 

where the lengths of the vectors are proportional to the velocity magnitude. The same 

scale for the velocity vectors is used in all three figures.  

        The dynamic and varying velocity distributions in the inlet section not only provided 

insight into blood flow patterns in the aorta root, but also supplied information on the 

effects of the aortic valve and sinuses of Valsava upon the flow. Figures 3.21 (a), (b) and 

(c) show the velocity distributions at three specific times, which are the peak flow time, 

the time of aortic valve closure, and a time in early diastole, as the arrows indicate in 

Figure 3.22. The velocity distribution on the inlet section at time 226 ms, peak flow time, 

is shown by 3D vector forms in the upper picture of Figure 3.21 (a); and the lower left 

picture shows the magnitude contours of the axial velocity, while the lower right picture 

shows the in-plane velocity vectors. At the peak flow time (indicated by the left arrow in 

Figure 3.22), the axial velocity component was intensive and dominant, and the major 

secondary flow direction shown by the in-plane vectors implied that the blood ejection 

from the heart was not directly along the aortic longitudinal direction, but sloped to the 

non-coronary cusp or sinus. Some of the re-circulating flows, or vortices, which were 
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Figure 3.22: Flow waveforms through the aortic lumens on the inlet, outlet and middle 
sections. 
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induced by the valve leaflets and located in the sinuses, can be seen in the upper and 

lower left pictures of Figure 3.21 (a) at this time.  

The axial velocity intensity was much diminished and the flow became an 

asymmetrical rotational or helical flow (see Figure 3.21 (b)) at the later time of systole 

(indicated by the middle arrow in Figure 3.22). As the three valve leaflets will close 

together at the same time, the flow pattern in the aorta root becomes an axially oriented, 

re-circulating flow that moves towards the valve along the inner curvature of aorta and 

moves away from the valve along the outer curvature (see the lower left picture of Figure 

3.21 (b)). The specific helical flow patterns were induced by the specific geometrical 

structure of the aorta root, aortic valve and sinuses of Valsava. This phenomenon of 

rotational flow taking place at this time indicates that the original rotational flow 

components in the aorta root do not come from within the heart.  

In early diastole, the re-circulating flow in the aorta root splits into two or more re-

circulating flows that can be seen from the lower right picture of Figure 3.21 (c) (the time 

is indicated by the right arrow in Figure 3.22). Although the intensity of the flow had 

diminished at this time, the flow patterns became complex. The dynamics of the specific 

flow patterns shown by Figure 3.21 (b) and Figure 3.21 (c) in the aorta root in the 

diastolic phase would be expected to affect the entrance flow patterns in the right and left 

coronary arteries, since most of the coronary artery flow occurs during diastole.  

In the outlet section of the descending aorta, only the axial velocity distribution 

was measured by PC-MRI because the section was located across a relatively straight 

tube and was far away from the complex flow region of the aorta arch. A traction-free 

velocity condition was assumed in the outlet sections of the three branches that are 
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located in the aortic arch. The choice to limit the in-plane velocity information from PC-

MRI in the outlet section of the descending aorta and to assume the traction-free 

condition in the arch branches was based on the following: first, the total MRI scanning 

time for a single procedure has practical limits, since lying still for a long time can be 

uncomfortable for the volunteer; second, in order to conserve mass in the CFD 

computations, there must be at least one outlet where the velocity is not prescribed; and 

third, the diameters of the arch branches are too small to give good resolution of the 

velocity distribution.  

The velocity distributions obtained in vivo were used directly in the simulations, and 

hence the flow waveforms are illustrative of the time-varying characteristics of the flow. 

Figure 3.22 shows the flow waveforms in one cardiac cycle through the inlet section in 

the ascending aorta, the middle section in ascending aorta, and the outlet section in the 

descending aorta (See Figure 3.19). The flow values were integrations of the axial 

velocities calculated from the values of the pixels on the PC-MRI phase images in the 

sections. The time axis of Figure 3.22 expresses the time with respect to the 

electrocardiogram (ECG), since the PC-MRI scanning was ECG gated. 

 

3.5.3 Blood Flow Data in the Coronary Arteries in Vivo    

As discussed previously, the small size of the coronary arteries limits the resolution 

of the image processing through which the velocity information is obtained from PC-MRI 

slices. Figure 3.23 shows a slice of the left coronary artery where the field of view is 260 

× 260 mm; image resolution is 512 × 512 pixels and the slice thickness is 5 mm. The 

circular lumen assumption can be used in the modulus image (see the lower left image of
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Figure 3.23: PC-MRI slices of the left coronary artery in diastole; the left panels are the 
modulus images and the right panels are the phase images; the lower figures are the 
zoom-in images  
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Figure 3.23), and the circle was controlled to have the same area as the best estimate of 

the lumen identified in the images. In this case, only the mean velocity in the lumen in 

the phase image is considered because some velocities apparently registered from outside 

the lumen may be interpreted as being inside the lumen mistakenly (see the lower right 

image of Figure 3.23). The waveforms of the mean velocities through the RCA, LAD and 

LCX are shown in Figure 3.24 where the span of time is normalized to one cardiac cycle.       

 
 
3.6 Phase Contrast MRI and Information on Compliance and Motion of the Arterial 

Lumen 
 

3.6.1 Compliance of Aortic Wall  

The compliance of the aortic wall certainly affects the instantaneous flow in the 

aorta, as can be illustrated from the flow waveforms. Figure 3.25 shows an example, 

which came from another PC-MRI scan of a volunteer different than that for Figure 3.22. 

In this example, the flow through the branches of the aorta arch was measured by the PC-

MRI scanning that went across the outlet sections of the branch lumens (see Figure 3.29). 

The branch flow was integrated from the velocity distributions and represented in Figure 

3.25 (the red curve). The difference between the inlet flow and the sum of the outflow in 

descending aorta and the outflow in branches could be computed. The difference of flow 

(the blue curve in Figure 3.25) was not zero, which included two parts: the flow in the 

coronary arteries and the flow produced by the lumen’s compliance in the aorta. The flow 

in the coronary arteries can be ignored because the flow is very small related to aorta 

flow and mainly happens in diastole. Therefore, the curve of the difference of flow (the 

blue curve in Figure 3.25) represents the effects of aortic compliance on the flow.  



89 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.24: Velocity waveforms in the lumens of the RCA, LAD and LCX supplied by 
PC-MRI scanning across the distal sections of coronary arteries in vivo. 
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Figure 3.25: The compliance of the ascending aortic lumen. 
Bout - sum of flow in the three branches; in-dout-bout – the difference between inflow 
and outflow; diff of volume – volume gradient of the ascending aorta. 
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We can make an estimation of these effects on the out flow in the aorta, although 

we lack complete information about the 3D deformation of the aortic lumen. The periodic 

changing of the area of the lumen in the middle section of the ascending aorta has been 

obtained from the PC-MRI slices. Although the deformations of each section along the 

lumen of the aorta were not the same and the phases of the deformations also had slight 

differences, the deformation gradient of the lumen in the middle section is assumed to 

approach the mean deformation gradient of the whole lumen of the aorta. The black curve 

in Figure 3.25 shows the volume gradient of the aorta that is the deformation gradient of 

the lumen of the middle section multiplied by the length of the aorta. The blue curve and 

the black curve have very similar magnitudes and phase in Figure 3.25, which illustrated 

that the volume gradient of the aorta was approximately equal to the difference of flow 

between the inflow and the outflow. The phenomenon verifies the buffer function of the 

aortic lumen in that the aorta expands to store blood and moderates the intensity of the 

inflow in early systole, and then contracts to increase the outflow in the later time.  

 

3.6.2 Motion of the Aortic Lumen  

The boundaries of the aortic lumen segmented from the signal modulus images of 

the PC-MRI slices were represented by sequential oscillating contours in the scanning 

plane. The contours presented not only the compliance information of the wall of the 

lumen but also carried motion information of the lumen. The dynamic contours involved 

two main movements:  

 expansion and contraction of the wall around the center of the lumen due to 

vessel compliance 
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 total motion of the aorta in the thorax due to the beating heart  

Figure 3.26 (a) shows some of the sequential contours of the inlet lumen from one 

cardiac cycle. To distinguish the two kinds of motion, the geometrical center of each 

contour was calculated, forming a time sequence of points. As previously discussed, the 

contour of a lumen can be approximated as circular if the section is perpendicular to the 

local axis, so the trace of the centers of the sequential contours in a cardiac cycle 

describes the motion of the contours, but not its compliance. The motion due to 

compliance can be simplified to expand or contract around each center symmetrically. 

The current of arrows in the middle of the contours in Figure 3.26 (a) shows the trace of 

the centers. Figure 3.26 (b) shows a zoom-in picture of the current of arrows, where the 

direction of an arrow points in the direction of motion of the center of the contour at the 

corresponding time and the length of the arrow represents the magnitude of the velocity 

of the contour motion. The maximum displacement of the movement is 9 mm in Figure 

3.26 (b), and the maximum velocity of the movement is about 8 cm/s. The trace of the 

centers represents an oscillatory movement of the vessel along a curve that has a right 

hand rotational direction. The specific motion of the ascending aorta and its effects on the 

flow in the ascending aorta were first described by this current research (Suo, Oshinski 

and Giddens, 2001). The physiological significance of the specific motion has not yet 

been investigated. 

Information on compliance of the lumen can be obtained from subtracting the 

movement component of the centers from the total motion data of the contours. Figure 

3.26 (c) again shows the contours of Figure 3.26 (a), but their positions are rearranged 

such that the location of each point of the contours in Figure 3.26 (a), represented by X
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Figure 3.26 (a): Sequential boundary contours of the inlet lumen in one cardiac cycle. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.26 (b): Trace of the centers in one cardiac cycle. 
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Figure 3.26 (c): Compliance of the inlet lumen. 
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and Y in the coordinate system, has had the coordinates of the corresponding centers 

overlaid to a single point. From Figure 3.26 (c) we can calculate the areas and the 

diameters of the inlet lumen at each time. The relative difference between the minimum 

and maximum of the areas on the inlet lumen is about 20%, and the average relative 

difference of the diameters is about 12%.  

In the middle section of the ascending aorta, we perform similar processing to obtain 

the compliance and movement data from the PC-MRI slices. Figure 3.27 shows results of 

the middle section that have the same description as the inlet section in Figure 3.26. The 

maximum displacement of the movement of this section is 4 mm (see the middle figure 

of Figure 3.27), that is, about half the displacement of the inlet section. The distal section 

of the ascending aorta connects with the aortic arch, so that the bearing axis, or fulcrum, 

of the oscillatory motion of the ascending aorta seems to be at the arch and the beating 

heart is the source of the movement. The average relative difference of the diameters of 

the middle lumen is 10% in one cardiac cycle. 

Figure 3.28 shows the compliance and movement of the boundary contours of the 

outlet lumen that is in the descending aorta. The maximum displacement of the 

movement of the outlet lumen is less than 2 mm and the average difference of the 

diameters of the lumen exceeds 2 mm, so that the compliance of the lumen is the 

dominant source of wall motion at the outlet section.  
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Figure 3.27: Compliance and movement of the middle lumen 
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Figure 3.28: Compliance and movement of the outlet lumen that is in the descending 
aorta. 
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3.7 Governing Equations and Assumptions 

Arterial blood flow is pulsatile and three-dimensional; and although blood exhibits 

non-Newtonian behavior at steady, low shear rates, it is generally accepted that blood in 

large arteries (> ~ 1 mm) may be considered to be Newtonian to a good approximation. 

Further, Nichols and O’Rourke (1998) concluded that in subjects with normal aortic 

valves and cardiac output, blood flow disturbances were only present near the aortic 

valve during a small portion of time of one cardiac cycle. Thus, we assumed laminar flow 

in the computations. Further supporting the assumption of laminar flow was the fact that 

the PC-MRI velocity data in the inlet section gave no indications of signal losses from 

turbulence. 

3.7.1 Governing Equations 

The general mathematical statements of fluid flow are the conservation equations: 

mass, momentum and energy. Since blood flow in arterial segments is isothermal, the 

energy equation can be ignored, leaving the continuity and momentum equations as the 

governing relations for flows of interest in this research: 

Continuity equation: 

  

Momentum equations: 
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where ρ is the fluid density,       = (u,v,w) is the fluid velocity vector, p is the 

pressure,    = (fx,fy,fz) is the body force, τij are the viscous stresses and                              . 

 
For blood flow in human arteries, some practical assumptions of the flow can be 

made to simplify the equations: 

 blood flow is incompressible 

 the viscosity of the blood is constant 

With these assumptions, the continuity and Navier-Stokes equations become: 

 

 

 

 

 
           where υis the kinematic viscosity of the blood and                                       . 
 
 

The equations represent 4 transport equations in 4 unknowns: u, v, w, and p, so they are 

well posed.  

 
3.7.2 Boundary Conditions 

The numerical solution of the above equations of fluid motion requires boundary 

conditions to be defined. The equations and boundary conditions represent a unique 

description of the state of the flow in a geometrical model. The boundary conditions can 

be divided to two types for purposes of the present research: 
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 Data measured in vivo, which are used in the boundary conditions directly 

 Assumed boundary conditions that come from reasonable assumptions 

regarding the physical phenomena involved.    

The inlet conditions are important considerations in arterial CFD modeling (e.g. 

Chang and Tarbell, 1985; Komai and Tanishita, 1997; Ting, 1999). In this research the 

pulsatile 3D velocity distribution on the inlet section of the aorta supplied by PC-MRI 

scanning in vivo was transferred to the CFD model directly (see Figure 3.29). The 

transfer process is a mathematical interpolation on the inlet section. Figure 3.30 illustrates 

this, where the red points are the cell’s centers of the CFD mesh (as the velocity is 

available on the cell’s surface of the mesh at the inlet section of the CFD model) and the 

green points represent the boundary of the lumen on the modulus image that was 

segmented by the Snakes method. The CFD mesh was registered on the PC-MRI images 

by overlapping both geometrical centers of the lumen and the CFD mesh, and then the 

velocity interpolation of the red points took place on the phase image. There are some red 

points that are located outside the lumen (see the lower image of Figure 3.30). In these 

cases, the velocity value at the red points is forced to zero. The transfer process shown in 

the figure was for only one velocity component, but the other two components were 

transferred similarly. The three velocity components at the red points represent the inlet 

conditions at one time in the cycle, and all the velocity component data at 20 times were 

saved in a file that could be read out and put in the correct cells during the CFD 

calculation. 
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Figure 3.29: Boundary conditions of the CFD modeling.   
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Figure 3.30: PC-MRI inlet velocity distribution was transformed to the CFD inlet section: 
the red points are the cell’s centers of the mesh on the inlet section of the CFD model; 
green points are the boundary segmented from the modulus image; the upper image is the 
modulus image; the lower image is the phase image where the pixels outside the lumen 
are forced to be zero.     
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As discussed in the previous chapter, the outlet section in the descending aorta is 

located across a relatively straight tube and is far away from the ascending aorta, so that 

only the axial velocity was considered to be important. The velocity distribution at the 

outlet section was also supplied by PC-MRI scanning in vivo, and the transfer process 

from the image slices to the CFD model was the same as described for the inlet section. 

Other outlet conditions are at the three branches of the aortic arch. As described 

previously, the traction-free flow condition was assumed in the branches’ outlet sections: 

   

 

where      is the unit normal vector at the outlet section. 

If we further assume that the pressure at the outlet sections is zero, which means all the 

pressures in the modeling will be relative pressures, the condition becomes: 

 

 

 
On the arterial wall, the no-slip condition was assumed:  

 In the modeling with rigid wall:                                  

 In the modeling with moving wall, the blood on the wall had the same velocity 

as the wall.                                               

 
3.7.3 Wall Motion 

As the vessel movement is mainly in the ascending aorta, the CFD model was a 

partial wall motion model in the research. The inlet and middle sections were controlled 

to change their areas and centers according to the PC-MRI data in the modeling, and 
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other grid positions between the inlet and fixed sections (see Figure 3.29) were 

interpolated at each time step. All the surfaces beyond the fixed section are rigid walls.    

       Attention was first focused on two objectives of the research: to reproduce the flow 

in the ascending aorta and to check whether vessel motion affects the flow field inside. 

To explore the latter, two other CFD models were designed in addition to the full wall 

motion model. The first model assumed that the wall of the ascending aorta is compliant 

but the lumen centers do not move; the second assumed all rigid walls with no motion. In 

the case of the rigid wall model, we imposed the geometry measured during diastole, 

when radial motion was minimal. For examining compliance effects, the axis of the 

ascending aorta was fixed, but the wall was forced to move radially with the motion that 

was measured in the PC-MRI scanning. For the “full motion” model, both radial 

expansion-contraction and the measured motion of the axis were imposed. Wall motion 

perpendicular to a section was not considered in the research. 

 

3.7.4 Velocity Boundary Conditions  

PC-MRI scanning across the distal sections of coronary arteries in vivo supplied the 

mean velocities in the lumens of the RCA, LAD and LCX individually (see Figure 3.24), 

and these velocity data were transformed to the coronary outlet sections in the models to 

be the outlet conditions in the combined model, as the upper part of Figure 3.31 shows. 

The assumption of uniform velocity in the outlet sections of coronary arteries is expected 

to have little effect on the exploration of velocity distributions in the coronary entrance 

segments, as the outlet sections are located more than 10 diameters downstream. 

According to this consideration, the coronary entrance flows should be controlled by the 
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Figure 3.31:  The boundary conditions and validation sections of the combined model. 
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flow patterns in the aorta root and the spatial orientations of the coronary arteries that join 

with the aorta root. 

The CFD results of the combination modeling should be validated, as with the aorta 

modeling, using PC-MRI scanning in vivo. The PC-MRI scanning was performed in two 

specific sections (see the lower of Figure 3.31) that were perpendicular to the axis of the 

local coronary arteries and near to the aorta, and only the axial velocity distribution was 

considered in the scanning. As we discussed previously, the PC-MRI slices cannot supply 

exact velocity distributions across lumens of coronary arteries in all times of cardiac 

cycle, but some characteristics of the velocity distribution, such as the peak velocity 

position, can be distinguished at certain times. The characteristics of the velocity 

distribution will be used to compare with the corresponding CFD results and to perform 

the validation.     

 

3.7.5 Initial Conditions  

It is necessary to supply initial velocity and pressure conditions in CFD simulations. 

In the study, it was difficult to obtain detailed data of the blood flow states in an arterial 

lumen at any given time in vivo. A solution may be to perform the simulation in more 

than one cardiac cycle, and another simple approach is to assume a constant velocity and 

pressure for the initial conditions. We found in practice that the difference in the results 

between constant initial conditions and computing more cycles was small, so that 

constant initial conditions is used in the study. 
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CHAPTER 4   

RESULTS 

 
 
4.1 Flow Patterns in the Ascending Aorta 

The aortas of four healthy males were scanned by MRI, and the blood flow patterns 

were computed using the methodology described in the previous chapter. Results from 

the four subjects were very similar in their qualitative nature, and thus we will 

concentrate on presenting results from one of the models that were developed, using 

additional subjects only to illustrate certain points. 

 

4.1.1 PC-MRI Results 

In addition to providing data for the CFD simulations, the results from PC-MRI 

scanning also yield much useful information about aortic blood flow. Figure 4.1 shows 

several sequential PC-MRI slices at the middle section of the ascending aorta at 114 – 

683 milliseconds (See the time span covered by the red line in Figure 3.22.): the left 

column shows the modulus images; the middle column shows the corresponding phase 

images; and the right column shows the zoom-in images of the lumens where the axial 

velocity distributions have been isolated and coded by color. The velocity values can be 

transformed from the color bars that below the images. The dynamic velocity profiles 

represented by the sequential velocity distributions express the time dependent blood 

flow patterns in the ascending aorta.  
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Figure 4.1: Eleven PC-MRI slices in the middle section of ascending aorta across 114 - 
683 milliseconds (see the red line in the Time axis of Figure 3.22): the lefts are the 
modulus images; the middles are the phase images; the rights are the axial velocity 
distributions in the lumens of the ascending aorta.  
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Figure 4.1: (continued) 
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Figure 4.1: (continued) 
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In Figure 4.1, all the lumens are in the same orientation related to the body as shown 

in the left modulus images, and the view is looking from the heart toward the arch. The 

flow waveforms in Figure 3.22 give a reference for time in the cycle. At 114 

milliseconds, the jet flow front emanating through the aortic valve reached the middle 

section where the maximum axial velocity was above 60 cm/s (Figure 4.1, right panel). 

The velocity distribution was asymmetric in the lumen, with the peak velocity occurring 

in the neighborhood of the inner curvature and the low velocity region along the outer 

curvature.  As systole continued, the peak velocity position rotated clockwise, and total 

flow reached a maximum at 171 ms. This rotation of the location of peak velocity 

continued during the next four sequential times: the peak velocity position was in the 

right posterior side of the lumen at 228 ms; the right side at 285 ms; and the right anterior 

position at 342 ms and 399 ms. Although the maximum velocity was more than 50 cm/s 

at 399 ms, the flow rate was much decreased as there were areas of low and even 

negative velocities. This movement of the peak velocity position implies that flow in the 

ascending aorta has a strong secondary rotational component forming a right-hand helical 

pattern during systole.    

The aortic valve closed and the inflow became zero at 456 ms, but the maximum 

velocity remained near 30 cm/s on the outer curvature and a region of locally negative 

velocity appeared on the inner curvature of the ascending aorta. After 456 ms, positive 

velocity continued to occupy the right half of the lumen and negative velocity occupied 

the other half, while the maximum velocity decreased to less than 15 cm/s at 683 ms.  

This phenomenon of positive velocity in the outer curvature and negative velocity in the 
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inner curvature continued through almost all the diastolic period, suggesting formation of 

an axial vortex in the ascending aorta.  

There was no inflow into the aorta during diastole, but there would be some outflow 

due to blood being supplied to the coronary arteries and possible outflow through the arch 

vessels as the compliance of the aorta caused recoil of the walls. The phenomenon has 

been discussed in chapter 3.6.1 where we estimated the mean compliance of the lumen 

and diameter of the ascending aorta (see Figure 3.25).  

Figures 4.2 (a) and (b) show the velocity distributions in the inlet section that came 

from the PC-MRI slices shown in Figure 3.20, and these velocity data were used for 

boundary conditions for the CFD computations. Figure 4.2 (a) shows the axial velocity 

distribution where the velocity magnitude is coded by color as the right column in Figure 

4.1 shows. The in-plane velocity is shown in Figure 4.2 (b) by 2D vectors that were 

composed of two in-plane velocity components. The lengths of the vectors are 

proportional to the magnitude of the in-plane velocity.  

The axial velocity (Figure 4.2 (a)) and the in-plane velocity (Figure 4.2 (b)) 

compose the 3D velocity in the inlet section. Observing the velocity distribution in Figure 

4.2 (a) we find that the rotation of the peak velocity position in the lumen that was 

observed in the middle section does not happen in the inlet section in systole. At this 

same time, we cannot find any uniform rotational flow patterns from the in-plane velocity 

distribution in Figure 4.2 (b). These PC-MRI slices tell us that the rotational tendency of 

the helical flow patterns in the aorta do not originate from the heart but are produced and 

strengthened in the ascending aorta.  
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                        T= 57 ms                              T= 114 ms                            T= 171 ms 
 
 
 
 
 
 
 
 
 
 
 
 
 
                        T= 228 ms                            T= 285 ms                            T= 342 ms 
 
 
 
 
 
 
 
 
 
 
 
 
 
                     T= 399 ms                              T= 456 ms                              T= 513 ms 
 
Figure 4.2 (a): PC-MRI slices: axial velocity distribution in the inlet lumen.  
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                    T= 57 ms                              T= 114 ms                            T= 171 ms 
 
 
 
 
 
 
 
 
 
 
 
                 T= 228 ms                            T= 285 ms                            T= 342 ms 
 
 
 
 
 
 
 
 
 
 
 
                T= 399 ms                              T= 456 ms                              T= 513 ms 
 

Figure 4.2 (b): PC-MRI slices: inplane velocity distribution in the inlet lumen where the 
lengths of the vectors are all on a common scale.  
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In diastole, the positive axial velocity occupied the outer curvature of the lumen and 

the negative velocity appeared on the inner curvature, similar to the flow behavior in the 

middle section. These clear velocity distributions in both sections suggest that the axial 

flow patterns spanned most of the ascending aorta and formed a large axial vortex. The 

blood flowed backward to the left coronary sinus along the inner curvature of the 

ascending aorta; its direction was turned when the leaflets were encountered; and then it 

flowed forward again along the outer curvature. Observing the in-plane flow at this time, 

the velocity magnitude was diminishing but the rotational components continued, 

implying that the axial vortex flow was dominant, although it was a “twisted” vortex. 

After 513 ms the vortex flow pattern became unclear and appears to have split into 

several small vortices. During the latter stage of diastole, the flow patterns had no clearly 

defined structure and the velocity magnitudes were small, so no additional images are 

presented. 

 

4.1.2 CFD Results 

Figure 4.3 shows the 3D velocity distribution produced by CFD modeling in the 

ascending aorta, and the color map on each section expresses the local axial velocity 

magnitude. In this figure, the velocity distribution on the inlet section is taken directly 

from the PC-MRI results shown in Figure 4.2, where the axial velocity distribution coded 

by color is transposed from Figure 4.2 (a). The quiver of vectors in each section 

expresses the 3D velocity distribution, with the length of the vectors being proportional to 

the local velocity modulus and the direction being that of the velocity. The velocity 

vectors in Figure 4.3 describe the 4D blood flow patterns in the ascending aorta, and the
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                        T= 57 ms                              T= 114 ms                            T= 171 ms 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                 
                         T= 228 ms                            T= 285 ms                            T= 342 ms 
 
 
Figure 4.3: CFD results: velocity vectors and magnitude distributions in the ascending 
aorta, where the arrows were the 3D velocity vectors and the color map in the sections 
represented the axial velocity magnitude. The velocity distribution in the inlet section is 
the PC-MRI results (see Figure 4.2).    
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                       T= 399 ms                              T= 456 ms                              T= 513 ms 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                            T= 570 ms                         T= 627 ms                             T= 684 ms 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                          T= 741 ms                            T= 798 ms                          T= 855 ms 
Figure 4.3:  (continued) 
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dynamic flow states that appeared as right-hand helical flow patterns can be seen from a 

video animation of the sequential figures. 

It is important to validate the CFD results by either in vitro experiments or 

measurements obtained in vivo. The validation in this study is performed by comparing 

the axial velocity distribution in the middle section with the PC-MRI scans at the same 

section. The CFD computations did not use any information from the PC-MRI scans in 

the middle section, so that the scanning results represent independently measured, in vivo 

data. To compare with the PC-MRI slices, the position of the CFD model was re-

orientated (see the lower image in Figure 4.4 where the position of the model was re-

orientated according to the upper image) to show the middle section in the same position 

as the PC-MRI image in vivo (see the left column in Figure 4.1). The lower image in 

Figure 4.4 shows the axial CFD velocity distribution in the middle section at 114 ms, and 

the vectors around the lumen’s wall expressed the deformation velocity of the moving 

wall.  

The axial velocity distributions in the middle sections of the sequential CFD results 

and the corresponding PC-MRI slices are shown in the left and right columns in Figure 

4.5. The rotational characteristics of the peak velocity positions in the aortic lumen 

represented by the PC-MRI measurements also appeared in the CFD results. The shapes 

of velocity profiles expressed by the color maps in the PC-MRI slices and CFD 

sequential results were very similar. Additionally, the ranges of the velocity magnitude 

shown by the color bar in the PC-MRI slices and CFD results were also very similar at 

each time and showed that both velocity profiles coincided. There were some minor 

irregularities in the velocity distributions shown by PC-MRI slices in late diastole that
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Figure 4.4: The axial CFD velocity distribution in the middle section at 114 ms. The 
upper image came from Figure 4.3 and illustrates the orientation of the lower image. 
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 T=114 ms 
 
 
 
 
 
 
 
 
 
 
 T=171 ms 
 
 
 
 
 
 
 
 
 
 T=228 ms 
 
 
 
 
 
 
 
 
 
 
 T=285 ms 
 
 
 
 
 
 
Figure 4.5: Validation of the CFD velocity distribution by PC-MRI measurements in the 
middle section. The velocity scale of the color bars is centimeters per second.  
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Figure 4.5: (continued) 
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may be due to the ratio of signal and noise being too small at these times in the MRI 

scans.  

In addition to comparing with PC-MRI scanning in vivo, the CFD results can also be 

compared with clinical observations in the literature. As discussed in Chapter 2, Kilner et 

al. (1993) observed the right-hand helical flow pattern in human aortas using MR 

mapping techniques. Since their results were more flow visualization than velocity 

measurements, the flow patterns in the ascending aorta in a cardiac cycle were drawn 

schematically using their perception of stream lines. Figure 2.1 showed their results, and 

the drawings are depicted again in the right column of Figure 4.6 for comparison with the 

CFD results. Instantaneous streamlines, defined to be tangent to the local velocity vector 

at any instant of time, can be calculated from the computed velocity field, and these are 

shown in the left pictures of Figure 4.6. 

The instantaneous streamlines are illustrated in Figure 4.6, shown “originating” at 

12 grid locations in the inlet section. Four lines originated near the center of the lumen, 

four lines started near the wall, and another four lines began in the intermediate regions 

of the lumen. The streamlines were symmetrically distributed across the inlet section. The 

size of the arrows that was along the lines is proportional to the magnitude of the local 

flow velocity, and the direction pointed in the local velocity direction.  It is emphasized 

that these do not represent particle path lines, however, because the flow is unsteady. 

During the peak flow phase, 114, 171 and 228 milliseconds, axial flow dominates 

across the lumen, velocity is high, and there is no flow separation. The velocity located 

near the inner curvature of the aorta is higher than that near the outer curvature. The flow
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              T=114 ms                          T= 171 ms                         T=228 ms                            
                                                                                                                                    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           T=285 ms                              T=342 ms                                                                   
                                                                                                                                        
 
 
 
 
 
 
 
 
 
 
 

Kilner, P., etc. 
                                                                                                                                       Circulation, 88(5),1993 
 
 
 
                T=399 ms                          T=456 ms                             T=513 ms              
                                                                                                                                        
 
Figure 4.6: CFD results: streamlines in the ascending aorta (left), and Kilner’s 
observations results in vivo (right).    
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pattern presented by the streamlines at this phase is very similar to the sketches of Kilner 

et al. (1993). 

During the flow deceleration phase, 285 and 342 milliseconds, flow near the wall 

becomes skewed, especially along the outer curvature where the flow presents a right-

hand helical tendency, while the flow in the center continues in the axial direction. This 

pattern is also consistent with observations from the clinical MR mapping.  

      At the later stages of systole and during early diastole, 399, 456 and 513 

milliseconds, the aortic valve is closing and the inflow becomes zero. With no net 

forward flow, the streamlines in the ascending aorta demonstrate strong secondary flow 

patterns, forming right-hand helical loops. The structure of the flow resembles an oblique 

vortex in the lumen of the ascending aorta. As Figures 4.1 and 4.2 illustrate, the proximal 

end of this vortex-like structure was in the aortic sinus and extended distally well into the 

ascending aorta. As before, the characteristics of the computed streamlines during this 

time resembled those found in vivo by Kilner et al. (1993). 

The close similarity of the dynamic velocity profiles in the CFD results with clinical 

observations could not be simply fortuitous, since these represent completely independent 

studies. The similarity demonstrated gives added confidence that the flow patterns 

produced by CFD modeling are a realistic representation of the blood flow patterns in the 

ascending aorta. Further, the helical flow patterns computed in the ascending aorta have 

not been reported from in vitro studies. The validation of the CFD results using in vivo 

data is perhaps the best certification of the methodology. 
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4.2 Causes of Helical Flow Patterns in the Ascending Aorta  

The helical flow patterns observed in the human ascending aorta have been 

reproduced in this study, but the causes that create and control the skewed flow patterns 

are not immediately clear. As discussed in Chapter 2.1, the twisted curvature of the aorta 

has been proposed as a cause of creating the helical flow, and some investigators have 

postulated that the rotational secondary flow originates from the heart. The latter 

consideration lacks evidence, as demonstrated in this study, based on the analysis of PC-

MRI slices in the inlet section presented in Chapter 4.1.1.  

We developed three aorta models that were based on the CFD/MRI technique to 

examine the causes. We consider three candidates as possible contributors to the 

observed flow patterns: (i) the complex geometric curvature; (ii) wall motion due to 

compliance; and (iii) full wall motion, including that resulting from the beating heart. To 

investigate these factors, the aortic flow simulations were performed in the following 

three different CFD models:  

 Model 1 incorporated expansion and contraction of the arterial lumen and 

overall motion of the ascending aorta 

 Model 2 allowed only expansion and contraction of the lumen 

 Model 3 was a completely rigid wall with no motion allowed.  

Except for wall motion, all structures and boundary conditions of the three models were 

the same.  

The CFD results for the axial velocity distribution at the middle section in the three 

models are shown in Figure 4.7. The PC-MRI in vivo results at this section at the same 

times are presented in the left column of Figure 4.5. All the CFD sections have the same
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 Compliance and movement                Compliance                                Rigid 
 
 
  
 
  
 
 
 
 
 
                                      
         T=114 ms 
 
 
 
 
 
 
 
 
 
 
 
 
         T=171 ms 
 
 
  
 
 
 
 
 
 
 
 
 
 
        T=228 ms 
 
 
 
Figure 4.7:  Axial velocity distribution at the middle section - from the left to the right: 
PC-MRI slices; full wall motion; only radial wall motion (compliance effects); rigid wall. 
The velocity scale of the color bars is cm/s. 
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Figure 4.7:  (continued)  
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Figure 4.7:  (continued)  
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orientation, as illustrated in Figures 4.4 and 4.5. The axial velocity magnitude was coded 

by color and the units are centimeters per second, and the velocity distributions of the 

three models at each time are shown in the same rows. Note that the color scale is not the 

same at different times. 

In Figure 4.7, the panels from left to right are presented according to the following 

scheme: the 1st column – Model 1, axial velocity computed assuming full wall motion; 

the 2nd column – velocity color bar that suits all models at the time, the units are 

centimeters per second; the 3rd column – Model 2, axial velocity computed assuming only 

radial wall motion (compliance effects); and the 4th column – Model 3, axial velocity 

computed assuming a motionless, rigid vessel wall. 

The CFD velocity from Model 1 (first column) shows a very similar velocity 

distribution as the PC-MRI velocity (see the left column in Figure 4.5). The peak velocity 

position rotated clockwise from the left posterior side of the lumen at 114 ms to the right 

anterior side at 399 ms. The locations of the peak velocity at times t = 114, 171, 228, 285 

and 342 ms were in good agreement with the PC-MRI data.  

In addition to the location of peak velocity, the CFD velocity color contours in the 

first column and the PC-MRI color pixels in Figure 4.5 had approximately the same 

velocity ranges. For example, the maximum velocity was slightly more than 63 cm/s at 

114 ms in the PC-MRI data, and the maximum velocity was 65 cm/s in the CFD results. 

The maximum velocity was 50 cm/s and the minimum velocity was –10 cm/s at 399 ms 

from PC-MRI, and the maximum and the minimum velocities were also 50 cm/s and –10 

cm/s in the CFD results.  
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At 456 ms, in the diastolic period, the maximum axial velocity reduced to less than 

20 cm/s in both the CFD and PC-MRI data. In the later diastolic period, there is less 

agreement between the PC-MRI and CFD results, with the PC-MRI data presenting a 

more nonuniform distribution. This difference may be due to the fact that the PC-MRI 

signal-to-noise ratio became lower when the absolute velocity magnitude became smaller 

during diastole.  

A comparison of all columns in Figure 4.7 shows that during the acceleration phase 

at 114 ms, the peak velocity position is located in the left posterior position of the lumen 

in all three CFD models. However, at later times (171, 228 and 285 ms), the peak 

velocity positions in Model 2 (3rd column) and Model 3 (4th column) seem to move 

directly across the lumen, rather than rotating along the posterior wall, as with the PC-

MRI data. 

During late systole the locations of the peak velocity region of the three CFD models 

were in agreement again, i.e., located at the right anterior side of the lumen. However, 

differences in the velocity distributions and ranges of values among the three CFD 

models were seen, especially for regions of low and negative velocity. It appears that the 

computational model that incorporated both compliance and wall movement presents the 

best results by comparison with the PC-MRI in vivo data, and thus, Models 2 and 3 fail to 

capture faithfully the right hand helical flow behavior observed in vivo during systole. 

We conclude that it is necessary to model the overall aortic motion. 
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4.3 Wall Shear Stress (WSS) in the Aorta  

There is interest in hemodynamic wall shear stress (WSS) and the possibility that 

mechanical stresses acting on the artery wall can affect its function, particularly as related 

to the development and rupture of atherosclerotic plaques. WSS can be computed from 

the velocity gradient near the vessel surface, but its measurement in vivo is not accurate 

except perhaps in very special and simple circumstances. Thus, no in vivo data for this 

variable are available for comparison with computed results. Furthermore, small errors in 

describing the model surface, derived from imperfect MR images, lead to larger 

uncertainties in WSS estimations than in velocity itself.  

Figure 4.8 shows an example of WSS results that came from another model among 

the four aorta models developed in the study. In the figure the magnitude of WSS was 

coded by color, and the color bar in the right of the figure shows the color scale with 

units of dynes per square centimeter. Five WSS distributions occurring at five times are 

shown in the Figure. The upper left Figure in Figure 4.8 shows the flow waveform in the 

aorta, which is used as the reference time for the WSS distributions. Time was 

normalized by the cardiac cycle time. 

 Since our modeling emphasized the ascending aorta where the walls are compliant 

and moving, the interest on WSS was also focused on the ascending aorta. The magnitude 

of the WSS changes with time and flow. The peak values of WSS occur at time t = 0.2, 

which is the peak flow time in the aorta (See the upper left panel in Figure 4.8.). At this 

time, the largest WSS is concentrated along the sharp bending region of inner curvature 

of the ascending aorta. As we know from the study, the flow is skewed along the inner 

curvature during this time (See the streamlines at 114 – 228 ms in Figure 4.6.), and the
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Figure 4.8: Wall shear stress (WSS) distribution with units dynes per square centimeter. 
The flow waveform shows the time background where the time was normalized.   
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Figure 4.8: (continued)   
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sharp bend of the lumen enhances the WSS values. The mean value of WSS is about 30 

dynes per square centimeter in most regions of the ascending aorta during systole (See 

the WSS at t = 0.1, 0.2 and 0.3 in Figure 4.8.), although the maximum WSS may reach as 

high as 80 dynes per square centimeter (e.g., t = 0.2).  

In diastole, the WSS magnitudes are reduced as the flow rate diminishes. In most of 

diastole, all WSS values are less than 15 dynes per square centimeter in the ascending 

aorta.  

This study showed that the compliance and motion of the lumen of the ascending 

aorta are significant in their effects on blood flow patterns. Thus, a useful question is how 

the compliance and motion of the lumen affect the WSS in the ascending aorta. Since we 

performed calculations using a rigid model (Model 3, Chapter 4.2), we can compare the 

WSS in the two models. Except for wall motion, all other geometrical and boundary 

conditions are the same in the two cases. 

Figure 4.9 shows the WSS distributions in the rigid wall model that is the same 

model as in Figure 4.8 but where  the wall structure was fixed at t = 0. In the peak flow 

time, t = 0.2, the WSS with rigid walls can exceed 105 dynes per square centimeter, 

which is approximately 25 dynes per square centimeters greater than the model with the 

moving wall (See Figure 4.8). In systole, t = 0.1, 0.2 and 0.3, the WSS in the rigid wall 

model averaged approximately 20 dynes per square centimeter more than the WSS in the 

moving wall model, or a 25% relative increase. The overall characteristics of the WSS 

distributions did not differ notably between the models. In diastole, at t = 0.4, the WSS in 

the rigid wall model is about 5 dynes per square centimeter greater than the WSS in the 

moving wall model, but in the remaining time of diastole both models presented similar
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Figure 4.9: Wall shear stress (WSS) distribution in the model that had rigid walls. The 
units of WSS are dynes per square centimeter. The time is same as in Figure 4.8.   



136 

 
 
 
 
 
 
 
 
 
                               0.4 
 
 
 
 
 
 
 
 
 
 
 
 
 
                               0.5 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9: (continued)   
 
 
 
 
 
 
 
 
 
 



137 

values of WSS. Since the diameter of Model 1 is greater than that of Model 3 during 

systole due to expansion arising from intramural systolic pressures, it would be expected 

that the WSS in Model 3 would be greater; whereas during the lower pressure period of 

diastole, the diameters – and hence the WSS values – should be similar for the two 

models. 

This study illustrates that the compliance of the aortic wall acts like a flow buffer to 

moderate the absolute values of WSS in the ascending aorta.  

 

4.4 Entrance Blood Flow Patterns in the Coronary Arteries  

As the aorta CFD modeling showed, a dynamic helical flow pattern occurs in the 

ascending aorta, and this flow would be expected to strongly affect the entrance flow 

conditions in the coronary arteries. Coronary artery entrance flow effects have not been 

explored until now because the geometry and flow conditions of the arteries are very 

complex.  A combined model of the aorta and coronary arteries has been reconstructed in 

this study (see Chapter 3.4.3). Because we lacked velocity information in the small 

branches of the coronary arteries, the CFD modeling was limited in the major trunks of 

RCA, LAD and LCX.  

The 3D flow velocity patterns in the entrance segments of the right and left coronary 

arteries computed from the CFD models are shown in Figure 4.10. Figure 4.10 (a) 

presents the geometry of the model and indicates stations in the LCA and RCA where 

velocity results will be presented. Axial velocity profiles and in-plane velocity 

distributions are used to represent the 3D velocity patterns. Figure 4.10 (b) shows the 

results at t = 0.2 (See Figure 3.24) where the upper left image presents the axial velocity
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Figure 4.10 (a): Position of the sections - distances to the aortic orifice. 
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Figure 4.10 (b): The axial velocity profile, and in-plane 2D velocity contours and vectors 
in the orifice sections at time 0.2 (see Figure 3.24).  
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profile in the right coronary artery in the aortic orifice section. The velocity magnitudes 

are coded by color in the image. The lower left image of Figure 4.10 (b) shows the in-

plane 2D velocity contours and vectors. The vectors show the 2D velocity directions, and 

their lengths are proportional to the velocity magnitude. The right two images of Figure 

4.10 (b) are the same as the left hand images, but are for the left coronary artery.  

Figure 4.11 presents the axial velocity profiles, which demonstrate the dynamic 

nature of the velocity field. Each row shows four velocity profiles at a specific time, and 

these velocity profiles came from four transverse sections as indicated by the arrows in 

Figure 4.10 (a). The numbers in Figure 4.10 (a) express the distances in millimeters from 

the aortic orifice to the individual sections. Figure 4.11 (a) shows the velocity profiles in 

the right coronary artery at three times, t = 0.15, 0.3 and 0.45 (see Figure 3.24), while 

Figure 4.11 (b) presents the velocity profiles in the left coronary artery at the same times.  

Certain flow characteristic can be observed from Figure 4.11. The axial velocity 

profiles in Figure 4.11 describe two strong axial vortices that occur in the entrance 

sections of the right and left coronary arteries individually during systole. The intensity of 

the axial vortices is a maximum in the aortic orifice and quickly diminishes as one enters 

the coronary arteries. During systole there is little net flow into the coronaries, so it is the 

aorta flow that is the main cause of the specific vortices.  

A potentially significant finding is that the rotational directions of the axial vortices 

differ between the right coronary artery and the left. In the aortic orifice of the right 

coronary artery, fluid enters the artery along the epicardial side and some fluid returns to 

the aorta along the myocardial side during the systolic phase. On the other hand, in the
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Figure 4.11 (a): Axial velocity profiles in the sections of the right coronary artery. 
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Figure 4.11 (b): Axial velocity profiles in the sections of the left coronary artery. 
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left coronary artery, fluid enters along the myocardial side and returns to the aorta along 

the epicardial side during most of systole. The intensity of the axial vortices in the 

entrance sections reaches the greatest level during systole (the aortic valve closes at t = 

0.4), and then the vortices generally disappear. The velocity profiles become fairly 

symmetrical as the net flow into the coronaries increases. The positions of the entrance 

vortices are limited to a distance of about 1.5 times the diameter of the artery from the 

aortic orifices; and the nearer the location to the orifices, the stronger is their intensity. 

Each vortex in the right and left coronary arteries appears to be driven by the pulsatile 

flow patterns in the aortic root during systole. It is the specific flow patterns in the aorta 

that cause the vortices to have different rotating directions. The vortical flow patterns 

create a low and oscillatory wall shear stress region on the myocardial side in the 

entrance segment of the right coronary artery, but on the epicardial side in the entrance 

segment of the left coronary artery.  

Are these entrance flow patterns specific to this individual or are they perhaps 

common for different persons? Figure 4.12 presents another result that came from 

another model at the same positions and times as shown in Figure 4.11s (a) and (b). The 

second model was reconstructed by the same methodology as the previous model, but 

came from another healthy subject. Comparing the axial velocity profiles between in 

Figure 4.11 and in Figure 4.12, the two CFD models that came from individuals with 

different geometrical sinuses of Valsava and different aortic inlet velocity distributions 

present very similar dynamic flow patterns in the entrance sections of the right and left 

coronary arteries. While these represent only two subjects, the fact that similar entrance
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Figure 4.12 (a): Axial velocity profiles in the sections of the right coronary artery 
(Subject 2). 
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Figure 4.12 (b): Axial velocity profiles in the sections of the left coronary artery (Subject 
2). 
 
 
 
 
 
 
 
 
 
 
 



145 

flow patterns are predicted for the coronary arteries leads us to hypothesize that these 

entrance vortices may be common. 

To further verify the specific entrance flow patterns in the right and left coronary 

arteries predicted by the CFD modeling, PC-MRI coronary scans located at the coronary 

validation sections, as Figure 3.31 shows, were performed. Figure 4.13 (a) shows the 

axial velocity contours produced by the PC-MRI images across the right coronary artery 

at the three times shown in Figures 4.11 and 4.12. The image resolution in Figure 4.13 

was 0.51 mm per pixel, but the slice thickness was 6 mm (A large slice thickness was 

required in order to achieve adequate signal to noise when attempting to obtain numerous 

pixels across the relatively small coronary artery lumen.). This means that each image in 

Figure 4.13 represents a velocity distribution that encompasses the first 2 or 3 velocity 

profiles in Figure 4.11 (or 4.12). In the images of Figure 4.13, the upper direction is the 

epicardial side of the heart and the lower is the myocardial side. The warm colors express 

a positive velocity direction that enters the coronary, and cool colors express a negative 

velocity. 

Considering the limitations of PC-MRI, we focused our comparison on whether the 

velocities are positive (into the coronary artery) or negative (back to the aorta) in the 

lumen. As previously discussed, the computations predicted that during the early part of 

systole the (positive) flow entered the right coronary artery from the epicardial side of the 

heart and some (negative) flow moved back into the aorta from the myocardial side. Then, 

the positive flow gradually dominated the lumen in the latter phase of systole (See Figure 

4.11 (a)). The PC-MRI observations, Figure 4.13 (a), show similar dynamic flow patterns 

as in Figure 4.11 (a). At t = 0.15 and 0.3, Figure 4.13 (a) shows the positive flow was in
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Figure 4.13 (a): PC-MRI axial velocity distribution of the right coronary artery. 
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Figure 4.13 (b): PC-MRI axial velocity distribution of the left coronary artery. 
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the epicardial side and negative flow was in the myocardial side. At time 0.45, the 

negative flow disappeared and positive flow dominated the lumen. This dynamic flow 

pattern in the entrance segment of the right coronary artery agrees with the CFD 

modeling predictions (Figure 4.11 (a)).  

In the left coronary artery, Figure 4.13 (b), the positive flow favors the myocardial 

side at t = 0.15, and the negative flow appears at the epicardial side during systole. These 

dynamic flow patterns are also similar to the CFD results in Figure 4.11 (b). 

Here, although the validations of flow patterns in the coronary arteries using the 

characteristics of the velocity profile are more qualitative than quantitative, the velocity 

profiles that have distinctly eccentric features coming from PC-MRI observation in vivo 

demonstrate that the specific entrance velocity patterns predicted by CFD are realistic. 

 

 
4.5 WSS in the Coronary Arteries  

       Wall shear stress (WSS) in the coronary arteries as calculated by CFD was 

related to the flow patterns in the lumens. The WSS distribution in the right coronary 

artery is shown in Figure 4.14 where the units of the WSS are dynes per square 

centimeter. A high WSS region produced by the entrance flow patterns is located on the 

epicardial side in the initial section of the right coronary artery during systole and early 

diastole, and a low WSS region (< 6 dynes per square centimeter) is located on the 

opposite myocardial side in all times in the cardiac cycle. The asymmetrical WSS around 

the circumference of the lumen in the initial segment of the right coronary artery 

gradually becomes symmetrical during later of diastole. The asymmetrical WSS 

distribution was produced by the dynamic flow patterns in the aortic root originally. 
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Figure 4.14: Wall shear stress distribution in the right coronary artery. The units of the 
WSS coded by color are dynes per square centimeter. The time is fractions of the cardiac 
cycle (see Figure 3.24).  
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Figure 4.14: (continued) 
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In contrast, the high WSS regions in the left coronary artery are located on the 

myocardial side in the initial sections of the vessel (see Figure 4.15) in systole, and a low 

WSS region is located on the opposite epicardial side for most of the time, although these 

regions are more variable than those in the right coronary artery. This phenomenon also 

corresponds to the specific entrance flow patterns in the left coronary artery that were 

presented previously from the CFD modeling.   

Of potential significance is the fact that the characteristics of the low WSS 

distribution in the initial sections of the coronary arteries are very similar to the 

characteristics of atherosclerosis distribution published in clinical literature. The low 

WSS regions in the CFD modeling corresponded with the regions of high frequency of 

atherosclerosis in the clinical observations. For example, after investigating 50 autopsies 

of subjects dying of non-cardiovascular causes, Fox and Seed (1981) found that there is 

tendency for plaques to be concentrated in the myocardial side downstream from the 

orifice in the right coronary artery, but it is opposite in the left coronary artery (see Figure 

2.5). Ojha, et al. (2001) observed a similar distribution of intimal and medial thickening 

in the right coronary artery from autopsies (see Figure 2.6) in that a higher frequency of 

thickening is located at the myocardial side in the proximal RCA.  

Figure 4.15 shows the WSS distribution in the left coronary artery where two views 

from different spatial points represent the entire WSS distribution in the lumen. Two low 

WSS regions (< 6 dynes per square centimeter) can be observed at all times in the figures: 

the myocardial side of the bifurcation extending to both outer sides of the bifurcation, and 

the epicardial side near the aortic orifice. We have previously discussed the fact that the 

second region is produced by the specific entrance flow patterns. The first region is a
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Figure 4.15: WSS distributions in the left coronary artery viewed from two different 
angles. The units of the WSS coded by color are dynes per square centimeter. The time is 
fractions of the cardiac cycle (see Figure 3.24).  
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favorite site for atherosclerosis as has been pointed out by clinical observations. For 

example, Svidland (1983) published the distribution of plaques in the left coronary artery 

from 41 autopsies, illustrated by contour lines connecting points with equal frequency of 

lesions (see Figure 2.8). The peak high frequency regions identified by Svidland are 

located on both outer sides of the bifurcation but more inclined to the myocardial side. 

This region corresponds to the first low WSS region in the CFD modeling.  

The coincidence of the low WSS distribution and high frequency distribution of 

plaques in the coronary arteries supports the hypothesis that low and oscillating WSS 

contribute to atherosclerosis.  
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CHAPTER 5  

CONCLUSIONS AND RECOMMENDATIONS 

 
 
5.1 Methodology  

Modeling the blood flow patterns in the ascending aorta was a procedure involving 

both CFD and MRI techniques. Some of the methods were adopted from other domains 

and some were developed as part of the study. The final modeling results successfully 

reproduced the complex right-hand helical flow patterns in the ascending aorta and were 

validated by clinical MR observations (Kilner et al., 1993) and PC-MRI scanning on the 

middle section (see Figure 4.5). This validation has given us confidence that the 

CFD/MRI combined method is a helpful platform and effective tool for exploring blood 

flow patterns in arteries.  

Coronary arteries are one of the most attractive subjects for investigation. The 

CFD/MRI technique allowed us to predict specific flow patterns in the entrance segments 

of the right and left coronary arteries, and we used PC-MRI data to validate the existence 

of these predicted patterns, within the practical limits of resolution of MRI. Additionally, 

the comparison between WSS distributions produced by the CFD modeling and 

distributions of arterial disease reported in the clinical literature showed a good 

correspondence, which demonstrated that the methodology can be used to explore blood 

flow patterns in coronary arteries and to relate these to important clinical issues.    
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5.2 Helical Flow Patterns in the Aorta  

The task of Specific Aim 2 in the study was to determine which factors contribute 

significant effects to the flow patterns observed in vivo in the ascending aorta. Previous 

studies placed emphasis on the geometric curvature, including twisted or non – planar 

curvature of the aorta (e.g. Kilner et al., 1993). These are indeed major factors because 

the overall geometry has great influence on details of the interior flow, and there have 

been a large number of fluid dynamic investigations of curved tube flows that 

demonstrate helical secondary patterns (e.g. Zabielski and Mestel, 1998). However, the 

aorta is not a simple coiled tube, and one would expect entry effects, pulsatility, details of 

inflow through the aortic valve, outflow through the arch vessels, and wall motion to be 

among factors that might also contribute to hemodynamic behavior in the aorta. Since 

flow fields are very specific to the particular geometry and boundary conditions imposed, 

we employed CFD/MRI techniques to model four healthy subjects. With such models, we 

could impose various assumptions in calculating the flow fields and then compare the 

results with independent PC-MRI velocity measurements taken within the computational 

domains. This comparison of velocity data sets then elucidated the relative importance of 

various factors. 

Figure 4.7 illustrated the fact that the CFD modeling reproduced some of the key 

features of the flow in the ascending aorta. During the early phases of systole the high 

velocity jet emanating from the aortic valve was apparent and was located in the left 

posterior regions of the lumen. However, as systole continued, the PC-MRI 

measurements indicated that the zone of highest velocity migrated clockwise around the 

posterior side of the lumen, reaching the right anterior position at the completion of 
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systole. The rigid model results (Model 3) and those that included only radial motion due 

to compliance (Model 2) failed to reproduce this behavior. Including the observed 

translational movement of the aorta (Model 1), however, allowed the computations to 

predict in vivo behavior with good fidelity, not only with respect to the location of the 

high velocity jet but also the velocity magnitude. The presence of a large, axially 

elongated vortex during late systole and diastole is a feature that has received only 

limited attention; and as we subsequently demonstrated, this phenomenon has bearing on 

inlet effects for flow into the coronary arteries. 

We conclude that curvature of the aorta, overall motion caused by the beating heart, 

expansion and contraction of the lumen during the cardiac cycle, and inflow created by 

blood ejection from the ventricle and interfered with by the aortic valve all contribute to 

the flow patterns in the ascending aorta. Significantly, however, we demonstrated that 

unless the aortic motion caused by the beating heart is included in the CFD simulations, 

important aspects of the flow patterns will not be obtained. 

Figure 5.1 illustrates the interactions of the oscillating movement of the ascending 

aorta and the helical flow patterns in the vessel. In systole, the ascending aorta quickly 

moves along a right-hand rotation track (large black arrow in Figure 5.1) that can be seen 

in Figure 3.26 (b). This movement enhances the right-hand helical flow inside the lumen. 

In diastole, the ascending aorta slowly returns to its relaxed position (large blue arrow in 

Figure 5.1).         
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Figure 5.1: The oscillating movement of the ascending aorta causes the right-hand helical 

flow patterns in the vessel. In systole, the ascending aorta quickly moves along a right-

hand rotation track (large black arrow). The movement enhances the right-hand helical 

flow inside the lumen. In diastole, the ascending aorta slowly returns (large blue arrow) 

to its relaxed position.       
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5.3 Entrance Flow Patterns in the Coronary Arteries  

The possibility that aortic flow patterns may affect flow in the coronary arteries has 

been proposed by many clinical observers (e.g., Bogren et al., 1999). However, because 

of the resolution limitations of the in vivo measurements, the nature of these effects had 

not been previously determined. We applied the CFD/MRI methodology to simulate the 

entrance flow in models of the aorta that included the coronary arteries. The 

investigations revealed interesting specific entrance flow patterns in the initial segments 

of the right and left coronary arteries that are induced by the dynamic flow patterns in the 

aorta root. 

 Ideally, we would like to test the CFD predictions by carefully interrogating the 

velocity patterns in the coronary arteries with PC-MRI scanning in vivo, but resolution 

limits our ability to obtain these data. Within the achievable imaging resolution, however, 

the study does demonstrate that the asymmetrical entrance flow patterns predicted to 

occur in the right and left coronary arteries in systole and early diastole actually exist in 

vivo (see Figure 4.13 (a) and (b)). The computed flow patterns produce two different 

dynamic WSS distributions in the entrance segments of the right and left coronary artery. 

Figure 5.2 shows a sketch of the vortex structures that create a low and oscillating WSS 

region on the myocardial side in the right coronary entrance segment, and on the 

epicardial side for the left coronary entrance segment. Interestingly, these vortices rotate 

in opposite directions. Although these asymmetrical flow patterns occur only in later 

systole and early diastole, the low WSS (< 6 dynes per square centimeter) regions in the 

initial segments of the coronary arteries are predominantly on the myocardial side in the
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Figure 5.2 (a): Entrance blood flow patterns in the right coronary artery in systole and 

early diastole. 
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Figure 5.2 (b): Entrance blood flow patterns in the left coronary artery in systole and 

early diastole. 
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right coronary artery and the epicardial side in the left coronary artery (see Figure 4.14 

and 4.15).  

 

5.4 Relationship between Atherosclerosis and WSS in the Coronary Arteries  

It is known that a low and oscillatory WSS region favors atherosclerotic plaque 

localization (Giddens et al. 1983). According to our modeling predictions, the entrance 

WSS distribution in the right coronary artery will make the myocardial side (the length is 

about 6 mm or 1.5 times the diameter of the coronary lumen) a preferential site for 

atherosclerosis. This conclusion corresponds to clinical observations, for example, Fox 

and Seed (1982) who found that the distribution of plaques is asymmetrical about the 

circumference of the coronary arteries, such that the atheroma are more concentrated on 

the myocardial side in the proximal segment of the right coronary artery. The distribution 

of intimal and medial thickening in the right coronary artery obtained from autopsies 

observed by Ojha, et al. (2001) (see Figure 2.6) also illustrated that the high frequency of 

intimal thickening is located on the myocardial side in the proximal RCA. After a few 

millimeters of length, the flow returns to symmetrical velocity patterns in the distal 

segments of the coronary arteries.  

From Figure 4.15, we can find that the middle section of the LM experiences 

relatively higher WSS than either the entrance region or the bifurcation. This implies that 

there is lower probability of atherogenesis midway between the LM ostium and the 

bifurcation, provided the length of the LM is not unusually short. This suggestion 

corresponds to the observations by Velican, C. and Velican, D. (1984), in which they 
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found a “natural resistance” to atherosclerosis that was exhibited beyond about the first 

centimeter of the right and left coronary arteries by comparison to atherosclerotic 

involvement distally or near the ostia in these vessels (see Figure 2.7).  

On the other hand, if the length of the LM is short, for example, less than 6 mm, the 

specific entrance flow patterns may reach into the bifurcation and the “natural resistance” 

segment may vanish. In this case, both low and oscillating WSS regions of the entrance 

section and the outer curvature sections of the bifurcation will be connected together. 

This would imply that a short LM coronary artery presents an unusually higher risk factor 

for atherogenesis. Lewis et al. (2001) noted that a short main left coronary artery was 

present in a great proportion of patients with complete left bundle-branch block, and 

Gazetopoulos et al (1987) further confirmed that a short LM may contribute to the 

promotion of atherosclerosis in the LAD by studying 43 selective coronary arteriography 

patients.  

The WSS distribution in the bifurcation of the left coronary artery in the CFD model 

shows similar features as those found in the investigations of carotid bifurcations (Ku et 

al., 1985). Thus, one might expect the flow divider region of the coronary bifurcation to 

be spared of early atheroma, while the outer curvature sides of the bifurcation, which 

experience low WSS, would be likely to be regions of predilection for atherosclerosis. 

Because of curvature, the myocardial side of the bifurcation region of the left coronary 

artery also exhibits low and oscillating WSS. These areas, namely the lateral-myocardial 

regions of the bifurcation, would thus be predicted to have higher probability of 

atherogenesis; and this is in agreement with clinical observations of Svindland, 1983.    
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5.5 Recommendations and Future Research 

 The present study has demonstrated the ability of the CFD/MRI technique to 

model the flow field in the aorta and major branches of the coronary arteries in individual 

healthy subjects. Comparisons between the computed flow patterns and those obtained in 

vivo with PC-MRI have validated the reliability of the techniques. WSS distributions 

have been obtained from the computations, and comparison of these with data available 

in the literature on localization of atherosclerotic plaques in the coronary arteries is 

consistent with the low mean/oscillating shear stress hypothesis for the role of 

hemodynamics in atherogenesis. 

 Future work should consider securing improvements in imaging spatial resolution 

so that the geometry of the coronary arteries can be defined more precisely. One 

promising tool is CT scanning. The disadvantage is that CT scans cannot be performed 

simultaneously with MRI and PC-MRI, and knowledge of the velocity (flow) boundary 

conditions is essential. However, even separately obtained CT imaging on a subject could 

prove useful. 

 The tools developed can be employed to established a better understanding of 

hemodynamics in normal subjects, so that the variability among individuals can be better 

appreciated. However, perhaps the most promising avenue for future research is in the 

study of the etiology of vascular disease. One approach, currently underway, is to model 

the aorta/coronary artery flow fields in subjects awaiting heart transplants. In these cases, 

the actual tissue can be recovered following transplantation and used to relate 

hemodynamics with biological markers of atherosclerosis in an effort to elucidate 

mechanisms of plaque formation. 
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