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ABSTRACT 
 
 
 
 

One of the most demanding engineering issues in Inertial Fusion Energy (IFE) 

reactors is the design of a reaction chamber that can withstand the intense photons, 

neutrons and charged particles due to the fusion event. Rapid pulsed deposition of energy 

within thin surface layers of the fusion reactor components such as the first wall may 

cause severe surface erosion due to ablation. One particularly innovative concept for the 

protection of IFE reactor cavity first walls from the direct energy deposition associated 

with soft X-rays and target debris is the thin liquid film protection scheme. In this 

concept, a thin film of molten liquid lead is fed through a silicon carbide first wall to 

protect it from the incident irradiations.  

Numerous studies have been reported in the literature on the thermal response of 

the liquid film to the intermittent photon and ion irradiations, as well as on the fluid 

dynamics and stability of liquid films on vertical and upward-facing inclined surfaces. 

However, no investigation has heretofore been reported on the stability of thin liquid 

films on downward-facing solid surfaces with liquid injection through (i.e. normal to the 

surface of) the bounding wall. This flow models the injection of molten liquid lead over 

the upper end cap of the reactor chamber. The hydrodynamics of this flow can be 

interpreted as a variation of the Rayleigh-Taylor instability due to the effect of the 

bounding wall which is continuously fed with the heavier fluid.       

In order to gain additional insight into the thin liquid film protection scheme, 

experiments have been conducted to investigate the critical issues associated with this 

concept. To this end, an experimental test facility has been designed and constructed to 
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simulate the hydrodynamics of thin liquid films injected normal to the surface of and 

through downward-facing flat walls. In this doctoral thesis, the effect of different design 

parameters (film thickness, liquid injection velocity, liquid properties and inclination 

angle) on liquid film stability has been examined. The results address the morphology of 

the film free surface, the frequency of droplet formation and detachment, the size and 

penetration depth of the detached droplets, and the interface wave number. These 

experimental data have been used to validate a novel mechanistic numerical code based 

on a level contour reconstruction front tracking method over a wide range of parameters.  

The results of this investigation will allow designers of IFE power plants to 

identify appropriate “windows” for successful operation of the thin liquid film protection 

concept for different coolants.  
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CHAPTER 1 
 

INTRODUCTION 
 
 
 
 

The Rayleigh-Taylor instability takes place when a heavy fluid is situated above a 

light fluid in a gravitational field pointing toward the light fluid. The interface becomes 

unstable for certain perturbation wavelengths and these perturbations evolve into bubbles 

of light fluid and spikes of heavy fluid which penetrate into both fluids. The evolution of 

a Rayleigh-Taylor (RT) unstable interface is complex, involving phenomena such as the 

development of a Helmholtz instability on the side of the penetrating spikes, formation 

and detachment of droplets, competition and amalgamation among rising bubbles, 

entrainment and turbulent mixing in a region of fluid of finite thickness, and a possible 

chaotic limit with a fractalized interface. Therefore, the Rayleigh-Taylor instability is the 

prototype case for fluid mixing induced by unstable stratification, and as such, is of 

fundamental importance; it has been the subject of numerous experimental and numerical 

studies in fundamental research and practical applications such as multiphase 

hydrodynamics.  

The Rayleigh-Taylor instability occurs in diverse applications, including: the 

electromagnetic implosion of a metal liner, the formation of high luminosity twin-exhaust 

jets in rotating gas clouds in an external gravitational potential, the overturn of the outer 

portion of the core of a massive star, and the laser implosion of deuterium-tritium fusion 

targets in inertial fusion systems. Rigorous understanding of these phenomena can be 

gained by investigating the Rayleigh-Taylor instability.    
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1.1 First Wall Protection Schemes in Fusion Energy Systems 

The energy release from the exploding pellets of inertially confined fusion 

systems consists of energetic neutrons, photons, and ionized debris that eventually 

deposit their energies in the walls surrounding the reactor cavity. The energy deposition 

from the soft X-rays and charged particles takes place in an extremely thin surface layer, 

resulting in intense surface heating of vulnerable bare first walls. These incident photon 

and ion irradiations may cause excessive wall erosion that severely reduce the wall 

lifetime and therefore diminish reactor safety and economic attractiveness. First wall 

erosion takes place due to numerous mechanisms, including evaporation, spallation and 

macroscopic degradation resulting from shock wave destruction, high thermal stresses, 

and inter-granular pores explosion. 

Numerous investigations of the thermal-mechanical response of inertial fusion 

energy (IFE) reactor first walls for several wall materials, target yields, target design (i.e. 

spectra), and repetition rates have been reported in the literature [1-8]. The findings of 

these studies emphasize the necessity of a wall protection scheme to assure wall survival 

at practical cavity sizes (i.e. wall loadings). One of the IFE first wall protection schemes 

is the wetted porous wall concept, originally proposed by Los Alamos in 1972 [9, 10] and 

later adopted by other conceptual reactor designs. Prometheus-L/H (Laser/Heavy ion 

driven) [11-13], Osirus [14] and Hiball [15] utilized the wetted wall concept, where a 

film a fraction of a millimeter thick is fed through a porous first wall. Table 1.1 and 

Figure 1.1 provide a summary of the design parameters utilized in the Prometheus-L/H 

conceptual reactor designs and a 3-D model of the original thin liquid film protection 

scheme, respectively. Thin liquid films injected at higher speeds in the form of jets were 



 3 

also proposed as an alternative feeding mechanism. In the HYLIFE-II [16, 17] reactor 

design, a different shielding concept is presented based on a thick liquid protection 

scheme utilizing slab jets or liquid sheets at a speed of 12 m/s as illustrated in Figure 1.2.  

 

Table 1.1  Comparison of the design parameters of the Prometheus-L/H  
conceptual reactor designs [11, 18-20].  

 
Design Parameter Prometheus-L   Prometheus-H 

Total pellet yield, [MJ] 497 719 
X-ray yield, [MJ] 31 46 

Ionized debris yield, [MJ] 107 159 
Repetition rate, [Hz] 5.6 3.6 
Cavity radius, [m] 5 4.5 
Cavity height, [m] 5 4.5 

Cavity surface area, [m2] 471 382 
Cavity volume, [m3] 916 668 
Non-condensable gas 
pressure (273 K), [Pa] 

1.5 1.5 

 

 

Figure 1.1  Conceptual 3-D model of the original thin liquid film protection scheme for 
the inertial fusion energy IFE system and close-up of the DT implosion process [9, 21]. 
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Figure 1.2  Conceptual 3-D model of the thick liquid protection scheme for the inertial 
fusion energy IFE system as visualized in the HYLIFE-II reactor design [22]. 

 

An essential element of IFE first wall protection schemes is the detailed 

characterization of the target yield and spectrum. Different target designs can be 

analyzed, including: direct-drive and indirect-drive target designs. Reactor chamber 

designs with dry walls subjected to the X-ray and charged particle spectra represent a 

reference for the required shielding by thin liquid film protection or thick liquid jets 

concept. Therefore, dry wall chambers with direct-drive targets were analyzed by 

investigating target heating which may lead to upper limits on chamber gas and chamber 

wall temperature. Incident energy and particle fluxes on the target wall were calculated 

and the thermal response was documented in several studies [1-8, 23, 24]. The detailed 

spectrum and temperature response of the direct-drive target is provided in Figures 1.3 

and 1.4, respectively [23].  For indirect drive target designs, the penetration depth of the 

charged particles is thinner and thus the thermal response may exceed the limiting 

sublimation temperature for the selected wall materials such as carbon and tungsten. 

Figure 1.5 presents the attenuation of charged particles in carbon and tungsten targets for 

indirect-drive spectra without protective chamber gas [23]. 
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Figure 1.3  Photon and ion attenuation in carbon (C) and tungsten (W) for direct-drive 
spectra without protective chamber gas [23]. 

 

 

Figure 1.4  Temperature history for Carbon flat wall under energy deposition from direct-
drive spectra without protective chamber gas [23]. 
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 6 

 

Figure 1.5  Photon and ion attenuation in carbon (C) and tungsten (W) for indirect-drive 
spectra without protective chamber gas [23]. 
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to be recovered prior to the next target disruption, albeit over a longer time period, hence 

limiting first wall heating, degradation and thermal stress. Therefore, the thin liquid film 

shielding scheme will provide adequate protection to assure reactor chamber survival at 

practical sizes. Figure 1.6 illustrates a conceptual three-dimensional model of the 

Prometheus-L fusion laser reactor chamber [25, 26].  

 

 

 

 

 

 

 

 

 

    

(a)      (b)    

Figure 1.6  Conceptual model of the Prometheus-L thin liquid protection scheme for the 
inertial fusion energy IFE system: (a) three-dimensional model, and (b) two dimensional 

section [25, 26]. 
 

Another approach to fusion power is the magnetic confinement approach. In 

magnetic fusion energy (MFE) systems, plasma facing components (PFCs) such as the 

first wall and the divertor are subjected to erosion and ablation during plasma instabilities 

such as disruptions, edge-localized modes and high power excursions [8, 27]. These 

technical considerations are essential for the design and development of the conceptual 
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International Thermonuclear Experimental Reactor (ITER) shown in Figure 1.7 [28, 29]. 

Liquid metal layer protection schemes provide shielding for the PFCs from the incident 

plasma particles (ions and electrons). These liquid metal films will be subjected to 

hydrodynamic instabilities during the thermal quench phase of a disruption from the 

plasma impact momentum at the liquid surface. A thin surface layer of the liquid metal 

film will be accelerated due to partial deposition of the plasma momentum. This 

mechanism will cause hydrodynamic instabilities such as the Rayleigh-Taylor and 

Kelvin-Helmholtz instabilities to transpire and form liquid droplets that will drift away by 

the plasma wind [30, 31].     

 

 

Figure 1.7  Conceptual 3-D model of the magnetic fusion energy  
system in the ITER [29]. 
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1.2 Motivation and Design Requirements 

Several studies have been carried out to investigate the thermal response of the 

liquid film to the intermittent ion and photon irradiations in inertial fusion reactors, as 

well as the thermal-mechanical response of the backing solid first wall [8, 11, 32, 33]. In 

the chemical engineering literature, several investigations have studied the fluid 

dynamics and stability of liquid films on vertical and upward-facing inclined surfaces 

[34-38]. These studies also included analytical representations of stable liquid rivulets 

and characteristic velocity distributions. Despite the host of studies undertaken by 

researchers, however, no work has heretofore been reported on the evolution and stability 

of thin liquid films on downward-facing surfaces with liquid injection through the wall. 

In order to reduce the proposed thin film protection scheme to practice and to 

address its viability, several critical design issues need to be explored, including: 

1- Can a stable liquid film be maintained on the upper section of the chamber? 

2- Can the film be reestablished over the entire cavity surface prior to the next target 

explosion? 

3- Can a minimum film thickness be maintained to provide adequate shielding during 

the next target blast? 

To this end, an experimental investigation is proposed to examine the 

hydrodynamics of thin liquid films formed on the downward-facing surface of a porous 

wall with transpiration normal to the surface. The objective is to assess and determine the 

effect of different design and operational parameters (liquid injection velocity, film 

thickness, inclination angle, and liquid properties) on the liquid film stability between 

target explosions. The results of this investigation will address the effect of these design 
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parameters on the spatiotemporal evolution of the film free surface, the frequency of 

liquid droplet formation and subsequent detachment, the size of detached droplets, and 

the time history of the penetration depth. Figure 1.8 shows a schematic of the reactor 

cavity and the envisioned thin liquid film protection scheme as an application to the 

Rayleigh-Taylor instability.  

   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.8  Schematic illustration of the IFE reactor cavity and the proposed thin liquid 
film protection concept. 
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derived that overcomes the complexity of the original free-boundary problem while 

preserving many of the essential aspects of its physics. Analogy with Reynolds theory of 

lubrication can also be drawn because the Reynolds number of the thin liquid film flow is 

not large. A discussion of the linear stability properties of the base-state solution and of 

the nonlinear spatiotemporal evolution of the interface is introduced in this analysis. 

The experimental results obtained in this investigation are used to verify and 

validate over a wide range of parameters a novel numerical code which is based on a 

state-of-the-art level contour reconstruction front tracking technique [39-42]. This 

numerical code is designed to perform accurate 3D simulations of multiphase flows with 

complete transport and interface physics as well as with robust treatment of interface 

merging and breakup. Validation of this code will give designers of IFE systems a 

powerful tool to identify design and operational windows for successful operation of the 

thin liquid film protection system. Aside from its direct applicability to inertial fusion 

systems design, the experimental data in itself is valuable, inasmuch as it addresses a 

complex fluid dynamics problem, which has heretofore not been investigated, namely the 

bounded Rayleigh-Taylor instability with injection of the heavier fluid through the 

boundary surface.    

 

1.3 Research Objectives 

When applied to the downward-facing upper surface of the reactor cavity, the 

hydrodynamics of the wetted wall thin film protection scheme can be interpreted as a 

variation to the well-known Rayleigh-Taylor instability problem. Despite numerous 

investigations of the Rayleigh-Taylor instability, none of these studies was directed 
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towards examining the effect of a bounding solid wall through which the heavier fluid is 

continuously injected, as is the case in the porous wetted wall concept. Thus, the aim of 

this research is to expand the scope of RT instability applications and to enhance the 

exposition of physical principles by embarking on an experimental and numerical 

investigation of the thin liquid film protection scheme. This goal will be attained by 

achieving the following objectives: 

1- Design and construct an experimental test facility that simulates the proposed thin 

liquid film protection scheme, while independently controlling several input 

parameters such as the unperturbed liquid film thickness and injection velocity 

through the bounding surface,  

2- Measure the unperturbed local instantaneous liquid film thickness by using a non-

intrusive technique,  

3- Determine the effect of different design and operational parameters (liquid film 

thickness, liquid injection velocity through the boundary, inclination angle of the 

bounding surfaces, and liquid properties) on liquid film stability, 

4- Obtain results pertaining to the conceptual design of the thin liquid film protection 

scheme, including: 

4.1- The frequency of liquid droplet formation, 

4.2- The size of detached droplets, and 

4.3- The time history of the penetration depth, 

5- Verify over a wide range of design parameters an existing numerical code which is 

based on a state-of-the-art level contour reconstruction front tracking technique [39-

42]. 



 13 

1.4 Preface and Outline 

The combined research and pedagogical mission of this doctoral thesis is molded 

into a vertical approach in which chapters are designed to provide a deepening 

understanding of the bounded Rayleigh-Taylor instability with injection through the 

boundary. In chapter 2, literature review of the previous work on Rayleigh-Taylor 

instability is presented. This chapter provides comprehensive coverage of the 

experimental, theoretical and numerical investigations carried out on various aspects of 

the Rayleigh-Taylor instability as well as on the evolution and stability of thin liquid 

films. The essential elements of the theoretical and numerical investigation carried out in 

this research are conveyed in chapter 3. Linear stability analysis of confined thin liquid 

films developing on inverted surfaces is modified to include the effect of transpiration 

through the boundary. A level contour reconstruction front tracking technique is also 

discussed as the basis for the numerical investigation utilized in this work in order to 

analyze the effect of different design parameters (film thickness, liquid injection velocity, 

liquid properties and inclination angle) on the liquid film response and stability. Chapter 

4 is a detailed presentation and description of the experimental investigation, including: 

the experimental test facility, instrumentation, data acquisition system and analysis 

techniques utilized in measuring the targeted flow field variables. Discussion of the 

results obtained from the theoretical, numerical and experimental studies is detailed in 

chapter 5; validation of the front tracking numerical technique introduced in chapter 3 

and utilized in this research is conducted over a wide range of design and operational 

parameters. Chapter 6 provides the conclusions derived from the conducted theoretical, 



 14 

numerical and experimental investigations, and outlines the recommendations for future 

work. 
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CHAPTER 2 
 

LITERATURE REVIEW 
 
 
 
 

The hydrodynamics of the wetted porous wall protection scheme, which is applied 

to the downward-facing upper surface of the IFE reactor cavity, can be viewed as a 

variation of the well-known Rayleigh-Taylor (henceforth RT) instability problem. RT 

instability transpires when a dense fluid lies above a lighter fluid in a gravitational field 

pointing toward the light fluid. The interface between the two fluids is inherently unstable 

to certain perturbation wavelengths. These perturbations evolve into bubbles of light fluid 

that mushroom into the heavy fluid, causing it to form spikes which penetrate into the 

lighter fluid. This classic form of Rayleigh-Taylor instability was first theoretically 

studied by Rayleigh [43] and Taylor [44]. Later, Chandresekhar [45] investigated the 

linear theory of RT instability for two infinite fluids with equal kinematic viscosities 

separated by an interface with surface tension. Fermi and von Neumann [46] also 

developed a model with the interface consisting of two horizontal and two vertical line 

segments per wave length. They then derived a model dynamical system with two 

degrees of freedom for the length of the vertical segment and for the length of the 

horizontal segment. The RT instability has subsequently been investigated in numerous 

studies, none of which however include the effect of a bounding solid wall through which 

the heavier fluid is continuously injected, as in the case of the porous wetted wall 

concept. Earlier experimental, theoretical and numerical investigations are nevertheless 

relevant to this work and are therefore briefly reviewed in the following sections. 
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2.1 Experimental Background 

As stated by Sharp [47]: “There is a clear need for more and better experiments. 

First, available experiments are still inadequate for modeling the very late stage of 

Rayleigh-Taylor instability. Second, experiments are needed to benchmark codes which 

compute Rayleigh-Taylor instability in circumstances where accurate special purpose 

codes do not exist for comparison. To be of most use, the experiments should be designed 

with two criteria in mind: They should be analyzable to produce quantitative data on the 

time history of the unstable interface. The quantitative data may well refer to 

appropriately chosen statistical quantities rather than to the detailed properties of a 

specific interface” (emphasis added). 

The RT instability can be divided into four stages [47] as depicted in Figure 2.1. 

The first stage is dominated by the small growth of a perturbation relative to its 

wavelength. As analyzed by the linear stability theory, the growth rate depends on the 

fluids’ density ratio, viscosities, surface tension, and compressibility. The linear theory is 

no longer applicable after the perturbation grows to more than 10-40% of its wavelength. 

The second stage is characterized by the nonlinear perturbation growth forming bubbles 

of light fluid threading through the heavy fluid causing spikes to fall into the light fluid. 

During this stage, the nonlinear growth of perturbations is strongly influenced by the 

density ratio and three-dimensional effects. Interactions and amalgamations among the 

bubbles and the mushroom-shaped spikes are characteristics of the third stage. Finally, 

the interaction evolves into turbulent or chaotic mixing which dominates the fourth stage 

of the instability. In this final stage, phenomena such as the penetration of a bubble 
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through a slab of fluid of finite thickness, necking, breakup of the spikes by various 

mechanisms, and other complicated behavior are encountered.     

 
 
 
 
 
 
 
          (a)             (b)      (c) 

Figure 2.1  Schematic illustration of the Rayleigh-Taylor instability sequence. 

 

Classic experiments on RT instability were performed by, among others, Lewis 

[48], Emmons, Chang and Watson [49], Duff, Harlow and Hirt [50], Ratafia [51], Popil 

and Curzon [52], and J. F. Barnes, et al. [53]. Lewis [48] conducted a Rayleigh-Taylor 

experiment by subjecting a column of water to a pressure difference by imposing 

different air pressures above and below the water column. He concluded from his 

experiments that the RT instability can be divided into three stages. The first is an 

exponential increase in amplitude followed by a transition stage which includes the 

formation of round ended columns of air threading through vertical columns of liquid. 

The final stage is a penetration through the liquid of air columns at a uniform velocity 

proportional to the square root of the gravitational acceleration. However, in this work 

(see Figure 16 of [48]) large scatter in the growth of the wave amplitude as a function of 

time is apparent for similar initial conditions.   

Emmons, Chang and Watson [49] experimentally studied the RT instability of the 

accelerated interface between a liquid (methanol or carbon tetrachloride) and air. A frame 

containing the fluids, mounted on guide columns, was accelerated downwards by 
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stretched rubber tubing when a wire, which held the uppermost point in the frame, was 

electrically melted. At accelerations greater than that of gravity, the atmospheric air 

pressure plays the role of the lighter fluid being accelerated in the direction of the heavier 

fluid. Their results included the growth rates of the RT instability and the phenomenon of 

bubble competition which involves the growth of the large bubbles at the expense of the 

small ones. They showed (see Figures 1 and 14 of [49]) that in their system the unstable 

waves were three-, vs. two-dimensional, but nevertheless compared their experimental 

data with two-dimensional models. Duff, Harlow and Hirt [50] carried out a set of 

experiments focused on RT instability when an argon-bromine mixture falls under 

gravity into air or helium. In these experiments, a steel diaphragm was used to divide the 

experimental volume into two parts into which the desired gases were injected. The 

instability was investigated when the diaphragm was removed at different times after 

starting injection. They showed that including the diffusion effects in addition to 

viscosity accounts quite well for the experimental observations. The effectiveness of the 

diffusion considerations in explaining all features of early perturbation growth was 

demonstrated in the observed values of amplitude plotted with time and compared to the 

theoretical slopes with and without diffusion.      

Ratafia [51] at Lawrence Livermore Laboratory investigated the RT instability 

using a two-fluid system of octyl alcohol and water. The alcohol initially above the water 

in a Pyrex container was perturbed and then forced into an unstable configuration by 

being accelerated downward with a magnitude greater than that of gravity. Oscillations of 

the fluids about an axis above the top of the container were employed to introduce a 

cyclic perturbation to the interface. The expected bubble and spike formation was 
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observed, and, for the first time, they imaged the flattening and curling of spikes in 

mushroom shapes. They found the foot to be growing with constant velocity and the foot 

amplitude to be proportional to the spike amplitude. Popil and Curzon [52] used a 

rectangular Lucite tank, which contained water, in their experiments. The tank was 

accelerated downward by the force provided by an air-driven piston which is linked to a 

reservoir of compressed air. The virtual acceleration experienced by the water surface is 

1.5g in the vertical direction. To generate standing surface waves, horizontal electrodes 

were positioned over the water surface. They visually detected the instability by imaging 

the interface. The amplitude of the spikes measured from the initial water level was 12 

cm, in contrast to the initial amplitude of 1.5 mm before the acceleration. They also 

showed that films of water cling to the tank walls and that these films are more common 

near the troughs of the growing waves. Their results demonstrated that reproducible RT 

instabilities can be achieved provided that the amplitude and phase of the initial 

perturbation are accurately measured at the onset of the acceleration of the tank. Barnes 

et al. [53] conducted a number of experiments on Rayleigh-Taylor instability in solids. 

They machined or pressed a sinusoidal perturbation on the surface of a flat metal plate. 

The plate surface was smoothly accelerated by expanding detonation products. The 

growth in the amplitude of the perturbation was captured by using x-ray shadowgraphs. 

The observed results were compared to an elastic-plastic numerical hydrodynamics code. 

They reached the conclusion that an amplitude threshold controls the onset of Taylor 

instability at a plane interface in a solid.  

Recently, Lange et al. [54] examined the temporal evolution of a water-sand 

interface driven by gravity. A distilled water column rested on sand and both were placed 
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in a cell fixed to a frame. As sand, they used spherical glass particles (Würth Ballotini 

MGL) of different sizes with a density of 2.45 g/cm3. A CCD camera and a neon tube 

were also linked to the frame to monitor the interface morphology. The frame was turned 

around a horizontal axis bearing during which the images were captured in the frame. 

Figure 2.2 shows the evolution of the water-sand interface [54]. They showed that the 

initial disturbances of the interface grow exponentially at the beginning of the pattern 

forming process. Their results established that the growth rate increases with increasing 

wave number.  

 
 
 
 

 
        (a)             (b) 

Figure 2.2  Transient evolution of water-sand interface [54]. 

 

Water droplets impacted on horizontal wire screens at isothermal conditions were 

studied by Hung and Yao [55]. Fine mesh stainless steel screens were used in the 

experiments. The screen has 100 × 100 meshes with a wire diameter of 0.14 mm and a 

0.14 mm clear width of mesh opening. Droplets impacting the top surface of the screens 

pass through the fine mesh and form a thin liquid film at the bottom side of the screen. 

This liquid film builds up forming liquid ligaments from which droplets detach.  

 

2.2 Theoretical and Numerical Background 

The evolution of a single initial perturbation from small to large amplitude is now 

fairly well studied for two-dimensional or axisymmetric flows. Most of these calculations 
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have assumed inviscid flow or at least very small viscosities, neglected surface tension 

effects, and imposed a semi-infinite boundary for each fluid. Analytical and simple 

ordinary differential equations (ODE) solutions for perturbation growth during the first 

stage where linear theory is applicable have been well-established for some time. One 

means of analyzing the Rayleigh-Taylor instability is to investigate only the long-scale 

phenomena via lubrication or long-wave theory [36, 56-59]. Recently, volume of fluid 

(VOF) [60-63], front tracking [64], level set [65], and lattice Boltzmann [66] methods 

have been successfully used in two and three-dimensional computations of Rayleigh-

Taylor instability. 

Oron, Davis and Bankoff [36] present a review of the lubrication theory or long-

wave theory approach which is based on the asymptotic reduction of the governing 

equations and boundary conditions to a simplified system consisting of a single nonlinear 

partial differential equation. This derived partial differential evolution equation is 

formulated in terms of the local thickness of the film. Functionals of the solution of that 

differential equation are then used to determine several field variables such as the fluid 

velocity. Although the notorious complexity of the original free boundary problem is 

reduced, a strong nonlinearity in the governing equation and higher-order spatial 

derivatives are present as a resulting penalty. This hindrance can be alleviated by using 

linear stability analysis based on the resulting evolution equation. Based on this approach, 

many hydrodynamic thin liquid film cases were analyzed and discussed, including: the 

evolution equation of a bounded film, flows in a cylindrical geometry, and flow on a 

rotating disc.        
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On the numerical side, Glimm, et al. [64] modeled the RT instability for two 

dimensional incompressible inviscid fluid flows using a front tracking technique. They 

carried out studies for statistically distributed heterogeneities in the initial perturbation 

and reached the conclusion that these heterogeneities can vary the flow characteristics. 

Tryggvason and Unverdi [67-69] solved the three-dimensional Navier-Stokes equations 

for weak stratification also using the front tracking method. They found that the 

amplitude increases with decreasing viscosity and thus leads to the formation of rolled-up 

vortices. They also obtained results showing that the inherent difference between 2D and 

3D simulations is most evident in the vortex structure. For two-dimensional disturbances, 

the vortex remains at the original interface due to symmetry constraints whereas in 3D 

the vortex propagates away from the original interface causing the disturbance 

penetration to be much faster in 3D than in 2D calculations.     

Glimm, et al. [70] studied bubble interactions in the RT instability of two 

compressible fluids and their influence on the statistical behavior and evolution of the 

bubble envelope using a front tracking method. In this study, they analyzed bubble 

dynamics and interaction with neighboring bubbles in a chaotic environment and 

acceleration of the overall bubble envelope. Youngs [71] examined a three-dimensional 

numerical simulation of turbulent mixing of miscible fluids by the RT instability, and 

concluded that two-dimensional calculations provide an adequate estimate of the overall 

growth of the mixing zone but cannot represent the fine scale details. 

Li [72, 73] employed a level set approach to analyze three-dimensional RT 

instability in compressible fluids. A second-order Total Variation Diminishing (TVD) 

scheme with a fully parallelized algorithm was used to solve the 3D Euler equations. He 
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compared his results for terminal velocity, which is proportional to the square root of 

gravitational acceleration and bubble radius, with those of Taylor [44] and found both 

sets of results were in good agreement. He suggested that transition from constant 

velocity to constant acceleration was caused by bubble merger. Hecht, et al. [74] 

employed their custom built LEEOR3D code to investigate classical Rayleigh-Taylor 

instability growth in the nonlinear region. An arbitrary Lagrangian Eulerian (ALE) 

scheme in three-dimensions is used in LEEOR3D hydrocode. They analyzed Rayleigh-

Taylor instability growth in diverse geometries such as 3D square and rectangular modes 

or in planar and cylindrical geometries. The effect of density ratio on the shape of the 

final stages was also demonstrated. Furthermore, they carried out an analysis on the 

growth of the Rayleigh-Taylor instability in a spherical geometry simulating the late 

deceleration stage of a typical inertially confined fusion pellet.       

Elgowainy and Ashgriz [75] used a VOF method based on an accurate flux line 

segment model (FLAIR) to solve the two-dimensional incompressible Navier-Stokes 

equations for RT instability. This model simulated a finite thickness of the heavy fluid 

layer and accounted for surface tension and viscosity effects. They analyzed the effect of 

surface tension, viscosity, and initial perturbation characteristics on the evolution of RT 

instability in plane finite fluid layers. He, et al. [76, 77] used a novel lattice Boltzmann 

scheme for simulation of the RT instability in two and three dimensions. 

Recently, Shin, Juric and Abdel-Khalik [39-42] developed a state-of-the-art level 

contour reconstruction technique in order to track the three dimensional evolution of the 

liquid film surface on a porous downward facing wall with different injection velocities. 

The technique enables front tracking methods to naturally, automatically, and robustly 
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model the merging and breakup of interfaces in three dimensional flows. This method is 

designed so that the interface is treated as a collection of physically linked but not 

logically connected surface elements. Thus, the Lagrangian tracking of interfaces is 

greatly simplified by eliminating the need to track logical connections between 

neighboring surface elements. This simplification is essential for 3D flows exhibiting 

topology change. Details of this numerical model will be discussed in chapter 3. 
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CHAPTER 3 
 

THEORETICAL AND NUMERICAL 
INVESTIGATION 

 
 
 
 

In order to achieve the previously stated objectives, theoretical and numerical 

studies of the bounded thin liquid film Rayleigh-Taylor instability with injection through 

the boundary as applied to the IFE reactor first wall protection scheme were conducted. 

Overviews of the theoretical and numerical components of the research are described in 

this chapter. 

   

3.1 Theoretical Investigation 

A discussion of the theoretical study carried out to analyze the bounded thin 

liquid film Rayleigh-Taylor instability with transpiration through the boundary is 

presented in this section. The theoretical technique employed in this investigation stems 

from the long-wave theory which relies on the asymptotic reduction of the original free-

boundary problem to a nonlinear partial differential evolution equation formulated in 

terms of the local thickness of the film [36, 56-59]. This long-wave theory is utilized to 

analyze phenomena in which the disparity in scales results in more gradual field 

variations along the analyzed liquid film than those normal to the film. The resulting 

evolution equation is highly nonlinear with high order spatial derivatives. This 

complexity is solved by using linear stability analysis which provides stability curves for 

the perturbed liquid film. 
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3.1.1 Mathematical Formulation for the Evolution Equation 

The analysis is unified into a framework from which the bounded Rayleigh-

Taylor instability will emerge as a special case. The long-wave approximation as applied 

by Oron, Davis and Bankoff [36] is introduced in this section. The analysis is carried out 

for a viscous liquid film confined above by a liquid/gas interface and below by a 

horizontal solid boundary as depicted in Figure 3.1. External normal (Π ) and tangential 

( τ ) stresses as well as conservative body forces with potential (φ ) are included in the 

analysis. The dimensional Navier-Stokes and continuity equations in two dimensions are 

expressed as: 

   ( ) φµρ xxzxt upuwuuu ∂−∇+−∂=∂+∂+∂ 2    (3.1) 

   ( ) φµρ zzzxt wpwwwuw ∂−∇+−∂=∂+∂+∂ 2    (3.2) 

   0=∂+∂ wu zx        (3.3) 

where 

   u = velocity component in x-direction 

   w = velocity component in z-direction 

   ρ = liquid density 

   μ = dynamic viscosity 

   p = pressure 

   φ  = potential for conservative body forces 

The boundary conditions used includes relative motion slip at the solid boundary 

near contact lines, a kinematic boundary condition, and a balance of the stress tensor at 

the interface. 
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Solid boundary (z = 0): 

   0=∂− uu zβ  and w = 0     (3.4) 

Free boundary ( z = h(x,t)): 

   huhw xt ∂+∂=        (3.5) 

   ftnnT +
∂
∂+−=⋅

s
σκσ      (3.6) 

where 

   β = slip coefficient 

   T = stress tensor of the liquid 

   n = unit vector normal to the interface 

   t = unit vector tangent to the interface 

   f = forcing at the interface including normalΠ and tangential τ  

         components  

 

 
Figure 3.1  Evolution of a thin liquid film on a bounding surface. 

 

The governing equations and boundary conditions are non-dimensionalized based 

on the assumption that the distortions are of long scale if: 
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   12 <<=
λ
πε oh        (3.7) 

where 

   ho = liquid film mean thickness 

   λ = wavelength 

The independent parameters and field variables in equations (3.1)-(3.3) are non-

dimensionalized by relying on the assumption in (3.7) as follows: 

   
oh

xxX
π
ε

λ 2
==       (3.8) 

   
oh
zZ =        (3.9) 

   
oU

uU =        (3.10) 

   
oU

wW
ε

=        (3.11) 

   
o

o

h
tUT ε=        (3.12) 

   ( ) ( )oo
o

o

U
h Π=Π ετ

µ
τ ,,      (3.13) 

   ( ) ( )p
U
hP

o

o ,, φ
µ
ε=Φ       (3.14) 

where 

   Uo = characteristic velocity 

The non-dimensional governing equations and boundary are obtained by applying 

the above scaling to nondimensionalize equations (3.1)-(3.3) leading to the following 

system of equations: 
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   Φ∂+∂=∂ XXZ PU2       (3.15) 

   0=Φ∂+∂ ZZ P       (3.16) 

   0
0

=





∂+∂ ∫

H

XT UdZH      (3.17) 

Solid boundary (Z = 0): 

   0=∂− UU Zoβ       (3.18) 

Free boundary ( Z = H): 

   Σ∂+=∂ XoZU τ       (3.19) 

   HP Xo
2

Ca
1 ∂=−Π−       (3.20) 

where 

   3Ca
σε

µoU=  = Capillary number    (3.21) 

   σ = surface tension coefficient 

The above set of non-dimensional equations is solved for the velocity field from 

which the evolution equation for the interface is obtained by utilizing the mass 

conservation condition of equation (3.17). 

( )( ) 




 −−∂++Σ∂+= HHZZPZU oXoXo ββτ 2

2
1    (3.22) 

 ( ) 0
3
1

2
1 232 =







 ∂




 +∂−













 +Σ∂+∂+∂ PHHHHH XoXoXoXT ββτ  (3.23) 

where 

   Φ+= PP        (3.24) 
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Equation (3.23) is the non-dimensional evolution equation formulated in terms of 

the non-dimensional local thickness of the film H as presented by Oron, Davis and 

Bankoff [36]. In dimensional form, the evolution equation is written as: 

( ) ( ) 0
3
1

2
1 2232 =







 Π−∂−∂×




 +∂−













 +∂+∂+∂ = hhhhhh xhzxxxxt σφββστµ (3.25) 

 

3.1.2 Linear Stability Analysis for the Bounded Rayleigh-Taylor Instability  

The thin liquid film evolution equation (3.25) is utilized to analyze the bounded 

Rayleigh-Taylor instability. In this analysis, surface tension is constant and gravity is 

applied in the opposite direction (positive z-direction is shown in Figures 3.1 and 3.2). 

The gas at the interface does not exert a drift stress. Thus, external forcing at the bottom 

edge of the liquid film is negligible indicating that τ = П = 0. Relative motion and slip are 

not applied at the boundary (β = 0). Furthermore, pressure variations are 

included ( )hghP x
2∂−= σρ . In order to account for the injected liquid through the 

bounding solid surface, a transpiration term (μq) is introduced. This modification will 

extend the analysis carried out in previous studies [36, 56-59]. Based on these 

assumptions equation (3.25) reduces to: 

   ( ) ( ) 0
3
1

3
1 333 =∂∂+∂∂+−∂ hhhhgqh xxxxt σρµµ   (3.26) 

where 

   
A
Qq =         (3.27) 

   Q = volume flow rate through the solid boundary 

   A = plate surface area 
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Figure 3.2  Bounded thin liquid film with transpiration through the boundary. 

 

In order to investigate the response of the uniform film (h = ho) to small 

disturbances, the liquid film is perturbed with a small disturbance h′ .  

   hqthh o ′++=         (3.28) 

where 

   ( ) ikx
o etfhh ′=′ , f(t) = function of time 

   
λ
π2=k = wave number of the perturbed liquid film 

   λ = wavelength of the perturbed liquid film 

The definitions of the liquid film thickness h and the imposed perturbation h′ as 

give by (3.28) are substituted into the evolution equation (3.26). Linearization in primed 

quantities is carried out and the linear stability equation is obtained for h′ . 
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ρ  (3.29) 

The exponent term inside the bracket in equation (3.29) can be rewritten in terms 

of the growth rate s and the wave number k. Let us define this exponent term as η:   
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( ) 





++−= 322

23
42

9
2

23
tqhqththkk o

oo

µµµ
σγη     (3.30) 

where 

   γ = specific weight of the liquid  

Equation (3.30) characterizes the perturbation evolution for the case of the 

bounded Rayleigh-Taylor instability with injection through the boundary. In this 

formulation, the perturbation is driven by a common factor ( )42 kk σγ −  including the 

effects of gravity and surface tension acting through a second order diffusion term and a 

fourth order dissipation term in the modified partial differential equation (3.26), 

respectively. If no transpiration is allowed through the boundary (q = 0), equation (3.30) 

is reduced to the original characteristic equation of the Rayleigh-Taylor instability: 

   ( ) stthkk o =−=
µ

σγη
3

3
22      (3.31) 

where 

   s = growth rate of the perturbation 

The liquid film perturbation can also be characterized in terms of the 

dimensionless growth rate s′  and the dimensionless wave number k ′  by introducing the 

Bond number Bo through which the liquid film thickness controls the characteristic 

stability curves. 

   
Bo

4
2 kks

′
−′=′        (3.32) 

where 

   
ogh

ss
ρ

µ3=′ = non-dimensional growth rate of the perturbation  
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   okhk =′ = non-dimensional wave number of the perturbation 

   
σ

ρ 2

Bo ogh= = Bond number  

For inclined thin liquid films with transpiration through the boundary, the base 

state is obtained by solving the momentum and continuity equations and deriving the 

velocity distribution in the thin liquid film and the mass flow rate per unit width of the 

plate Γ.  

   
( )







−

−
=

2
sin

2zhzgu
L

GL θ
µ

ρρ
    (3.33) 

   
( )

L

GLL gh
µ

θρρρ
3

sin3−
=Γ      (3.34) 

 

3.1.3 Atomization Technique for Liquid Films 

The quasi-static detachment of droplets from liquid films developing on the 

bottom side of flat horizontal surfaces can be formulated in a mechanistic model [55, 78]. 

An expression for the size of droplets can be derived based on a balance between 

gravitational and surface tension forces. 

   
50

33
.

. 



=

g
Dtheory ρ

σ       (3.35) 

where 

   D = droplet diameter 

This formulation for the size of droplets does not account for transpiration 

through the bounding surface. Thus, it can be utilized for predicting results pertaining to 

the original Rayleigh-Taylor instability (q = 0).   
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3.2 Numerical Investigation 

In this section, the level contour reconstruction method developed in an 

investigation by Shin, Juric and Abdel-Khalik [39-42] will be delineated. The numerical 

technique employed in that investigation stems from Tryggvason’s original finite 

difference/front tracking method developed for 2D and 3D isothermal multifluid flows 

[67-69].  

 

3.2.1 Mathematical Formulation 

This level contour reconstruction technique is a simplified front tracking method 

that eliminates logical connectivity and hence alleviate the associated algorithmic burden, 

while retaining the advantages and accuracy of explicit Lagrangian surface tracking. An 

essential advantage of this method is its ability to automatically and naturally handle 

interface merging and breakup in three-dimensional flows. The elements are meshed on a 

level contour of an indicator function. This characteristic indicator function is a 

Heaviside function which takes the value of unity in one fluid and zero in the other fluid. 

The operations of element addition, deletion and reconnection are carried out 

simultaneously in one step and without resorting to bookkeeping or element connectivity. 

Furthermore, once the elements are meshed, element areas and interface normals are 

automatically defined and thus surface tension forces are directly computed on the 

interface elements. This approach leads to the computation of as much of the interfacial 

physics as possible directly on the interface before providing this information to the 

stationary grid. 
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One set of transport equations valid for both fluids is used. Delta-function source 

terms, which act only at the interface, are used in the local single field formulation in 

order to incorporate the effect of the interface. The bulk fluids are assumed to be 

incompressible and thus the material properties are specified as constant, but not 

generally equal for both fluids. An indicator Heaviside function I(x,t) is employed to 

define the material property fields for the entire domain. The local values of the material 

property field can then be given by 

( ) ( ) ( )tIt ,, xx 121 αααα −+=      (3.36) 

where the subscripts 1 and 2 refer to the respective fluids, and α stands for either the 

density ρ or the dynamic viscosity μ. The indicator function I(x,t) is found by solving the 

Poisson equation 

   ( )
( )
∫ −⋅∇=∇

tΓ
fI dsδ2 xxn      (3.37) 

where 

  n = unit normal to the interface 

   xf = x(s,t) = parameterization of the interface Г(t) 

δ(x-xf) = three-dimensional delta function that is nonzero only when x = xf 

The interface is advected in a Lagrangian fashion by integrating: 

   nVn
x

⋅=⋅
dt

d f       (3.38) 

where 

   V = uf = u(xf) = the interface velocity vector  
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In the absence of phase change, the interface velocity will be equal to the fluid 

velocity at the interface. On the other hand, when phase change takes place, the interface 

velocity components in dimensional form are given by: 

   nu
x

L
L ρ

ff m
dt

d ′′
+=

!~
~

      (3.39)  

where 

   Lu~ = heavier fluid (liquid) velocity at the interface 

   ρL = liquid density       

   fm ′′! = mass flux from the gas to the liquid at the interface 

            (positive for condensation and negative for evaporation) 

Only the normal component of the interface motion is determined by the physics. 

The tangential motion is not; the interface and fluid at the interface are assumed to  have 

the same tangential velocity component. 

The momentum equation is written for the entire flow field and the forces due to 

surface tension are accounted for at the interface as body forces, which act only at the 

interface. In order to simulate the confined wall Rayleigh-Taylor instability with 

evaporation and condensation, mass exchange at the interface is parametrically accounted 

for, thereby eliminating the need to solve the energy equation. A single non-dimensional 

momentum equation can then be solved for both fluids. More importantly, by 

parametrically accounting for mass exchange at the interface, all the relevant physical 

phenomena can be addressed without restriction to specific target output spectra, chamber 

design, or fluid properties. Therefore, the dominant non-isothermal effects, i.e. 

evaporation and condensation at the interface, are analyzed by introducing a 
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parametrically specified interfacial mass flux fm ′′! as a source term in the conservation of 

mass and interface advection.      

In non-dimensionalizing the governing equations and boundary conditions, the 

following scales are defined: 

1- the length scale l = (σ/[g(ρL-ρG)])1/2, 

2- the velocity scale Uo = (gl)1/2, 

3- the pressure scale Po = ρLUo
2, and 

4- the time scale to = l/Uo 

Here, the subscript “L” refers to the film liquid injected through the bounding porous 

wall (heavy fluid), while the subscript “G” refers to the low pressure gas (vacuum) within 

the reactor cavity (light fluid). Hence, the governing non-dimensional momentum 

equation in conservative form can be expressed as: 

( ) ( ) ( )∫ −+∇+∇⋅∇++−∇=⋅∇+
∂

∂ +++
+

A
f dA

Re
p

t
xxnuuguuu δκµρρρ

We
11 T (3.40) 

where 
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G       (3.41) 
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In this formulation, P is the pressure, g is the gravitational acceleration, σ is the 

surface tension coefficient, and κ is twice the mean interface curvature. The integral 

source term in equation (3.40) accounts for surface tension effects at the interface. The 

surface tension coefficient is assumed to be constant and thus, without loss of generality, 

the tangential variations in σ along the interface are ignored. Also, the light fluid (IFE 

chamber cavity gas) is assumed to be inviscid, so that the viscosity ratio defined in 

equation (3.41) is equal to zero. The selected definitions for the length and velocity scales 

make the Weber number We a function of only the density ratio as defined in equation 

(3.44); a density ratio of 20 corresponds to a Weber number of 1.05, while an infinite 

density ratio corresponds to a Weber number of unity. Values of the length, velocity, and 

time scales, along with the Reynolds number for different candidate fluids at different 

temperatures are given in Table 3.1. 

By including condensation and evaporation as a source term at the interface, the 

non-dimensional conservation of mass equation can be rewritten as: 

   ( )
( ) ( )∫ −

+
−+∇⋅=⋅∇ +++

A
ff dAmu xxu δ

ρ
ρρρ !

1
12

*

*

  (3.45) 

where 

   +
fm! = non-dimensional mass flux scaled by ρLUo  

 

Table 3.1  Values of the scaling length, velocity, and time, along with the Reynolds 
number for various candidate coolants [79-82]. 

 
Water, H2O Lead, Pb Lithium, Li Flibe, LiF-BeF2 T (K) 293 323 700 800 523 723 773 873 973 

l (mm) 2.73 2.65 2.14 2.12 8.25 7.99 3.35 3.22 3.17 
Uo (mm/s) 163.5 161.2 144.7 144.2 284.4 280 181.4 177.8 176.4 

to (ms) 16.7 16.4 14.8 14.7 29 28.6 18.5 18.1 18 
Re 445 771.2 1618 1831 1546 1775 81.8 130.8 195.3 
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3.2.2 Interface Tracking and Reconstruction 

The original front tracking method is based on constructing two grids. One of the 

grids is a stationary finite difference mesh while the other grid is a discretized interface 

mesh employed to explicitly track the moving interface. The discretized interface is 

defined by Lagrangian computational points connected to form a two-dimensional 

surface for 3D geometries and a one-dimensional line for 2D geometries. This concept 

has been used in several numerical investigations, including: Sheth and Pozrikidis [83], 

Popinet and Zaleski [84], and Torres and Brackbill [85]. Figure 3.3 illustrates the two 

grids used in the standard concept of the front tracking method. 

 

 

Figure 3.3  The Eulerian and Lagrangian grids utilized in the front tracking method. 

 

In the original implementation of the front tracking method, the basic structural 

unit for a three-dimensional geometry is a triangular interface element consisting of three 

interface points. A line segment consisting of two adjacent points is used in two-
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dimensional geometries. The interface elements are connected with each other such that 

each element keeps track of its nearest neighbor elements. The tracking of element 

neighbor connectivity is implemented in two-dimensional solutions by using linked lists. 

Interface elements must be added or deleted to maintain regularity while the interface 

moves and deforms. In the case of merging or breakup, interface elements are relinked to 

produce a change in topology.  

The front tracking method used in this thesis relies on a novel implementation 

developed by Shin, Juric and Abdel-Khalik [39-42]. In this implementation, an interface 

reconstruction procedure is designed to eliminate the need for element connectivity while 

accurately defining interface geometry (normals and curvature) and automatically 

providing for element addition/deletion to effect topology change. There are two separate 

representations of the interface position: 1) the indicator function with a 0.5 contour level 

and 2) the explicitly tracked interface elements. Therefore, starting with interface 

elements, this technique solves the Poisson equation (3.37) for the indicator function. On 

the other hand, beginning with a given indicator function field we can deposit a set of 

interface elements on the 0.5 contour level. 

In two-dimensional analysis, a temporal procedure is carried out. At the end of a 

time step, the tracked interface elements in the solution of equation (3.37) can be utilized 

to calculate the indicator function I at each grid point. The interface elements are then 

discarded and new ones are developed by tracing a contour level across each grid cell at 

the value of If = 0.5 using linear interpolation. Hence, one new interface element is 

constructed by the two endpoints of the contour line as depicted in Figure 3.4(a). 

Neighboring elements from adjacent cells must have the same endpoint locations because 
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linear interpolation is used. This will allow elements to always be connected since 

interface points that coexist at the same spatial location will have the same velocity. 

Therefore, neighboring interface elements are automatically linked and the need for 

explicit tracking of adjacent element connectivity is eliminated. In order for the interface 

elements to be properly oriented, the element normals must point toward the inside of the 

volume enclosed by the moving surface. This orientation procedure is carried out cell by 

cell such that the maximum cell indicator function lies to the right of the element tangent 

drawn from node 1 to node 2 as presented in Figure 3.4(b). 

 

 

 

(a)      (b) 
 

Figure 3.4  Interface reconstruction and orientation: (a) Linear approximation of the If = 
0.5 contour in each grid cell, and (b) Element orientation conducted such that the 

maximum cell indicator function value is located to the right of the element tangent 
traced from node 1 to node 2. 

 

The reconstruction step has obviated the need to add or delete elements 

individually. Thus, the method accounts for topology change naturally in a process 
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similar to using the distance function as carried out by the level set method [86, 87]. The 

frequency of the reconstruction can be prescribed as a multiple of the solution time step.  

The level contour reconstruction procedure delineated above in solving two-

dimensional models is extended to include three-dimensional solutions. In three-

dimensional analysis, the reconstruction process is applied to the 6 faces of a rectangular 

parallelepiped (grid cell) as shown in Figure 3.5. Elements are formed by connecting 

individual line segments constructed on the If = 0.5 contour level. At the 6 cell faces at 

least 3 and at most 6 line segments can be constructed. A triangular element is formed by 

connecting 3 line segments while a polygon is constructed from 4, 5 or 6 line segments. 

In the case of a polygon, triangular elements are segmented from the centroid. 

 

 

Figure 3.5  Three-dimensional representation of the level contour reconstruction method. 
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the interface. At very low grid resolution calculations, the linear reconstruction using If = 

      

If = 0.5 

If = 0.5 

Front Face 

Top Face 

Rectangular Parallelepiped 
Grid Cell 

Triangular Interface Element 

If = 0.5 

Side Face 



 43 

0.5 provides an inaccurate approximation of the exact surface contour. Mass 

redistribution or loss between two different size surfaces can occur using a constant If 

value. In some computations, the reconstruction step produces an interface which 

underestimates the actual tracked interface as presented in Figure 3.6. Therefore, in order 

to improve the reconstruction process, an optimum If value is defined based on the 

equality between the volume enclosed by the new surface and the volume before 

reconstruction. An analogous procedure would be in calculating the area of a discretized 

circle by using two-point Gauss quadrature versus trapezoidal rule integration. The 

optimum value for If reaches a value of nearly 0.5 as the computation resolution is 

increased. 

 

 

 

 

 

 

Figure 3.6  Representation for the optimum value of the indicator function If. 

 

In the modified reconstruction procedure, several If values are obtained 

throughout the computation space at any surface element point. This localized indicator 

function value is then used to reconstruct the element at the cell which may have more 

than one element. Each computation cell is influenced by several elements Ip,i with 

different areas dsi as shown in Figure 3.7. At that location, the optimum value for the 
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indictor function Iopt(i,j) which is used to reconstruct the surface in that cell is expressed 

as: 

   ( )
∑

∑=
i

iip
opt ds

dsI
jiI ,,        (4.46) 

Element merging and break up as in droplet detachment is carried out by utilizing 

a weighted value for Iopt rather than using the interpolated Ip,i value discussed in the 

previous paragraph. In the case of spike necking , two adjacent surfaces approach each 

other and the distance between them dl is less than a specific value. In order for droplet 

detachment to occur, a value of Iopt = 1 is used for breaking while a value of Iopt = 0.5 is 

used in the case of connecting two surfaces. Figure 3.8 illustrates the detachment and 

merging procedure. 

    

 

 
 
 
 
 
 
 

   

 

 

(a)     (b) 

Figure 3.7  The localized optimum indicator function value Iopt used in the reconstruction 
method: (a) The indicator function value is interpolated at each element and then 
distributed to the adjacent cell centers , and (b) The area averaged value of Iopt is 

influenced by several elements. 
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Figure 3.8  Detachment and merging of two adjacent interfaces  

based on the values of dl and Iopt.  
 

3.2.3 Interface Advection 

Interface advection with finite phase change expressed in equation (3.39) can be 

non-dimensionalized as: 

   nu
x ++= f

f m
dt

d
!L       (3.47) 

The non-dimensional mass flux +
fm!  disappears for surfaces that do not undergo phase 

change. In this case, the interface follows the fluid velocity. 

 

3.2.4 Transfer of Information between the Lagrangian Interface and Eulerian Grid 

Information is transferred between the moving interface and the fixed grid using 

the immersed boundary method. This method accounts for the situation when the 

Eulerian grid points xij do not coincide with the Lagrangian interface points xp. A smooth 

distribution function is utilized in spreading sources at the interface over several grid 

points adjacent to the interface. Interpolation of the field variables from the fixed 
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Eulerian grid to the moving interface is also carried out by using the same distribution 

function. At a specific interface point xp = (xp,yp), a distribution function is expressed as: 

  ( ) ( ) ( )
yx

ypxp
pij hh

jhyihx −−
=

δδ
D x      (3.48) 
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This distribution function Dij is used to approximate the Dirac function in the 

source term integrals which are part of the governing equations (3.37) and (3.40). The 

source terms can be expressed in general form as: 

  ( )
( )
∫ −=Φ

tΓ
f dsxxφδ        (3.51) 

This general form of the source terms can be discretized with the discrete 

interface sources φp distributed to the stationary grid and the discrete field variables Rij 

interpolated to the moving interface. 

  ( )∑ ∆=Φ
p

pijpij sxDφ        (3.52) 

  ( )∑=
ij

pijijyxp hh xDRR       (3.53)  

where   

Δs = the element length in 2D or element area in 3D computations 
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The formulation of Dij presented above is extended to three-dimensions to carry out 3D 

computations. 

In the Poisson equation (3.37), the normal and area ds are readily defined for each 

element as presented in Figure 3.9. The source term is then distributed by using the 

immersed boundary method discussed above. Another source term for surface tension 

appears in the momentum equation (3.40). The conservative approach provided by 

Tryggvason et al. [88] is utilized to compute the surface tension source term. In two-

dimensional computations, the force on a segment of the front is expressed as: 

  ∫
∆

=
s

e sF δdnσκδ        (3.54) 

The Frenet relation dsdtn =κ  is then used to rewrite equation (3.54) as: 

  ( )∫ −=
∂
∂=

B

A ABe s
s

F ttt σσδ d       (3.55) 

where 

  σ = surface tension coefficient 

  κ = twice the mean interface curvature 

  t = a vector tangent to the edge of the element 

  n = a vector normal to the surface 

Since the tangent at each element is known, the force is applied at the end points 

of each element. The resultant force at each endpoint is directed inward. Thus, the total 

force on any closed surface in a two-dimensional model analysis is zero because the 

forces on the two endpoints of every element exactly cancel. This process provides a 

conservation property avoiding a fictitious net force on an interface due to the possible 

accumulation of errors in the surface tension computation while marching in time. 
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Figure 3.9  Definition of the normal vector n and area ds for each element as utilized in 
the Poisson equation (3.37).  

 
 

 The surface tension computation described above is extended to three-

dimensional analysis in which the surface tension force on a surface element is defined 

as: 

  ∫ ×=
S

e sF dntσδ        (3.56) 

Equation (3.56) is then discretized and applied to each triangular surface element 

in the three-dimensional model construction numerical grid. In this numerical 

computation approach, the element normal and tangent is provided to each of the three 

edges of the triangular grid element. The surface tension force is then applied at the 

middle of each edge with the resultant force at each edge of the triangular element 

pointing inward. Figure 3.10 illustrates the three-dimensional conservative surface 

tension applied to a triangular element. Based on this approach, the total surface force is 

locally and globally conservative. This is due to the fact that whether the analysis is 

carried out for two-dimensional or three-dimensional numerical models, the total surface 

tension force on a closed surface will vanish. 
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Figure 3.10  The three-dimensional surface tension force on each side of the triangular 
element is in the direction of nt × leading to a conservative resultant force.  

 

 3.2.5 Finite Difference Technique   

The fluid variables u and P are computed by employing a projection method (see, 

for example, Chorin [89], and Juric and Tryggvason [90]) using a first order forward 

Euler time integration. Using the projection method, equations (3.40) and (3.45) is 

reduced to a generic form: 
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where w = ρu is the fluid mass flux 

  A = a lumped parameter which includes the advection, diffusion and 

         gravitational terms in equation (3.40) 

  F = the surface integral which includes the surface tension forces  

               in equation (3.40) 

R = the right side of equation (3.45) 
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The momentum equation is then split into two parts based on Chorin’s projection 

method [89]. Thus, equation (3.57) is divided into: 

  1++=
∆
− nn

n

t
FAww~        (3.59) 

  P
t h

n

−∇=
∆

−+ ww ~1

       (3.60) 

where w~ = the fluid mass flux obtained by deleting the effect of pressure 

Equation (3.59) is used to obtain the fluid mass flux w~ while the pressure is 

attained by using equation (3.58) and applying the divergence of equation (3.60). A 

standard fast Poisson solver is then utilized to solve for P in the following equation: 

  
t

RP
n

∆
−⋅∇=∇

+1
2 w~        (3.61) 

Employing the fluid mass flux w~ and the pressure P obtained by solving equations 

(3.59) and (3.61), the mass flux 1+nw~ at the next time step is found using equation (3.60). 

The updated velocity 1+nu is then found as follows: 

  1

1
1

+

+
+ = n

n
n

ρ
wu         (3.62) 

For the spatial discretization, the staggered mesh marker and cell (MAC) method 

of Harlow and Welch [91] is used. The (x, y, z) components of velocity are located at the 

faces while the pressure and indicator function are located at the cell centers. All spatial 

derivatives are approximated by standard second-order centered differences. A simple 

first-order upwind scheme is used for the convective term in the momentum equation. 

Figures 3.11 and 3.12 illustrate the spatial discretization and staggered mesh used in the 

numerical analysis. 
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(a)     (b) 
Figure 3.11  Staggered grid utilized for the spatial discretization: (a) two-

dimensional, and (b) three-dimensional. 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.12  Staggered grid for 44 ×  computational domain. 
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3.2.6 Geometry and Boundary Conditions 

The calculation geometry and boundary conditions used to model horizontal, 

downward facing surfaces with liquid injection through the wall surface is depicted in 

Figure 3.13. This corresponds to the uppermost point in the reactor cavity inner surface. 

Liquid is injected at a specified normal velocity at the upper solid boundary, while an 

open boundary condition is used at the bottom surface.   

For cases where the surface is inclined at an angle θ with respect to the horizontal, 

the computation geometry and boundary conditions are modified. The initial surface 

consists of one peak perturbation on one side of the calculation domain and the other side 

is flat without any disturbance as shown in Figure 3.14. This inclined case models sectors 

near the uppermost point in the reactor cavity inner surface. As in the horizontal case, no 

slip conditions with transpiration are applied on the upper boundary, while the bottom 

surface represents an open boundary condition. Rather than using periodic boundary 

conditions in the horizontal directions, Neumann conditions for velocity and hydrostatic 

pressure gradients are applied along the x and y directions. 

 

 

 
 
 
 
 
 
 
 
 
 

Figure 3.13  Initial surface configuration and boundary conditions used to model 
horizontal downward-facing surfaces with liquid injection through the wall surface. 
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Figure 3.14  Initial surface configuration and boundary conditions utilized in modeling 
inclined downward-facing surfaces with liquid injection through the bounding wall 

surface. 
 

3.2.7 Determination of Field Variables 

The data extracted by conducting the numerical runs consist of several sequences 

showing how the surface evolves from the initially perturbed interface to the fully 

developed spike penetrating through the lighter fluid and necking to form droplets that 

detach at the pinch off point. The growth patterns and the sequences are processed and 

analyzed to calculate several field parameters, including: the frequency of liquid droplet 

formation and detachment, the volume and size of detached droplets, and the time history 

of the penetration depth for the developing spikes. Figure 3.15 depicts the triangular grid 

elements utilized in the Rayleigh-Taylor instability numerical simulation at pinch off or 

detachment for horizontal and inclined bounding surfaces with transpiration through the 

boundary. 
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(a)     (b) 

Figure 3.15  Configuration of the grid elements for the bounded Rayleigh-Taylor 
instability numerical simulation at detachment utilized in modeling inclined downward-
facing surfaces with liquid injection through the wall surface: (a) horizontal bounding 

surface, and (b) inclined bounding surface (θ = 2.5˚). 
 
 

The detachment time was calculated by following the evolution of the surface to 

the pinch-off point where droplet formation transpires. The detached droplet was then 

isolated in order to determine the liquid volume enclosed by the constructed surface. This 

computed numerical volume is utilized in obtaining an equivalent droplet diameter based 

on the definition of the standard sphere volume ( )( )3
numericalequivalent 6Volume π=D . In 

order to trace the time history of the penetration depth, the maximum vertical distance 

from the plate surface to the lowermost tip point of the developing spike or the detached 

droplet is stored in a temporal array. These numerical computations for the field variables 

were carried out for all the numerical runs utilized in simulating the confined Rayleigh-

Bounding wall with transpiration Bounding wall with transpiration 

g g 
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Taylor instability with liquid transpiration through horizontal and inclined bounding 

surfaces.    
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CHAPTER 4 
 

EXPERIMENTAL INVESTIGATION 
 
 
 
 

In order to attain a more comprehensive understanding of the thin liquid film 

protection scheme, an experiment has been designed to investigate the critical issues 

associated with this concept. This chapter provides a detailed description of the 

experimental test facility, the instrumentation, the data acquisition system and the 

analysis techniques. 

 

4.1 Experimental Test Facility 

This section details the essential components of the experimental test facility 

utilized to carry out the experimental investigation. The following paragraphs include a 

discussion of the experimental apparatus, the test section and the experimental procedure 

used to investigate various design and operational parameters. 

 

4.1.1 Experimental Setup and Test Section  

A recirculating experimental test facility is designed and constructed to study the 

hydrodynamics of thin liquid films injected through downward-facing porous walls. The 

flow is started by forcing the working fluid through flexible tubing up from a reservoir 

into a constant-head supply tank using a sump pump placed in the reservoir. The 

constant-head tank is placed at different heights above the test section to obtain a range of 

inlet pressures, i.e. flow rates, and hence transpiration velocities. The fluid from the 
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constant-head tank is allowed to flow continuously through a porous Type 316L stainless 

steel rectangular plate which serves as the test section. The injected liquid forms a thin 

film on the underside of this porous plate; the film then grows downwards and forms 

spikes that “neck” and detach as droplets, which fall into the light fluid (ambient air). The 

droplets ultimately fall into the reservoir, where they are then recirculated back into the 

constant-head tank. Figure 4.1 and Table 4.1 illustrate and list the components of the 

experimental test facility. 

The test section is a porous Type 316L stainless steel rectangular plate (thickness 

~ 1.6 mm) fed by a stainless steel plenum. Plates with different porosities in micron 

grades ranging from 0.2μm to 20μm are used as test sections. The plate dimensions (~12 

× 18 cm) are considerably larger than the characteristic length scale of the flow (see 

Table 3.1) and are therefore expected to adequately model the behavior of the much 

larger surfaces expected in an IFE reactor chamber (radius ~5 m). A rectangular cutout in 

the stainless steel plenum, machined by using wire electro-discharge machining (EDM), 

holds the plate. The porous plate is attached to the plenum with an ultra-strength 

aerospace grade epoxy adhesive (Hysol, LOCTITE E-120HP 29353). A polycarbonate 

plate (thickness ~12.7 mm) is used to cap the plenum by means of forced fit bolting. 

The test liquid supply line from the constant-head tank is connected to the 

stainless steel plenum through an intermediate shutoff valve. In order to provide uniform 

pressure distribution on the inner surface of the porous plate, baffles are installed 

underneath the supply inlet in the plenum cap. Different supply tank levels are used to 

produce wide ranges of injection velocity and film thickness. The film thickness and 

injection velocity may be independently varied by using plates with different porosities. 
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Figure 4.1  Experimental setup (top) and closeup of test section (bottom). 
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Table 4.1  List of numbered hardware components in the experimental setup. 
 

Number Description Manufacturer Model 
1 Constant-head supply tank w/var. height In house construction - 
2 Perforated tube In house construction - 
3 Shutoff valve - - 
4 Test section porous plate, 316L SS Mott Industrial 1100-W-L-T-μGrade 
5 Sump pump Little Giant  4E-34NR 
6 Sub-micron filter Gelman Sciences 960822 
7 Fast stirrer Fisher Scientific SL600 
8 Unistrut frame In house construction - 
9 Air relief valve  - - 

10 Baffles In house construction - 
11 Porous plate plenum In house construction - 
12 Draining valve - - 

  

4.1.2 Experimental Procedure and Design Parameters  

System preparation and control procedures were conducted prior to each 

experiment in order to provide different experimental setups and flow configurations. 

Several experimental runs were carried out to assess and determine the effect of different 

design and operational parameters (liquid injection velocity, film thickness, inclination 

angle, and liquid properties) on the liquid film stability between target explosions. 

A range of liquid injection velocities through the porous plate were obtained by 

varying the constant-head tank levels leading to different inlet pressures, and thus flow 

rates. Figure 4.2 depicts the hydraulic head variation procedure used in providing 

different transpiration velocities. For a given constant-head tank level and porous plate 

grade, the average injection velocity through the plate was determined by collecting the 

injected fluid during a specified period of time. In order for a continuous liquid film to 

develop forming spikes from which droplets detach, liquid injection velocities of 0.9-2.1 

mm/s were utilized in the experimental runs as listed in Table 4.2.  The testing facility is 

designed to reach higher injection velocities; however, the developed liquid film forms 

continuous columns that do not neck or detach as droplets at injection velocities higher 
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than 2.1 mm/s. On the lower end of the injection velocity range (win << 0.9 mm/s), a 

discontinuous liquid film develops and droplets are separated by dry spots. Figure 4.3 

shows the two limiting cases of continuous columns and dry spots. An alternative 

approach to independently vary the liquid film thickness and injection velocities was 

carried out by utilizing plates with different porosities in micron grades ranging from 

0.2μm to 20μm representing a solid volume percentage of 80% to 55%. 

 

 

Figure 4.2  Hydraulic head variation procedure utilized in adjusting the transpiration 
velocity win. 

 
 

 

 

 

 
 (a)           (b) 

Figure 4.3  Limiting conditions for the transpiration velocity win: (a) continuous liquid 
columns for win > 2.1 mm/s, and (b) dry spots for win < 0.9 mm/s. 
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Table 4.2  Liquid mass flow rates and injection velocities for different experimental runs, 
including: water (W) and 20% glycerol (G) as working fluids. 

   
Time, [sec] MW0.9, 

[kg] 
MG0.9, 
[kg] 

MW1.4, 
[kg] 

MW1.7, 
[kg] 

MG1.7, 
[kg] 

MW1.9, 
[kg] 

MW2.1, 
[kg] 

5 0.120 0.128 0.208 0.222 0.284 0.247 0.249 
10 0.226 0.289 0.304 0.400 0.467 0.488 0.548 
15 0.378 0.394 0.548 0.682 0.698 0.762 0.849 
20 0.482 0.486 0.750 0.900 0.904 1.011 1.105 
25 0.592 0.587 0.900 1.133 1.149 1.324 1.398 
30 0.711 0.798 1.131 1.359 1.354 1.487 1.642 
35 0.814 0.844 1.308 1.580 1.598 1.714 1.989 
40 0.972 0.948 1.509 1.802 1.799 1.971 2.288 
45 1.020 1.049 1.622 2.082 2.089 2.224 2.499 
50 1.177 1.102 1.883 2.244 2.279 2.479 2.782 

avm! , [kg/s] 0.024 0.025 0.037 0.045 0.047 0.049 0.055 

avV! , [mm3/s] 23747 23719 36919 44763 44795 50023 55330 

avinw , , [mm/s] 0.903 0.902 1.404 1.702 1.703 1.902 2.104 
 

The stability and evolution of the liquid film on downward facing surfaces with 

liquid injection through the boundary were studied on horizontal and finite inclination 

surfaces. These experimental runs correspond to the uppermost point and adjacent sectors 

in the IFE reactor cavity inner surface. Figure 4.4 illustrates the test section configuration 

for the inclined case study. Inclination angles of 0◦ and 2.5◦ were utilized to investigate 

the effect of shear stress and liquid film drift on the stability and detachment response. In 

order to accurately tilt the test section to the required angle of inclination θy, an electronic 

level was employed to measure the inclination angle directly on the plate. The angle 

measurement resolution is 0.1◦. An inclination angle of 2.5◦ emerged as a limiting 

condition since higher angles of inclination produced high liquid film velocities on the 

downward facing surface which caused the film to flow along the entire test section 

length without droplet detachment as shown in Figure 4.5. 
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Figure 4.4  Experimental test section setup for an inclined downward facing surface with 
transpiration through the boundary. 

 
 

 

 

 

 

 

(a)      (b) 

Figure 4.5  Thin liquid film development on inclined surfaces with an angle of inclination 
5◦: (a) side view of the inclined surface, (b) bottom view of the inclined surface.    
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number value which is approximately 50% of that for pure water, a concentration of 20% 

glycerol was used in the aqueous solution. Table 4.3 lists values of the scaling parameters 

and Reynolds numbers for the working fluids. The surface tension coefficient values used 

to determine the scaling parameters were obtained from the literature on the properties of 

the working fluids [79-82]. These working fluids were selected in the experimental and 

numerical runs such that the Reynolds numbers for water and 20% glycerol at room 

temperature (T ~293 K) fall within the range of interest for most IFE reactor coolants (see 

Table 3.1). Hence, this selection of working fluids renders the experimental and 

numerical investigations applicable to the thin liquid film shielding scheme in IFE 

reactors. Two type-T thermocouples were utilized in the experiment to measure the 

working fluid temperature. The fluid properties were determined based on the measured 

temperature. One thermocouple was mounted in the center of the upper constant-head 

tank before entrance to the test section plenum while the other thermocouple was placed 

inside the reservoir. These thermocouples were calibrated using a platinum resistance 

thermometer RTD (OMEGA PRP-2) to provide a reference scale utilized in developing a 

calibration equation. The calibration process and data for the calibrated thermocouple 

mounted in the constant-head tank are presented in Figures 4.6 and 4.7. 

 

Table 4.3  Values of the scaling length, velocity, and time, along with the Reynolds 
number for various working fluids. 

 
Water, H2O 20% Glycerol  T (K) 293 323 293 323 

l (mm) 2.73 2.65 2.62 2.56 
Uo (mm/s) 163.5 161.2 160.5 158.6 

to (ms) 16.7 16.4 16.4 16.2 
Re 445 771.2 250 777.8 

 



 64 

 

Figure 4.6  Thermocouple and RTD calibration procedure carried out prior to temperature 
measurement.   
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Figure 4.7  Calibration curve for the thermocouple mounted in the center of the upper 
constant-head tank. 
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4.2 Instrumentation and Data Acquisition System 

The experimental test facility is instrumented with a set of equipment in order to 

determine and measure several design variables such as the instantaneous liquid film 

thickness. The objective is to interrogate the test section and carry out the required 

measurements without disturbing or intruding upon the developed thin liquid film. Image 

capture and analysis supported by a computer interface is utilized to extract different field 

parameters from the perturbed thin liquid film developing on the underside of the plate. 

 

4.2.1 Measurement of Liquid Film Thickness  

Precise measurement of the thickness of the “unperturbed” liquid film is 

necessary to provide an accurate comparison with the numerical model predictions 

obtained by utilizing the front tracking technique detailed in Chapter 3. In order to 

monitor and measure the liquid film thickness, a non-intrusive technique based on a laser 

displacement measurement was employed. This measurement was carried out using a 

laser system manufactured by Keyence (LT-8110). The LT calculates displacement from 

the focal point that transmits the maximum quantity of light. The non-contact laser 

measurement principle is detailed in the following steps: 

1- A 20 μW laser beam operated at 670 nm wavelength is focused on the target liquid 

film surface through a lens that is vibrated by a tuning fork. To measure nominal 

film thickness, the laser beam is focused upon a smooth spot on the film free 

surface (i.e. away from spikes or droplets), 

2- The laser beam is reflected off the target liquid film surface and back into the sensor 

and is redirected by means of half-mirrors to converge precisely on a pinhole over a 
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light-receiving element. A detection signal is generated when the lens is precisely 

positioned for maximum light reception, and 

3- The sensor detects and determines the tuning fork’s exact position when the laser 

beam focuses on the target liquid film surface. The distance to the target liquid film 

surface is then calculated. The measurement resolution is 0.2 μm.  

These stages are preceded by a calibration step where the laser beam was focused 

on the dry plate surface to give an absolute position reference. Figure 4.8 traces the 

optical path of the laser beam. 

 

 

 

Figure 4.8  Optical path for the laser beam involved in the non-intrusive experimental 
measurement of the unperturbed liquid film thickness. 

 

The liquid film thickness measurement was conducted for horizontal and inclined 

test sections. In the horizontal setup, the laser sensor head was mounted under the 

developing liquid film and near the center of the rectangular porous plate. For every 
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experimental run, 100 consecutive equally spaced measurements were acquired over 10 

seconds. The instrumentation and data acquisition system used for the horizontal 

configuration are depicted and listed in Figure 4.9 and Table 4.4.  

 
Figure 4.9  Experimental instrumentation and data acquisition system  

for the horizontal plate setup. 
 

Table 4.4  Listing of instrumentation used in conjunction with the experimental setup. 

Label Description Manufacturer Model 
A Workstation PC Dell Precision 410  
B CCD camera Pulnix TM-6710 
C Laser camera unit Keyence LT-V201 
D Laser controller Keyence LT-8106 
E Laser sensor head Keyence  LT-8110 

 

In the inclined plate setup, the thickness of the advected liquid film increases 

along the length of the plate from the uppermost point to the lowermost edge because of 

the continuous transpiration through the porous plate and the delayed droplet formation 

and detachment. The flow starts at the top edge of the inclined plate with a fluid motion 
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that is highly ordered with identifiable streamlines along which impending droplets drift. 

Fluid fluctuations at the liquid-gas interface then begin to develop in a transition wavy 

region which is characterized by the formation of spikes and detachment of droplets. The 

fluid film drifting towards the lower edge of the bounding plate eventually becomes 

completely turbulent in the sense that it is dominated by chaotic mixing, competing 

bubbles, impacting droplets and random movement of relatively large parcels of fluid. 

Figure 4.10 illustrates the Rayleigh-Taylor instability spatiotemporal sequence for an 

inclined plate configuration. 

 

 
 
 
 
 
 
 
          (a)             (b)      (c) 

Figure 4.10  Schematic illustration of the Rayleigh-Taylor instability sequence  
for an inclined plate: (a) streamlined flow, (b) wavy rippling flow, and (c) flow 

dominated by spike formation and droplet detachment. 
 

In order to accurately characterize and measure the spatiotemporally varying 

thickness of the liquid film in the inclined configuration, four equally spaced 

measurements were conducted along the centerline of the bounding rectangular plate in 

the flow direction. The first measurement was taken 20 mm from the top edge of the plate 

and then the next three measurements were conducted 10 mm away from the previous 

measurement location. The positions of the laser sensor head were juxtaposed in a 

stepped motion maintaining a constant vertical distance from the plate as depicted in 
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Figure 4.11. At each of the four selected positions, 100 consecutive liquid film thickness 

measurements were obtained over 10 sec equally incremented by 0.1 sec. This procedure 

was carried out for each experimental run investigating an inclined plate configuration. 

 

 

 
Figure 4.11  Experimental instrumentation and data acquisition system  

for the inclined plate setup. 

 

Reliable and consistent measurement of the varying liquid film thickness for the 

horizontal and inclined configurations depends on the stability of the laser sensor head. 

The positioning and aligning of the laser sensor head were carried out accurately using a 

four degree of freedom positioning system mounted on the test facility frame. This 

aligning system was utilized to tune the position of the laser sensor head by allowing 

three linear motions in x, y and z directions as well as one angular motion θx around the 

x-axis. Figure 4.12 illustrates the mounting and aligning of the laser sensor head using an 

assembled multislide positioning system.  
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Figure 4.12  Multislide positioning and aligning system utilized in mounting the laser 
sensor head. 

 

As indicated previously, the laser beam was focused upon a smooth spot on the 

perturbed liquid film free surface away from spikes or droplets in order to measure the 

nominal liquid film thickness accurately. This essential positioning requirement was 

achieved using the multislide aligning system. By following this procedure, the laser-

emitting/-receiving surface was maintained dry by avoiding the working fluid developing 

spikes and impacting droplets, and thus preventing possible beam refraction which may 

cause an artifact in the monitored optical focal point leading to liquid film thickness 

measurement errors. Figure 4.13 illustrates the non-intrusive liquid film thickness 
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measurement for a specific experimental run carried out for a horizontal downward 

facing bounding plate configuration. 

 

 
 

Figure 4.13  Experimental measurement of the unperturbed liquid film thickness utilizing 
a non-intrusive measurement technique. 

 

4.2.2 Image Capturing and Computer Interface  

The droplet formation and detachment were imaged over time using a progressive 

scanning high speed digital output charge-coupled device CCD camera (Pulnix TM-

6710). The signal from the CCD camera is sent to a computer framegrabber card (the 

Road Runner Camera Link board R3-PCI-CL-23-L manufactured by BitFlow Inc.) 

installed in a PC (DELL Precision 410). Different scanning modes are provided by the 

CCD camera. The experimental runs were carried out utilizing a non-interlace quad speed 
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scanning mode. The framing rate is 120 Hz with an exposure time of 8.33 ms and 648 × 

484 spatial resolution. The images were captured sequentially and saved to disk in JPG 

format. The frequency of liquid droplet formation, the size of detached droplets, and the 

time history of the penetration depth were extracted from the set of saved images for each 

conducted experimental run. 

 
4.3 Image Processing and Data Analysis 

The data extracted by carrying out the experimental runs consist of several sets of 

temporal sequential images from the initially perturbed interface to the fully developed 

spike penetrating through the lighter fluid and necking to form droplets that detach at the 

pinch off point. These images were saved in JPG format, processed and analyzed using 

an edge identification and detection technique in order to measure a myriad of flow field 

parameters, including: the frequency of liquid droplet formation and detachment, the size 

of detached droplets, the time history of the penetration depth for the developing spikes, 

and the wave number of the perturbed liquid-gas interface. These experimentally 

measured field variables are then utilized in the validation of and comparison with the 

numerical model results attained using the level contour reconstruction front tracking 

technique detailed in chapter 3.  

 

4.3.1 Determination of Defining Edges  

In order to detect the defining edges in each captured image, the sequential 

images were loaded into MATLAB as a set of intensity images. Then, an image 

processing code was developed in order to convert the intensity images into edge 

detected contours. Figures 4.14 and 4.15 depict the image acquisition and processing of 
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the formation of spikes and droplets from developing liquid films on horizontal and 

inclined bounding surfaces, respectively.    

 

 

 

 

 

 

 

 

 

 

 

 

(a)  (b) 

Figure 4.14  Image acquisition and processing of developing spikes and detaching 
droplets from perturbed thin liquid films on horizontal downward facing  

surfaces: (a) original intensity image, (b) detected edge image.    
 

Each intensity image was supplied as an input to the developed code and a binary 

image of the same size was produced as an output. The binary image consists of values of 

unity where edges are found and values of zero elsewhere in the image domain. The 

edges were found by using the local maxima of the gradients in the intensity image. The 

gradients were calculated using the derivative of a Gaussian filter. The required flow field 

parameters were then extracted from the detected edge images. 
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(a)    (b) 

Figure 4.15  Image acquisition and processing of developing spikes and detaching 
droplets for perturbed thin liquid films on inclined downward facing  

surfaces: (a) original intensity image, (b) detected edge image.    
 

4.3.2 Measurement of Field Parameters  

Each set of detected edge images were analyzed to measure the desired flow field 

variables. The droplet detachment time was measured by tracking the sequential 

evolutions of the contoured edges to the pinch off point where droplets separate from the 

developing spikes. The resolution of these time steps is 8.33 ms as given by the CCD 

camera framing rate of 120 Hz. The detached droplets were then extracted to a confined 

geometrical domain in order to measure an equivalent value of the droplets diameter. As 

illustrated in Figures 4.14 and 4.15, the detaching droplets are not exactly spherical, but 

they can be approximated as prolate spheroids with a major axis (a) and a minor axis (b). 
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The length of these axes was extracted and measured using the sharp detected edges 

defining the droplet surface. An equivalent droplet diameter of a prolate spheroid was 

obtained by equating the droplet geometrical volume to the equivalent volume of a 

standard sphere ( )( )( ) ( )( )( )3
equivalent

2 62234 Dba ππ = . Therefore, by measuring both a 

and b, the equivalent droplet diameter is defined as ( )3 2
equivalent abD = . This formulation 

was utilized and verified experimentally for measuring the diameter of droplets detaching 

from fine mesh screens [48]. The wavelength values defining the perturbed liquid-gas 

interface were also experimentally measured as illustrated in Figure 4.16. 

 

 

 

 

 

 

 

 

 

 

 

 

        (a)                                                                (b) 

Figure 4.16  Schematic illustration of the perturbed liquid-gas interface and the definition 
of the wave length between impending droplet formation sites: (a) three-dimensional 

view, (b) two-dimensional view. 
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A set of images capturing the bottom view of the perturbed liquid-gas interface 

was obtained to measure the defining wave length values. This measurement was carried 

out using the edge detection technique described in section 4.3.1. Two values of the wave 

length λx and λy were measured due to the three-dimensionality of the evolving interface. 

In order to trace the time history of the penetration depth, the maximum vertical distance 

from the plate surface to the lowermost tip point of the developing spike or the detached 

droplet was measured while marching in time. These experimental measurements for the 

flow field variables were carried out for the conducted experimental runs utilized in 

simulating the confined Rayleigh-Taylor instability with liquid transpiration through 

horizontal and inclined bounding surfaces. 
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CHAPTER 5 
 

RESULTS AND DISCUSSION 
 
 
 
 

In this chapter experimental, theoretical and numerical results on the 

characteristic flow field variables for the bounded Rayleigh-Taylor instability with 

injection through the bounding surface are reported. These results are discussed and 

categorized into several sections, including: evolution of liquid film thickness, liquid film 

surface perturbation geometry, liquid droplet formation and detachment time, equivalent 

size for detached droplets, time history of the penetration depth, interface wave length 

and characteristic time scales, and evaporation and condensation effects on bounded 

liquid films. In these sections, the theoretical and numerical predictions are compared 

with the experimental results for a wide range of design parameters (liquid film thickness, 

liquid injection velocity through the boundary, inclination angle, and liquid properties) 

representing horizontal and inclined bounding surface configurations.  

 

5.1 Evolution of the Liquid Film Thickness  

Precise measurement of the thickness of the “unperturbed” liquid film is 

necessary to provide an accurate comparison with the numerical model predictions 

attained by using the front tracking technique detailed in Chapter 3. Thus, a non-contact 

measurement of the liquid film thickness was done using a thickness measurement laser 

system. This system was described in section 4.2 of chapter 4. The liquid film thickness 

measurement was carried out for films developing on horizontal and inclined surfaces. 
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5.1.1 Developing Liquid Films for Horizontal Surfaces 

The experimental runs were carried out using water and glycerol as the working 

fluids. The Reynolds number for water and 20% glycerol at room temperature (T ≈293 K) 

falls within the range of interest for most IFE reactor coolants (see Tables 3.1 and 4.3). 

Each experimental run with a unique combination of test fluid, injection velocity, and 

inclination angle is given a specific letter-number designation in the presented results. In 

a generic run, the letter-number designation is W090, where W refers to the working fluid 

(water), 09 refers to the injection velocity (win = 0.9 mm/s), and the trailing 0 refers to the 

inclination angle (θ = 0◦). Table 5.1 lists the experimental and numerical runs carried out 

for horizontal and inclined bounding surfaces. Runs W090, W0925, W210, and W2125 

are selected as representative samples of these runs to be presented and detailed in this 

chapter while data for the other runs are provided in the appendices.  

 

Table 5.1  Letter-number designation of the conducted experimental and numerical runs 
for horizontal and inclined surfaces. 

 
Experiment 

Runs 
Working Fluid Injection Velocity, w, 

[mm/s] 
Surface Inclination 

Angle, θ 
W090 Water 0.9 0˚ 
G090 20% Glycerol  0.9 0˚ 

W0925 Water 0.9 2.5˚ 
G0925 20% Glycerol  0.9 2.5˚ 
W140 Water 1.4 0˚ 
W1425 Water 1.4 2.5˚ 
W170 Water 1.7 0˚ 
G170 20% Glycerol 1.7 0˚ 

W1725 Water 1.7 2.5˚ 
G1725 20% Glycerol  1.7 2.5˚ 
W190 Water 1.9 0˚ 
W1925 Water 1.9 2.5˚ 
W210 Water 2.1 0˚ 
W2125 Water 2.1 2.5˚ 

 



 79 

In the horizontal surface configuration, the non-intrusive liquid film thickness 

measurements were conducted under the developing liquid film and near the center of the 

rectangular porous plate. In each experimental run, 100 sequential measurements were 

carried out over a time period of 10 seconds equally incremented by 0.1 seconds. The 

dimensional and nondimensional measured mean (ho) and standard deviation (σ) values 

of the unperturbed liquid film thickness are detailed in Table 5.2. These liquid film 

thickness values were nondimensionalized using the Laplace length scale (l) for the 

appropriate working fluid as given by Table 4.3 for water and 20% glycerol at a 

temperature of 293 K. Based on the data presented in Table 5.2, the unperturbed liquid 

film thickness increases by providing a higher injection velocity through the bounding 

plate. For example, a percentage increase in the experimental mean liquid film thickness 

of approximately 28% and 145% is measured when the transpiration velocity of water 

increases from 0.9 mm/s to 1.7 mm/s and 2.1 mm/s, respectively. These higher injection 

velocities were obtained by increasing the head and/or by using higher porosity bounding 

plates. 

Using 20% glycerol (Re = 250 at 293K) as compared to water (Re = 445 at 293K) 

results in an increase in the measured liquid film thickness at the same transpiration 

velocity which requires providing a higher head for the 20% glycerol experimental run. 

This working fluid effect is dominant at higher injection velocities with an increase of 

28% in the experimental mean liquid film thickness at a transpiration velocity of 1.7 

mm/s as compared to an increase of 12% at an injection velocity of 0.9 mm/s. Liquid film 

thickness data obtained using 20% glycerol (Re = 250 at 293 K) provide an essential tool 

to predict the liquid film response when using Flibe (Re = 195.3 at 973K) as a candidate 
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coolant for first wall shielding in IFE reactors. Dimensional and nondimensional results 

showing the evolution of the unperturbed liquid film thickness are shown in Figures 5.1 

and 5.2 for experimental runs W090 and W210. 

 

Table 5.2  Dimensional and nondimensional experimental mean (ho) and standard 
deviation (σ) values of the unperturbed liquid film thickness for the experimental runs 

conducted using horizontal surfaces. 
 

Dimensional Values Nondimensional Values Experiment 
Runs Mean Value, ho [μm] σ [μm] Mean Value, ho

* σ* 

W090 614.3 3.9 0.2252 0.0014 
G090 686.2 32.5 0.2610 0.0123 
W140 713.0 13.7 0.2614 0.0050 
W170 787.7 63.1 0.2887 0.0231 
G170 1009.2 23.4 0.3839 0.0088 
W190 1131.8 105.4 0.4148 0.0386 
W210 1506.4 16.1 0.5522 0.0058 

 

5.1.2 Developing Liquid Films for Inclined Surfaces 

In the inclined bounding surface configuration, the thickness of the advected 

liquid film increases along the axial direction of the plate from the uppermost point to the 

lowermost edge due to the continuous injection and the deferred droplet formation as will 

be explained in section 5.3.2. The spatiotemporal varying thickness of the liquid film in 

the inclined configuration was measured at four equally spaced locations carried out 

along the centerline of the bounding rectangular surface in the direction of the liquid film 

flow. The first measurement was taken 20 mm from the top edge of the plate and then the 

following three measurements were incremented by 10 mm at axial positions along the 

plate of 30, 40, and 50 mm. Tables 5.3 and 5.4 list the mean and standard deviation 

values for the liquid film thickness obtained for each experimental run. The detailed 
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dimensional and nondimensional transient variation of the unperturbed liquid film 

thickness for experimental runs W0925 and W2125 are presented in Figures 5.3-5.10. 

As provided by the data in tables 5.3 and 5.4, the mean liquid film thickness 

increases by 273% and 236% from x = 20 mm to x = 50 mm for experimental runs 

W0925 and W2125, respectively. Increasing the injection velocity or using 20% glycerol 

rather than water as the working fluid, causes the mean liquid film thickness value to 

increase at the same axial location in the x direction.    

 

Table 5.3  Experimental mean (ho) and standard deviation (σ) values of the unperturbed 
liquid film thickness at several axial positions (x) in the direction of the liquid film flow 

for the experimental runs conducted using inclined surfaces (θ =2.5˚). 
 

x = 20 mm x = 30 mm x = 40 mm x = 50 mm Runs 
ho[μm] σ [μm] ho[μm] σ [μm] ho[μm] σ [μm] ho[μm] σ [μm] 

W0925 217.8 21.4 324.1 21.2 419.1 12.7 812.5 16.8 
G0925 268.4 8.5 350.4 26.2 500.9 14.8 924.8 21.0 
W1425 293.3 6.1 441.1 4.5 622.0 26.5 917.1 59.4 
W1725 316.8 9.4 491.2 2.8 757.7 53.1 986.0 26.4 
G1725 400.4 65.2 520.9 57.2 826.2 41.6 1267.8 31.8 
W1925 399.1 8.1 597.1 54.8 930.3 62.4 1251.3 147.8 
W2125 456.0 31.2 705.6 29.4 1168.6 41.5 1533.7 17.4 

 

Table 5.4  Nondimensional experimental mean (ho
*) and standard deviation (σ*) values of 

the unperturbed liquid film thickness at several axial positions (x*) in the direction of the 
liquid film flow for the experimental runs conducted using inclined surfaces (θ =2.5˚). 

 
x* = 7.3 x* = 10.9 x* = 14.6 x* = 18.3 Runs 

ho
* σ* ho

* σ* ho
* σ* ho

* σ* 
W0925 0.0798 0.0078 0.1188 0.0078 0.1537 0.0047 0.2978 0.0062 
W1425 0.1075 0.0023 0.1617 0.0017 0.2280 0.0097 0.3362 0.0218 
W1725 0.1162 0.0034 0.1801 0.0011 0.2777 0.0194 0.3614 0.0096 
W1925 0.1463 0.0029 0.2188 0.0201 0.3410 0.0229 0.4586 0.0542 
W2125 0.1672 0.0114 0.2586 0.0107 0.4284 0.0152 0.5622 0.0064 

x* = 7.6 x* = 11.4 x* = 15.2 x* = 19 Runs 
ho

* σ* ho
* σ* ho

* σ* ho
* σ* 

G0925 0.1021 0.0032 0.1333 0.0099 0.1905 0.0056 0.3517 0.0079 
G1725 0.1523 0.0248 0.1982 0.0218 0.3142 0.0158 0.4823 0.0121 
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Figure 5.1  Transient variation of the unperturbed liquid film thickness: (a) Run #W090, 

and (b) Run #W210. 
 

Run #W090 

Run #W210 

+2σ 

-2σ 

+2σ 

-2σ 

Water 293K, win = 0.9 mm/s, θ = 0◦ 
Mean Liquid Film Thickness = 614.3 μm 
Standard Deviation = 3.9 μm 

Water 293K, win = 2.1 mm/s, θ = 0◦ 
Mean Liquid Film Thickness = 1506.4 μm 
Standard Deviation = 16.1 μm 
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Figure 5.2  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to: (a) Run #W090, and (b) Run #W210. 
 

Run #W090 

Run #W210 

+2σ* 

+2σ* 

-2σ* 

-2σ* 

Re = 445, win
* = 0.005, θ = 0◦ 

Mean Liquid Film Thickness = 0.225 
Standard Deviation = 0.0014 

Re = 445, win
* = 0.013, θ = 0◦ 

Mean Liquid Film Thickness = 0.552 
Standard Deviation = 0.0058 
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Figure 5.3  Transient variation of the unperturbed liquid film thickness measured at x = 

20 mm: (a) Run #W0925, and (b) Run #W2125. 
 

Run #W2125 

Run #W0925 +2σ 

-2σ 

+2σ 

-2σ 

Water 293K, win = 0.9 mm/s, x = 20 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 217.8 μm 
Standard Deviation = 21.4 μm 

Water 293K, win = 2.1 mm/s, x = 20 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 456 μm 
Standard Deviation = 31.2 μm 
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Figure 5.4  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to (at x* = 7.3): (a) Run #W0925, and (b) Run #W2125. 
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Run #W2125 

+2σ* 

+2σ* 

-2σ* 

-2σ* 

Re = 445, win
* = 0.005, x* = 7.3, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.079 
Standard Deviation = 0.0078 

Re = 445, win
* = 0.013, x* = 7.3, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.167 
Standard Deviation = 0.0114 
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Figure 5.5  Transient variation of the unperturbed liquid film thickness measured at x = 

30 mm: (a) Run #W0925, and (b) Run #W2125. 
 

Run #W0925 

Run #W2125 

+2σ 

-2σ 

+2σ 

-2σ 

Water 293K, win = 0.9 mm/s, x = 30 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 324.1 μm 
Standard Deviation = 21.2 μm 

Water 293K, win = 2.1 mm/s, x = 30 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 705.6 μm 
Standard Deviation = 29.4 μm 
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Figure 5.6  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to (at x* = 10.9): (a) Run #W0925, and (b) Run #W2125. 
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Run #W2125 
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-2σ* 
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-2σ* 

Re = 445, win
* = 0.005, x* = 10.9, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.119 
Standard Deviation = 0.0078 

Re = 445, win
* = 0.013, x* = 10.9, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.259 
Standard Deviation = 0.011 
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Figure 5.7  Transient variation of the unperturbed liquid film thickness measured at x = 

40 mm: (a) Run #W0925, and (b) Run #W2125. 
 

Run #W0925 

Run #W2125 

+2σ 

-2σ 

+2σ 

-2σ 

Water 293K, win = 0.9 mm/s, x = 40 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 419.1 μm 
Standard Deviation = 12.7 μm 

Water 293K, win = 2.1 mm/s, x = 40 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 1168.6 μm 
Standard Deviation = 41.5 μm 
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Figure 5.8  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to (at x* = 14.6): (a) Run #W0925, and (b) Run #W2125. 
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Re = 445, win
* = 0.005, x* = 14.6, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.154 
Standard Deviation = 0.0047 

Re = 445, win
* = 0.013, x* = 14.6, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.428 
Standard Deviation = 0.0152 
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Figure 5.9  Transient variation of the unperturbed liquid film thickness measured at x = 

50 mm: (a) Run #W0925, and (b) Run #W2125. 
 

Run #W0925 

Run #W2125 

+2σ 

-2σ 

+2σ 

-2σ 

Water 293K, win = 0.9 mm/s, x = 50 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 812.5 μm 
Standard Deviation = 16.8 μm 

Water 293K, win = 2.1 mm/s, x = 50 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 1533.7 μm 
Standard Deviation = 17.4 μm 
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Figure 5.10  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to (at x* = 18.3): (a) Run #W0925, and (b) Run #W2125. 
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Re = 445, win
* = 0.005, x* = 18.3, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.298 
Standard Deviation = 0.0062 

Re = 445, win
* = 0.013, x* = 18.3, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.562 
Standard Deviation = 0.0064 
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5.2 Liquid Film Surface Perturbation Geometry  

The initial liquid-gas interface geometry is essential in predicting the liquid film 

evolution, growth pattern and detachment time of the Rayleigh-Taylor instability. Thus, 

in the numerical analysis using the front tracking method, the effect of surface 

perturbation geometry and mode number on the evolution of the interface was examined. 

For mode number one, the perturbation wavelength is equal to the calculation box size in 

the x (Lx) and y (Ly) directions. The interface is defined using the following formulation: 
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The random initial surface perturbation is, in essence, equivalent to higher mode 

number perturbations. Therefore, the effect of higher mode numbers (i.e. wavelength 

values) on the evolution of the free surface contours and droplet detachment time was 

also investigated as an initial test to determine the optimum mode number to be used in 

all the planned numerical runs. In this preliminary analysis, the standard run was a one 

mode perturbation with equal initial thickness zo and perturbation εs (zo = εs = 0.5 mm) 

and an injection velocity win = 1 mm/s imposed at the upper boundary within a 0.05 m3 

calculation box size. For higher mode numbers, the volume of liquid was kept the same 

as the standard mode number 1 run. These initial numerical calculations were conducted 

using a nodal resolution of 505050 ×× . The number of modes of perturbation was 

increased from 1 to 9 to 16. For the higher mode numbers the different nodes grow into 

spikes and detach into droplets at higher detachment times as compared to the mode 

number 1 perturbation. This delay in the pinch-off time is due to the perturbations 

interaction and interference with each other. This effect is more prominent when using 
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the 16-mode perturbation with the adjacent disturbances strongly interacting and damping 

out the small wavelength perturbations which were initially imposed on the interface. 

Fewer spikes evolve from the remaining disturbances and the detachment time is 

increased significantly. Therefore, the planned numerical runs were carried out utilizing 

the long wavelength (mode number 1) initial surface perturbations representing the 

conservative case with regard to the detachment time. Figure 5.11 depicts the effect of the 

surface geometry and mode number on the interface evolution for liquid lead at 700K.     
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Figure 5.11  The effect of initial interface perturbation geometry on the film evolution: 
(a): 1 mode perturbation, (b) 9 modes perturbation, and (c) 16 modes perturbation. 
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5.3 Liquid Droplet Formation and Detachment Time  

Results for the droplet detachment time from horizontal and inclined surfaces 

with several injection velocities using water and 20% glycerol as working fluids are 

given in this section. These data represent the distribution of measured values for 100 

different droplets; the mean droplet detachment time and the standard deviation among 

the experimental measurements are provided. The distribution of droplet detachment 

times is a direct result of the random nature of surface perturbations in the conducted 

experiments. Clearly, in the relatively hostile environment following target explosion in 

IFE reactors, the morphology of the initial film surface would vary greatly. Thus, the 

sensitivity of the numerical results to normalized initial perturbation amplitude εs/zo is 

tested by running the numerical front tracking code for a range of εs/zo values namely: 

0.1, 0.25, 0.5, 0.75 and 1. The initial liquid film thickness zo is extracted from the 

experimental runs as the mean value provided by the transient variation of the 

unperturbed liquid film thickness (zo = ho) as provided in section 5.1. The numerical runs 

were performed by utilizing the long wave length (mode number 1) initial surface 

perturbations for a fine mesh (100×100×100).  

 

5.3.1 Droplets Detaching from Horizontal Bounded Liquid Films 

In the experiments carried out for horizontal bounded liquid films, the interface is 

subjected to the Rayleigh-Taylor instability with an influx Q1 and an outflux Q2 resulting 

in the formation and detachment of droplets as shown in Figure 5.12. The droplet 

detachment time was measured for the conducted experimental runs by tracking the 

sequential evolutions of the developing spikes using the CCD camera which has a 
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framing rate of 120 Hz as explained in section 4.3.2. In order to provide adequate 

comparison, the numerical runs were carried out using several normalized initial 

perturbation amplitudes εs/zo as detailed in Tables 5.5 and 5.6. These tables provide the 

dimensional and nondimensional experimental mean (td), standard deviation (σ) and 

numerical prediction values of the detachment time for the experimental and numerical 

runs. The scaling parameters presented in Table 4.3 in section 4.1.2 were used to 

nondimensionalize the detachment time values. Figures 5.13 and 5.14 provide the 

experimental results for the statistical distributions of dimensional and nondimensional 

detachment times based on which the mean and standard deviation values were extracted 

for runs W090 and W210. The numerical and experimental results for the variation of the 

dimensional and nondimensional detachment time with the normalized initial 

perturbation amplitude carried out for run W090 and run W210 are presented in Figures 

5.15 and 5.16. The detailed numerical and experimental results for the other test runs are 

given in the appendices. 

 
 
 
 
 
 
 
 

 
Figure 5.12  Schematic illustration of the volume flow rates passing through the depicted 

control surface for a developing liquid film on a horizontal bounding plate. 
 

The results provided in Tables 5.5 and 5.6 indicate that the detachment time 

increases by either decreasing the transpiration velocity win which decreases the liquid 

film thickness or by using 20% glycerol rather than water at the same injection velocity. 

Wall 

Fluid 1 

Fluid 2 

Q1 

Q2 
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For instance, the experimental mean detachment time increases by 93% when the 

transpiration velocity varies from 2.1 mm/s to 0.9 mm/s for water while an increase of 

44.5% is attained by utilizing 20% glycerol rather than water as the working fluid at an 

injection velocity of 0.9 mm/s.  

  

Table 5.5  Experimental mean (td), standard deviation (σ) and numerical prediction values 
of the detachment time in seconds for the experimental and numerical runs conducted 

using horizontal surfaces. 
 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
td, [s] σ, [s] 0.1 0.25 0.5 0.75 1 

W090 0.4652 0.0148 0.4992 0.4222 0.3634 0.3277 0.3042 
G090 0.6724 0.0113 0.6784 0.5592 0.472 0.4234 0.3904 
W140 0.4071 0.0091 0.4717 0.3999 0.3449 0.3124 0.2912 
W170 0.3576 0.0085 0.4552 0.3872 0.3342 0.3037 0.2824 
G170 0.5069 0.0105 0.5470 0.4564 0.3872 0.3531 0.3364 
W190 0.3119 0.0106 0.4067 0.3442 0.2977 0.2732 0.2582 
W210 0.2412 0.0140 0.3714 0.3179 0.2807 0.2604 0.2484 

 

Table 5.6  Nondimensional experimental mean (td
*), standard deviation (σ*) and 

numerical prediction values of the detachment time for the experimental and numerical 
runs conducted using horizontal surfaces. 

 
Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 

td
* σ* 0.1 0.25 0.5 0.75 1 

W090 27.90 0.88 29.93 25.31 21.79 19.65 18.24 
G090 41.07 0.69 41.44 34.16 28.83 25.86 23.84 
W140 24.41 0.54 28.28 23.98 20.68 18.73 17.46 
W170 21.44 0.51 27.29 23.22 20.04 18.21 16.94 
G170 30.97 0.64 33.41 27.88 23.65 21.57 20.54 
W190 18.70 0.64 24.39 20.64 17.85 16.38 15.48 
W210 14.46 0.84 22.27 19.07 16.83 15.62 14.89 

 

The results also show that the numerical model predictions of droplet detachment 

times over the conducted wide range of perturbation amplitudes are essentially within 

two standard deviations (2σ) of the experimentally measured mean droplet detachment 



 97 

times. For lower injection velocities, as in run W090, the numerical and experimental 

results closely agree at lower normalized initial perturbation amplitudes (εs/zo = 0.1-0.25) 

due to the thinner liquid film thickness as compared to the thicker values at higher 

transpiration velocities as in run W210. In run W210, there is an adequate agreement 

between the numerical and experimental results at a higher normalized initial 

perturbation amplitude (εs/zo = 1). In thick liquid films, spikes form and droplets detach 

from the preceding pinched off spike due to the backward reaction on the liquid film 

while in thinner liquid films leveling transpires after droplets detachment. This action 

results in a close agreement between the numerical and experimental results at higher 

normalized initial perturbation amplitude values εs/zo for thick liquid films (higher win) 

and at lower values of εs/zo for thin films (lower win).    

 

5.3.2 Droplets Detaching from Inclined Bounded Liquid Films 

An inclination angle of 2.5◦ was utilized to investigate the effect of shear stress 

and liquid film drift on the stability and detachment response. In this case, several normal 

and tangential flow rates characterize the flow field. Figure 5.17 illustrates the inflow and 

outflow rates through a control volume defining the spatiotemporal liquid film 

development for an inclined plate setup. 

 
 
 
 
 
 
 
                                  
Figure 5.17  Schematic illustration of the volume flow rates passing through the defining 

control surface for a developing liquid film on an inclined bounding plate. 

Fluid 2 

Fluid 1 

Inclined Wall  
   Q1 

   Q2 

   Q4 

 
Q3 



 98 

As discussed in section 5.1.2, the thickness of the advected liquid film increases 

along the length of the plate from the uppermost point to the lowermost edge because of 

the continuous transpiration through the porous plate and the delayed droplet formation. 

The numerical front tracking analysis was carried out using a constant liquid film 

thickness along the flow direction in the inclined plate setup. Thus, the numerical runs for 

water were conducted utilizing the measured liquid film thickness at x = 30 mm and then 

another calculation was executed using the measured thickness at x = 40 mm as given in 

Tables 5.7-5.10. For the 20% glycerol numerical runs the measured thickness values at x 

= 20 mm and x = 30 mm were utilized as provided in Tables 5.11 and 5.12.   

 

Table 5.7  Experimental mean (td), standard deviation (σ) and numerical prediction values 
of the detachment time in seconds for the experimental and numerical runs conducted 

using inclined surfaces (θ = 2.5˚) and the corresponding  
liquid film thickness at x = 30 mm for water at 293 K. 

 
Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 

td, [s] σ, [s] 0.1 0.25 0.5 0.75 1 
W0925 0.5991 0.0114 0.6657 0.5541 0.4717 0.4232 0.3876 
W1425 0.5155 0.0098 0.5582 0.4701 0.4041 0.3671 0.3407 
W1725 0.4322 0.0094 0.5328 0.4498 0.3879 0.3519 0.3277 
W1925 0.3641 0.0129 0.4989 0.4221 0.3638 0.3298 0.3074 
W2125 0.2867 0.0108 0.4726 0.4002 0.3444 0.3128 0.2927 

 

Table 5.8  Experimental mean (td), standard deviation (σ) and numerical prediction values 
of the detachment time in seconds for the experimental and numerical runs conducted 

using inclined surfaces (θ = 2.5˚) and the corresponding  
liquid film thickness at x = 40 mm for water at 293 K. 

 
Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 

td, [s] σ, [s] 0.1 0.25 0.5 0.75 1 
W0925 0.5991 0.0114 0.5874 0.4902 0.4171 0.3774 0.3477 
W1425 0.5155 0.0098 0.4986 0.4186 0.3599 0.3262 0.3032 
W1725 0.4322 0.0094 0.4658 0.3912 0.3378 0.3068 0.2853 
W1925 0.3641 0.0129 0.4341 0.3657 0.3147 0.2866 0.2688 
W2125 0.2867 0.0108 0.4009 0.3387 0.2922 0.2695 0.2545 
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Table 5.9  Nondimensional experimental mean (td
*), standard deviation (σ*) and 

numerical prediction values of the detachment time for the experimental and numerical 
runs conducted using inclined surfaces (θ = 2.5˚) and the corresponding  

liquid film thickness at x* = 10.9 for water at 293 K (Re = 445). 
 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
td

* σ* 0.1 0.25 0.5 0.75 1 
W0925 35.92 0.68 39.92 33.23 28.28 25.37 23.24 
W1425 30.92 0.59 33.47 28.18 24.23 22.01 20.43 
W1725 25.92 0.56 31.95 26.97 23.26 21.11 19.65 
W1925 21.83 0.77 29.92 25.31 21.81 19.77 18.43 
W2125 17.19 0.64 28.34 23.99 20.65 18.76 17.55 

 

Table 5.10  Nondimensional experimental mean (td
*), standard deviation (σ*) and 

numerical prediction values of the detachment time for the experimental and numerical 
runs conducted using inclined surfaces (θ = 2.5˚) and the corresponding  

liquid film thickness at x* = 14.6 for water at 293 K (Re = 445). 
 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
td

* σ* 0.1 0.25 0.5 0.75 1 
W0925 35.92 0.68 35.22 29.39 25.01 22.64 20.85 
W1425 30.92 0.59 29.89 25.10 21.58 19.56 18.18 
W1725 25.92 0.56 27.93 23.45 20.25 18.40 17.11 
W1925 21.83 0.77 26.02 21.93 18.87 17.19 16.12 
W2125 17.19 0.64 20.04 20.31 17.51 16.15 15.25 

 

Table 5.11  Dimensional and nondimensional experimental mean (td), standard deviation 
(σ) and numerical prediction values of the detachment time for the  experimental and 

numerical runs conducted using inclined surfaces (θ = 2.5˚) and the corresponding liquid 
film thickness at x = 20 mm (x* = 7.6) for 20% glycerol at 293 K (Re = 250). 

 
Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 

td, [s] σ, [s] 0.05 0.25 0.5 0.75 1 
G0925 0.8122 0.0127 0.8428 0.6516 0.5605 0.4987 0.4554 
G1725 0.6449 0.0164 0.6781 0.5201 0.4472 0.4051 0.3754 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
td

* σ* 0.05 0.25 0.5 0.75 1 
G0925 49.62 0.78 51.48 39.81 34.23 30.46 27.82 
W1725 39.39 1.01 41.42 31.77 27.32 24.74 22.93 
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Table 5.12  Dimensional and nondimensional experimental mean (td), standard deviation 
(σ) and numerical prediction values of the detachment time for the experimental and 

numerical runs conducted using inclined surfaces (θ = 2.5˚) and the corresponding liquid 
film thickness at x = 30 mm (x* = 11.4) for 20% glycerol at 293 K (Re = 250). 

 
Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 

td, [s] σ, [s] 0.05 0.25 0.5 0.75 1 
G0925 0.8122 0.0127 0.7984 0.5794 0.4860 0.4351 0.3991 
G1725 0.6449 0.0164 0.6236 0.4774 0.4110 0.3714 0.3452 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
td

* σ* 0.05 0.25 0.5 0.75 1 
G0925 49.62 0.78 48.77 35.39 29.68 26.58 24.38 
W1725 39.39 1.01 38.09 29.16 25.11 22.68 21.08 

 

The experimental data for the statistical distributions of dimensional and 

nondimensional detachment times based on which the mean and standard deviation 

values were obtained are presented in Figures 5.18 and 5.19 for runs W0925 and W2125. 

Due to the tangential acceleration, shear stress effect and liquid film drift, droplet 

formation is delayed for the inclined plate configuration as compared to the horizontal 

surface setup. Based on the results provided in Tables 5.7-5.12, the measured mean 

detachment time increased by 28.8% and 20.8% when using inclined bounding surfaces 

(θ = 2.5˚) as compared to the horizontal bounding plate setup for runs W0925 and G0925, 

respectively.  

In the inclined surface configuration, the droplet pinch-off times are also 

increased by decreasing the transpiration velocity win or by utilizing 20% glycerol as a 

working fluid compared to water for the same injection velocity. Using water as the 

working fluid, the detachment time decreases from 0.5991 to 0.2867 seconds by 

increasing the transpiration velocity through the inclined plate from 0.9 to 2.1 mm/s. The 

numerical and experimental data for the variation of the dimensional and nondimensional 

droplet detachment time with the normalized initial perturbation amplitude εs/zo carried 
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out for runs W0925 and W2125 are depicted in Figures 5.20 and 5.21. The detailed 

numerical and experimental results for the other conducted runs are given in the 

appendices. These results cover a wide range of injection velocities using water and 20% 

glycerol as working fluids as provided in Table 5.1. 

The numerical results extracted using two different liquid film thickness values 

corresponding to two different axial positions (x = 30 and 40 mm for water as the 

working fluid) along the plate indicate that for thinner liquid films (using the thickness at 

x = 30 mm) an increase in the detachment time is expected. For instance, the droplet 

detachment time increases by 17.8% when using the liquid film thickness at 30 mm as 

compared to the thickness value at 40 mm for run W2125 at a normalized initial 

perturbation amplitude εs/zo = 0.1.  

Similar to the horizontal surface runs, for higher injection velocities win the 

numerical and experimental results closely agree at higher normalized initial perturbation 

amplitudes εs/zo as in run W2125 while they agree at lower εs/zo values for lower 

transpiration velocity win values as in run W0925. The numerical and experimental 

evolution sequence for runs W090, W210, W0925 and W2125 corresponding to 

horizontal and inclined bounding surface configurations are provided in Figures 5.22-

5.25. These numerical and experimental images are compared at the detachment or pinch-

off point. In the horizontal bounding plate setup, the experimental images representing 

the spike evolution and droplet detachment were captured approximately at the center of 

the rectangular bounding plate. Droplets detaching from inclined surfaces were captured 

near the upper edge away from the turbulent liquid film domain defining the lower region 

of the inclined plate. 
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Figure 5.13  Experimental data for the distribution of the detachment times carried out for 

horizontal surfaces (θ = 0˚) : (a) Run #W090, and (b) Run #W210. 
 

Water 293K, win = 0.9 mm/s, θ = 0◦ 
Mean Detachment Time = 0.465 s 
Standard Deviation = 0.015 s 
Sample Size = 100 

Run #W090 

Water 293K, win = 2.1 mm/s, θ = 0◦ 
Mean Detachment Time = 0.241 s 
Standard Deviation = 0.014 s 
Sample Size = 100 

Run #W210 
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Figure 5.14  Experimental data for the distribution of the nondimensional detachment 
time carried out for horizontal surfaces (θ = 0˚): (a) Run #W090, and (b) Run #W210. 

Re = 445, win
* = 0.005, θ = 0◦ 

Mean Detachment Time = 27.9 
Standard Deviation = 0.88 
Sample Size = 100 

Run #W090 

Re = 445, win
* = 0.013, θ = 0◦ 

Mean Detachment Time = 14.46 
Standard Deviation = 0.84 
Sample Size = 100 

Run #W210 
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Figure 5.15  Numerical and experimental data for the variation of the detachment time 

with the normalized initial perturbation amplitude carried out for horizontal surfaces (θ = 
0˚): (a) Run #W090, and (b) Run #W210. 
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Figure 5.16  Numerical and experimental data for the variation of the nondimensional 

detachment time with the normalized initial perturbation amplitude carried out for 
horizontal surfaces (θ = 0˚): (a) Run #W090, and (b) Run #W210. 
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Figure 5.18  Experimental data for the distribution of the detachment times carried out for 

inclined surfaces (θ = 2.5˚): (a) Run #W0925, and (b) Run #W2125. 
 

Water 293K, win = 0.9 mm/s, θ = 2.5◦ 
Mean Detachment Time = 0.59 s 
Standard Deviation = 0.011 s 
Sample Size = 100 

Run #W0925 

Run #W2125 

Water 293K, win = 2.1 mm/s, θ = 2.5◦ 
Mean Detachment Time = 0.28 s 
Standard Deviation = 0.011 s 
Sample Size = 100 



 107 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

33.84 34.84 35.34 35.83 36.33 36.83 37.82

Nondimensional Detachment Time

N
um

be
r F

ra
ct

io
n

 
(a) 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

15.43 15.93 16.42 16.92 17.42 17.92 18.41 18.91

Nondimensional Detachment Time

N
um

be
r F

ra
ct

io
n

 
(b) 

 
Figure 5.19  Experimental data for the distribution of the nondimensional detachment 

time carried out for inclined surfaces (θ = 2.5˚): (a) Run #W0925, and (b) Run #W2125. 

Re = 445, win
* = 0.005, θ = 2.5◦ 

Mean Detachment Time = 35.92 
Standard Deviation = 0.68 
Sample Size = 100 

Run #W2125 
Re = 445, win

* = 0.013, θ = 2.5◦ 
Mean Detachment Time = 17.19 
Standard Deviation = 0.64 
Sample Size = 100 

Run #W0925 
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Figure 5.20  Numerical and experimental data for the variation of the detachment time 
with the normalized initial perturbation amplitude carried out for inclined surfaces (θ = 

2.5˚): (a) Run #W0925, and (b) Run #W2125. 
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Figure 5.21  Numerical and experimental data for the variation of the nondimensional 

detachment time with the normalized initial perturbation amplitude carried out for 
inclined surfaces (θ = 2.5˚): (a) Run #W0925, and (b) Run #W2125. 
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Figure 5.22  Numerical and experimental liquid film evolution and droplet detachment 
sequence for run #W090: (a) two-dimensional view, (b) three-dimensional view. 
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Figure 5.23  Numerical and experimental liquid film evolution and droplet detachment 
sequence for run #W210: (a) two-dimensional view, (b) three-dimensional view. 
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Figure 5.24  Numerical and experimental liquid film evolution and droplet detachment 

sequence for run #W0925 (θ = 2.5˚). 
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Figure 5.25  Numerical and experimental liquid film evolution and droplet detachment 

sequence for run #W2125 (θ = 2.5˚). 
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5.4 Equivalent Size for Detached Droplets   

The equivalent diameter results of droplets detaching from thin liquid films 

bounded by horizontal and inclined surfaces and subjected to different transpiration 

velocities using water and 20% glycerol as working fluids are provided in this section. 

These results are extracted from the distribution of measured equivalent diameter values 

with a sample size of 100 droplets. Using these distributions, the mean equivalent droplet 

diameter and the standard deviation among the conducted experimental measurements 

were obtained. The experimental results are compared with the theoretical predictions 

obtained using an atomization technique and with the numerical front tracking code 

results carried out for a range of normalized initial perturbation amplitude εs/zo values 

from 0.1 to 1.  

 

5.4.1 Equivalent Droplet Diameter for Horizontal Liquid Films 

In order to measure the equivalent droplet diameter values for the conducted 

experiments, images of the detached droplets were captured and confined to a 

geometrical domain in which the defining edges were detected. As is explained in section 

4.3.2 of chapter 4, the detaching droplets are not exactly spherical, but they can be 

approximated as prolate spheroids with a major axis (a) and a minor axis (b). Hence, by 

using the edge detection technique and measuring both a and b, the equivalent droplet 

diameter is defined as ( )3 2
equivalent abD = . Tables 5.13 and 5.14 list the dimensional and 

nondimensional experimental mean (D), standard deviation (σ) and numerical prediction 

values of the equivalent droplet diameter for horizontal bounding surfaces conducted 

using different injection velocities and working fluids. The detailed experimental data for 
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the statistical distributions of dimensional and nondimensional equivalent droplet 

diameters for runs W090 and W210 are presented in Figures 5.26 and 5.27. 

The atomization mechanistic model presented in section 3.1.3 of chapter 3 for the 

size of droplets based on a balance between gravitational and surface tension forces 

provides theoretical values for the droplet diameter as follows:  

 

Using water at 293 K as the working fluid: 
50

theory 33D
.

. 




=
gρ

σ = 9.0 mm 

Using 20% glycerol at 293 K as the working fluid: Dtheory = 8.7 mm 

  

Based on the results provided in Tables 5.13 and 5.14, the equivalent droplet 

diameter increases when the transpiration velocity is increased or when 20% glycerol is 

used as a working fluid rather than water. This trend can be attributed to the development 

of thicker liquid films at higher injection velocities or when using 20% glycerol as 

compared to water at the same injection velocity. There is also a close agreement 

between the experimentally measured diameter and the theoretical droplet diameter value 

obtained using the atomization mechanistic model for a given working fluid. However, 

this mechanistic model predicts a smaller diameter value when 20% glycerol is used as 

compared to water (due to the higher surface tension and lower density of water). The 

theoretical model assumes a constant liquid film thickness for both working fluids and 

does not account for transpiration through the boundary.        

Figures 5.28 and 5.29 compare the numerical and experimental results for the 

variation of the dimensional and nondimensional equivalent droplet diameter with the 

normalized initial perturbation amplitude for runs W090 and W210. The numerical 
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predictions are approximately constant for the entire range of normalized initial 

perturbation amplitude εs/zo values from 0.1 to 1. 

 

Table 5.13  Experimental mean (D), standard deviation (σ) and numerical prediction 
values of the equivalent droplet diameter in mm for the experimental and numerical runs 

conducted using horizontal surfaces. 
 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
D [mm] σ [mm] 0.1 0.25 0.5 0.75 1 

W090 8.2 0.2 8.6 8.5 8.6 8.7 8.7 
G090 9.0 0.2 8.9 9.0 9.2 9.3 9.4 
W140 8.6 0.1 8.8 8.8 8.8 8.9 9.0 
W170 8.9 0.1 9.0 8.9 9.0 9.0 9.1 
G170 9.9 0.2 9.5 9.5 9.6 9.9 10.2 
W190 9.3 0.1 9.2 9.3 9.3 9.4 9.5 
W210 9.6 0.2 9.6 9.7 9.8 9.9 10.0 

 

Table 5.14  Nondimensional experimental mean (D*), standard deviation (σ*) and 
numerical prediction values of the equivalent droplet diameter for the experimental and 

numerical runs conducted using horizontal surfaces. 
 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
D* σ* 0.1 0.25 0.5 0.75 1 

W090 3.00 0.06 3.15 3.12 3.15 3.19 3.19 
G090 3.43 0.07 3.39 3.42 3.49 3.54 3.58 
W140 3.15 0.05 3.23 3.23 3.23 3.26 3.29 
W170 3.26 0.05 3.29 3.26 3.29 3.29 3.34 
G170 3.79 0.07 3.59 3.61 3.65 3.76 3.89 
W190 3.42 0.05 3.37 3.41 3.41 3.45 3.48 
W210 3.52 0.06 3.52 3.56 3.59 3.63 3.67 

 

5.4.2 Equivalent Droplet Diameter for Inclined Liquid Films 

The equivalent droplet diameter values for inclined surfaces with an inclination 

angle of 2.5˚ were measured for different design parameters. The dimensional and 

nondimensional experimental mean (D), standard deviation (σ) and numerical prediction 

values of the equivalent droplet diameter for the inclined surface configuration using 
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different injection velocities and working fluids are listed in Tables 5.15-5.20. The 

numerical runs were carried out using two liquid film thickness values corresponding to 

two axial positions along the inclined plate. The extracted results indicate that the droplet 

diameter increases for higher transpiration velocities and when 20% glycerol is used. 

This increasing trend is due to the increased liquid film thickness when providing more 

liquid through the bounding surface or when using 20% glycerol vs. water. Figures 5.30 

and 5.31 present the detailed experimental data for the statistical distributions of 

dimensional and nondimensional equivalent droplet diameters for runs W0925 and 

W2125. 

 

Table 5.15  Experimental mean (D), standard deviation (σ) and numerical prediction 
values of the equivalent droplet diameter in mm for the experimental and numerical runs 

conducted using inclined surfaces (θ = 2.5˚) and the corresponding  
liquid film thickness at x = 30 mm for water at 293 K. 

 
Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 

D [mm] σ [mm] 0.1 0.25 0.5 0.75 1 
W0925 7.79 0.15 7.78 7.80 7.89 7.88 7.99 
W1425 8.29 0.14 8.18 8.15 8.16 8.17 8.22 
W1725 8.69 0.10 8.34 8.30 8.33 8.35 8.40 
W1925 9.01 0.13 8.48 8.37 8.49 8.56 8.59 
W2125 9.24 0.14 8.67 8.59 8.66 8.72 8.74 

 

Table 5.16  Experimental mean (D), standard deviation (σ) and numerical prediction 
values of the equivalent droplet diameter in mm for the experimental and numerical runs 

conducted using inclined surfaces (θ = 2.5˚) and the corresponding  
liquid film thickness at x = 40 mm for water at 293 K. 

 
Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 

D [mm] σ [mm] 0.1 0.25 0.5 0.75 1 
W0925 7.79 0.15 7.86 7.87 7.96 7.97 8.05 
W1425 8.29 0.14 8.37 8.36 8.41 8.46 8.54 
W1725 8.69 0.10 8.58 8.61 8.63 8.72 8.82 
W1925 9.01 0.13 8.77 8.79 8.91 9.01 9.08 
W2125 9.24 0.14 8.99 9.06 9.21 9.33 9.49 
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Table 5.17  Nondimensional experimental mean (D*), standard deviation (σ*) and 
numerical prediction values of the equivalent droplet diameter for the experimental and 

numerical runs conducted using inclined surfaces (θ = 2.5˚) and the corresponding  
liquid film thickness at x* = 10.9 for water at 293 K (Re = 445). 

 
Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 

D* σ* 0.1 0.25 0.5 0.75 1 
W0925 2.86 0.05 2.85 2.86 2.89 2.89 2.93 
W1425 3.04 0.05 2.99 2.99 2.99 2.99 3.01 
W1725 3.18 0.04 3.06 3.04 3.05 3.06 3.08 
W1925 3.30 0.05 3.11 3.07 3.11 3.14 3.15 
W2125 3.39 0.05 3.18 3.15 3.17 3.19 3.20 

 

Table 5.18  Nondimensional experimental mean (D*), standard deviation (σ*) and 
numerical prediction values of the equivalent droplet diameter for the experimental and 

numerical runs conducted using inclined surfaces (θ = 2.5˚) and the corresponding  
liquid film thickness at x* = 14.6 for water at 293 K (Re = 445). 

 
Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 

D* σ* 0.1 0.25 0.5 0.75 1 
W0925 2.86 0.05 2.88 2.88 2.92 2.92 2.95 
W1425 3.04 0.05 3.07 3.06 3.08 3.10 3.13 
W1725 3.18 0.04 3.15 3.16 3.16 3.19 3.23 
W1925 3.30 0.05 3.21 3.22 3.27 3.30 3.33 
W2125 3.39 0.05 3.29 3.32 3.38 3.42 3.48 

 

Table 5.19  Dimensional and nondimensional experimental mean (D), standard deviation 
(σ) and numerical prediction values of the equivalent droplet diameter for the  

experimental and numerical runs conducted using inclined surfaces (θ = 2.5˚) and the 
corresponding liquid film thickness at x = 20 mm (x* = 7.6) 

 for 20% glycerol at 293 K (Re = 250). 
 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
D [mm] σ [mm] 0.05 0.25 0.5 0.75 1 

G0925 8.25 0.17 7.80 7.91 7.80 7.82 7.76 
G1725 8.98 0.21 8.60 8.30 8.26 8.26 8.28 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
D* σ* 0.05 0.25 0.5 0.75 1 

G0925 3.14 0.06 2.97 3.01 2.97 2.97 2.95 
W1725 3.41 0.08 3.27 3.16 3.14 3.14 3.15 
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Table 5.20  Dimensional and nondimensional experimental mean (D), standard deviation 
(σ) and numerical prediction values of the equivalent droplet diameter for the 

experimental and numerical runs conducted using inclined surfaces (θ = 2.5˚) and the 
corresponding liquid film thickness at x = 30 mm (x* = 11.4)  

for 20% glycerol at 293 K (Re = 250). 
 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
D [mm] σ [mm] 0.05 0.25 0.5 0.75 1 

G0925 8.25 0.17 8.12 7.89 7.90 7.89 7.96 
G1725 8.98 0.21 8.64 8.42 8.39 8.44 8.49 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
D* σ* 0.05 0.25 0.5 0.75 1 

G0925 3.14 0.06 3.09 3.00 3.01 3.00 3.03 
W1725 3.41 0.08 3.29 3.20 3.19 3.21 3.23 

 

Droplets detaching from horizontal liquid films have slightly larger equivalent 

diameter than droplets pinching off from inclined films. An inclination angle of 2.5˚ for a 

given transpiration velocity slightly reduces the measured mean equivalent diameter by 

approximately 5% and 8% for runs W0925 and G0925, respectively. Although the 

thickness of the advected liquid films increases along the length of the inclined surfaces, 

droplets pinch-off at axial locations corresponding to mean film thickness values smaller 

than those values measured for horizontal liquid films as listed in Tables 5.2 and 5.3. 

Thus, the volume of liquid feeding the detached droplets for horizontal surfaces is greater 

than the volume available at the detachment axial location for droplets pinching off from 

inclined surfaces. The numerical and experimental results for the variation of the 

dimensional and nondimensional equivalent droplet diameter with the normalized initial 

perturbation amplitude for runs W0925 and W2125 are provided in Figures 5.32 and 

5.33. Based on these figures, the numerical model predictions of the equivalent droplet 

diameters are within two standard deviations (2σ) of the experimentally measured mean 

droplet diameter. 
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Figure 5.26  Experimental data for the distribution of the equivalent droplet diameter 

carried out for horizontal surfaces (θ = 0˚) : (a) Run #W090, and (b) Run #W210. 
 

Water 293K, win = 0.9 mm/s, θ = 0◦ 
Mean Diameter = 8.2 mm 
Standard Deviation = 0.2 mm 
Sample Size = 100 

Run #W090 

Run #W210 Water 293K, win = 2.1 mm/s, θ = 0◦ 
Mean Diameter = 9.6 mm 
Standard Deviation = 0.2 mm 
Sample Size = 100 
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Figure 5.27  Experimental data for the distribution of the nondimensional equivalent 

droplet diameter carried out for horizontal surfaces (θ = 0˚): (a) Run #W090, and (b) Run 
#W210. 

Re = 445, win
* = 0.005, θ = 0◦ 

Mean Diameter = 3 
Standard Deviation = 0.06 
Sample Size = 100 

Run #W090 

Re = 445, win
* = 0.013, θ = 0◦ 

Mean Diameter = 3.52 
Standard Deviation = 0.06 
Sample Size = 100 

Run #W210 
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Figure 5.28  Numerical and experimental data for the variation of the equivalent droplet 

diameter with the normalized initial perturbation amplitude carried out for horizontal 
surfaces (θ = 0˚): (a) Run #W090, and (b) Run #W210. 
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Figure 5.29  Numerical and experimental data for the variation of the nondimensional 

equivalent droplet diameter with the normalized initial perturbation amplitude carried out 
for horizontal surfaces (θ = 0˚): (a) Run #W090, and (b) Run #W210. 
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Figure 5.30  Experimental data for the distribution of the equivalent droplet diameter 
carried out for inclined surfaces (θ = 2.5˚): (a) Run #W0925, and (b) Run #W2125. 

 

Water 293K, win = 0.9 mm/s, θ = 2.5◦ 
Mean Diameter = 7.8 mm 
Standard Deviation = 0.15 mm 
Sample Size = 100 

Water 293K, win = 2.1 mm/s, θ = 2.5◦ 
Mean Diameter = 9.24 mm 
Standard Deviation = 0.14 mm 
Sample Size = 100 Run #W2125 

Run #W0925 
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Figure 5.31  Experimental data for the distribution of the nondimensional equivalent 
droplet diameter carried out for inclined surfaces (θ = 2.5˚): (a) Run #W0925, and (b) 

Run #W2125. 

Re = 445, win
* = 0.005, θ = 2.5◦ 

Mean Diameter = 2.86 
Standard Deviation = 0.05 
Sample Size = 100 

Re = 445, win
* = 0.013, θ = 2.5◦ 

Mean Diameter = 3.39 
Standard Deviation = 0.05 
Sample Size = 100 

Run #W2125 

Run #W0925 
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Figure 5.32  Numerical and experimental data for the variation of the equivalent droplet 

diameter with the normalized initial perturbation amplitude carried out for inclined 
surfaces (θ = 2.5˚): (a) Run #W0925, and (b) Run #W2125. 
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Figure 5.33  Numerical and experimental data for the variation of the nondimensional 

equivalent droplet diameter with the normalized initial perturbation amplitude carried out 
for inclined surfaces (θ = 2.5˚): (a) Run #W0925, and (b) Run #W2125. 
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5.5 Time History of the Penetration Depth  

In this section, the time history of the penetration depth for spikes and droplets 

detaching from horizontal and inclined bounded thin liquid films is presented. The effect 

of different design parameters (liquid film thickness, liquid transpiration velocity, 

inclination angle, and liquid properties) on the penetration depth is studied. A sample size 

of 100 droplets was used to establish distributions of measured penetration depth values 

based on which the mean maximum penetration depth and the standard deviation values 

among the conducted experimental measurements were obtained. The numerical front 

tracking code predictions carried out for a range of normalized initial perturbation 

amplitude εs/zo values are also verified using the experimental results. 

 

5.5.1 Penetration Depth of Spikes for Horizontal Surfaces 

In order to track the time history of the penetration depth, the maximum vertical 

distance from the horizontal plate surface to the lowermost tip point of the developing 

spike or the detached droplet was measured while marching in time. Tables 5.21 and 5.22 

list the dimensional and nondimensional experimental mean (d), standard deviation (σ) 

and numerical prediction values of the maximum penetration depth for horizontal 

bounding surfaces carried out using several transpiration velocities and different working 

fluids. Based on the data provided in these tables, when the transpiration velocity 

increases or when 20% glycerol is used as a working fluid rather than water, the 

maximum penetration depth also increases. A percentage increase of approximately 72% 

in the experimental mean value of the maximum penetration depth is obtained when the 

injection velocity increases from 0.9 to 2.1 mm/s using water. At higher transpiration 
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velocities, the thickness (ho) of the liquid film increases (hW090 = 0.614 mm and hW210 = 

1.506 mm) providing more liquid to the developing spikes. The experimental data for the 

statistical distributions of the dimensional and nondimensional maximum penetration 

depth for runs W090 and W210 are given in Figures 5.34 and 5.35. 

 

Table 5.21  Experimental mean (d), standard deviation (σ) and numerical prediction 
values of the maximum penetration depth in mm for the experimental and numerical runs 

conducted using horizontal surfaces. 
 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
d, [mm] σ, [mm] 0.1 0.25 0.5 0.75 1 

W090 51.25 2.68 51.70 51.60 53.70 54.60 56.90 
G090 74.40 1.91 73.09 74.37 78.42 83.14 87.94 
W140 62.33 1.37 59.36 58.50 59.71 60.99 63.48 
W170 69.82 1.79 63.54 63.03 63.79 65.38 67.39 
G170 86.32 2.59 89.74 91.08 94.62 102.39 114.00 
W190 76.70 2.50 73.06 72.09 74.52 78.52 82.93 
W210 87.87 3.41 84.44 85.06 89.18 94.01 100.00 

 

Table 5.22  Nondimensional experimental mean (d*), standard deviation (σ*) and 
numerical prediction values of the maximum penetration depth for the experimental and 

numerical runs conducted using horizontal surfaces. 
 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
d* σ* 0.1 0.25 0.5 0.75 1 

W090 18.79 0.98 18.95 18.91 19.68 20.01 20.86 
G090 28.29 0.73 27.80 28.29 29.83 31.62 33.45 
W140 22.85 0.50 21.76 21.44 21.89 22.35 23.27 
W170 25.59 0.66 23.29 23.10 23.38 23.97 24.70 
G170 32.83 0.98 34.13 34.64 35.99 38.94 43.36 
W190 28.12 0.92 26.78 26.42 27.32 28.78 30.40 
W210 32.21 1.25 30.95 31.18 32.91 34.46 36.65 

 

The experimental results and numerical predictions for how the dimensional and 

nondimensional maximum penetration depth vary with normalized initial perturbation 

amplitude are compared in Figures 5.36 and 5.37 for runs W090 and W210. The 
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comparison indicates that the numerical model predictions of the maximum penetration 

depth over the conducted wide range of perturbation amplitudes adequately agree within 

two standard deviations (2σ) of the experimentally measured mean value of the 

maximum penetration depth. The numerical and experimental data for the transient 

variation of the dimensional and nondimensional penetration depth carried out for runs 

W090 and W210 using selected values of the normalized initial perturbation amplitude is 

also presented in Figures 5.38 and 5.40. In these Figures, the numerical curves show an 

increasing trend in the penetration depth particularly in the last 0.1 sec before 

detachment. The experimental data points are qualitatively similar to the numerical 

curves in all runs. At lower values of win, the measured detachment times are similar to 

the numerical results corresponding to lower normalized perturbation amplitudes εs/zo as 

represented by run W090. This can be attributed to the randomness of the perturbed 

interface in the experiment compared to the structured numerical perturbation. However, 

the experimental and numerical results are in reasonable agreement at higher injection 

velocities as in run W210. Figure 5.39 presents the numerical and experimental 

simulations of the detachment for horizontal surfaces for runs W090 and W210. 

 

5.5.2 Penetration Depth of Spikes for Inclined Surfaces 

In the inclined bounding surface configuration (θ  = 2.5˚), the penetration depth is 

also measured as the maximum vertical distance from the plate surface to the lowermost 

tip point of the developing spike or the detached droplet. The dimensional and 

nondimensional experimental mean (d), standard deviation (σ) and numerical prediction 

values of the maximum penetration depth carried out for inclined surfaces and using 
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different injection velocities and water and 20% glycerol as working fluids are detailed in 

Tables 5.23-5.28. The data given in these tables indicate that the maximum value of the 

penetration depth increases by increasing the transpiration velocity or by using 20% 

glycerol as a working fluid rather than water due to the development of thicker liquid 

films. Figures 5.41 and 5.42 present the experimental data for the statistical distributions 

of the dimensional and nondimensional maximum penetration depth for runs W0925 and 

W2125. The experimental and numerical results conducted for the variation of the 

dimensional and nondimensional maximum penetration depth with the normalized initial 

perturbation amplitude are given in Figures 5.43 and 5.44 for runs W0925 and W2125. 

 

Table 5.23  Experimental mean (d), standard deviation (σ) and numerical prediction 
values of the maximum penetration depth in mm for the experimental and numerical runs 

conducted using inclined surfaces (θ = 2.5˚) and the corresponding  
liquid film thickness at x = 30 mm for water at 293 K. 

 
Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 

d, [mm] σ, [mm] 0.1 0.25 0.5 0.75 1 
W0925 44.34 2.33 41.57 40.34 40.45 41.35 41.36 
W1425 54.08 2.39 47.66 47.47 48.34 50.42 52.06 
W1725 61.84 1.76 52.08 51.75 52.39 53.61 55.62 
W1925 70.72 2.25 54.92 55.76 56.78 57.89 60.07 
W2125 80.72 2.66 58.75 60.05 60.46 62.12 65.34 

 

Table 5.24  Experimental mean (d), standard deviation (σ) and numerical prediction 
values of the maximum penetration depth in mm for the experimental and numerical runs 

conducted using inclined surfaces (θ = 2.5˚) and the corresponding  
liquid film thickness at x = 40 mm for water at 293 K. 

 
Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 

d, [mm] σ, [mm] 0.1 0.25 0.5 0.75 1 
W0925 44.34 2.33 42.44 42.43 43.29 46.17 47.35 
W1425 54.08 2.39 51.92 52.58 54.65 56.79 58.97 
W1725 61.84 1.76 57.92 58.06 61.01 63.19 65.33 
W1925 70.72 2.25 62.47 63.23 65.29 68.63 72.61 
W2125 80.72 2.66 69.46 70.40 72.80 77.86 82.22 
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Table 5.25  Nondimensional experimental mean (d*), standard deviation (σ*) and 
numerical prediction values of the maximum penetration depth for the experimental and 

numerical runs conducted using inclined surfaces (θ = 2.5˚) and the corresponding  
liquid film thickness at x* = 10.9 for water at 293 K (Re = 445). 

 
Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
d* σ* 0.1 0.25 0.5 0.75 1 

W0925 16.25 0.85 15.23 14.78 14.82 15.15 15.16 
W1425 19.82 0.88 17.47 17.40 17.72 18.48 19.08 
W1725 22.66 0.64 19.09 18.97 19.20 19.65 20.39 
W1925 25.92 0.82 20.13 20.44 20.81 21.22 22.02 
W2125 29.59 0.98 21.53 22.01 22.16 22.77 23.95 

 

Table 5.26  Nondimensional experimental mean (d*), standard deviation (σ*) and 
numerical prediction values of the maximum penetration depth for the experimental and 

numerical runs conducted using inclined surfaces (θ = 2.5˚) and the corresponding  
liquid film thickness at x* = 14.6 for water at 293 K (Re = 445). 

 
Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
d* σ* 0.1 0.25 0.5 0.75 1 

W0925 16.25 0.85 15.56 15.55 15.87 16.92 17.35 
W1425 19.82 0.88 19.03 19.27 20.03 20.81 21.61 
W1725 22.66 0.64 21.23 21.28 22.36 23.17 23.95 
W1925 25.92 0.82 22.89 23.18 23.94 25.15 26.62 
W2125 29.59 0.98 25.46 25.81 26.68 28.54 30.14 

 

Table 5.27  Dimensional and nondimensional experimental mean (d), standard deviation 
(σ) and numerical prediction values of the maximum penetration depth for the  

experimental and numerical runs conducted using inclined surfaces (θ = 2.5˚) and the 
corresponding liquid film thickness at x = 20 mm (x* = 7.6) 

 for 20% glycerol at 293 K (Re = 250). 
 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
d, [mm] σ, [mm] 0.05 0.25 0.5 0.75 1 

G0925 54.37 2.87 54.88 44.47 45.37 44.33 45.41 
G1725 68.8 2.84 60.94 56.59 55.91 56.95 58.05 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
d* σ* 0.05 0.25 0.5 0.75 1 

G0925 20.68 1.09 20.88 16.92 17.26 16.86 17.27 
W1725 26.17 1.08 23.18 21.52 21.27 21.66 22.08 
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Table 5.28  Dimensional and nondimensional experimental mean (d), standard deviation 
(σ) and numerical prediction values of the maximum penetration depth for the 

experimental and numerical runs conducted using inclined surfaces (θ = 2.5˚) and the 
corresponding liquid film thickness at x = 30 mm (x* = 11.4)  

for 20% glycerol at 293 K (Re = 250). 
 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
d, [mm] σ, [mm] 0.05 0.25 0.5 0.75 1 

G0925 54.37 2.87 52.21 47.53 46.33 47.43 48.52 
G1725 68.8 2.84 60.69 61.25 62.18 63.04 65.29 

Experiment Normalized Initial Perturbation Amplitude, εs/zo Runs 
d* σ* 0.05 0.25 0.5 0.75 1 

G0925 20.68 1.09 19.86 18.08 17.62 18.04 18.45 
W1725 26.17 1.08 23.08 23.29 23.65 23.98 24.83 

 

Spikes developing from horizontal liquid films have higher values of the 

penetration depth when compared to spikes forming from inclined surfaces for the same 

transpiration velocity and working fluid. A percentage increase of approximately 15% in 

the experimentally measured mean value of the maximum penetration depth transpires 

when using a horizontal bounding plate in run W140 as compared to using an inclination 

angle of 2.5˚ for run W1425. The mean liquid film thickness value for horizontal films is 

higher than the local liquid thickness value at which droplets detach in the axial direction 

of inclined liquid films as given in Tables 5.2 and 5.3. This can be attributed to the 

tangential velocity component for the bounded inclined liquid films. Figures 5.45 and 

5.47 present the numerical and experimental data for the transient variation of the 

dimensional and nondimensional penetration depth conducted for runs W0925 and 

W2125 using selected values of the normalized initial perturbation amplitude. The 

numerical and experimental simulations of the detachment for inclined surfaces for runs 

W0925 and W2125 are depicted in Figure 5.46. 
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Figure 5.34  Experimental data for the distribution of the maximum penetration depth 

carried out for horizontal surfaces (θ = 0˚) : (a) Run #W090, and (b) Run #W210. 
 

Water 293K, win = 0.9 mm/s, θ = 0◦ 
Mean Depth = 51.2 mm 
Standard Deviation = 2.6 mm 
Sample Size = 100 

Water 293K, win = 2.1 mm/s, θ = 0◦ 
Mean Depth = 87.8 mm 
Standard Deviation = 3.4 mm 
Sample Size = 100 

Run #W210 

Run #W090 
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Figure 5.35  Experimental data for the distribution of the nondimensional maximum 
penetration depth carried out for horizontal surfaces (θ = 0˚): (a) Run #W090, and (b) 

Run #W210. 

Re = 445, win
* = 0.005, θ = 2.5◦ 

Mean Depth = 18.79 
Standard Deviation = 0.98 
Sample Size = 100 

Re = 445, win
* = 0.013, θ = 0◦ 

Mean Depth = 32.21 
Standard Deviation = 1.25 
Sample Size = 100 Run #W210 
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Figure 5.36  Numerical and experimental data for the variation of the maximum 

penetration depth with the normalized initial perturbation amplitude carried out for 
horizontal surfaces (θ = 0˚): (a) Run #W090, and (b) Run #W210. 
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Figure 5.37  Numerical and experimental data for the variation of the nondimensional 
maximum penetration depth with the normalized initial perturbation amplitude carried 

out for horizontal surfaces (θ = 0˚): (a) Run #W090, and (b) Run #W210. 
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Figure 5.38  Numerical and experimental data for the transient variation of the 
penetration depth carried out for horizontal surfaces (θ = 0˚): (a) Run #W090, and (b) 

Run #W210. 

Experiment  
εs/zo = 0.1  
εs/zo = 0.25  
εs/zo = 0.5  

Experiment 
εs/zo = 0.5  
εs/zo = 0.75  
εs/zo = 1  

Run #W210 

Run #W090 

1 
2 

1 

2 



 139 

 

 
0.3652 sec 

 
0.3984 sec 

 
0.4316 sec 

 
0.4648 sec  

0.4992 sec 
Experimental Result Numerical Result  

εs/zo = 0.1 
(a) 

 
0.1826 sec 

 
0.1992 sec 

 
0.2158 sec 

 
0.2407 sec 

 
0.2483 sec 

Experimental Result Numerical Result 
εs/zo = 1 

(b) 
 

Figure 5.39  Numerical and experimental simulations of the detachment for horizontal 
surfaces (θ = 0˚): (a) Run #W090 (Numbering refers to Figure 5.44(a)), and (b) Run 

#W210 (Numbering refers to Figure 5.44(b)). 
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Figure 5.40  Numerical and experimental data for the transient variation of the 
nondimensional penetration depth carried out for horizontal surfaces (θ = 0˚): (a) Run 

#W090, and (b) Run #W210. 
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Figure 5.41  Experimental data for the distribution of the maximum penetration depth 
carried out for inclined surfaces (θ = 2.5˚): (a) Run #W0925, and (b) Run #W2125. 
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Figure 5.42  Experimental data for the distribution of the nondimensional maximum 

penetration depth carried out for inclined surfaces (θ = 2.5˚): (a) Run #W0925, and (b) 
Run #W2125. 
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Figure 5.43  Numerical and experimental data for the variation of the maximum 

penetration depth with the normalized initial perturbation amplitude carried out for 
inclined surfaces (θ = 2.5˚): (a) Run #W0925, and (b) Run #W2125. 
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Figure 5.44  Numerical and experimental data for the variation of the nondimensional 
maximum penetration depth with the normalized initial perturbation amplitude carried 

out for inclined surfaces (θ = 2.5˚): (a) Run #W0925, and (b) Run #W2125. 
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(b) 

Figure 5.45  Numerical and experimental data for the transient variation of the 
penetration depth carried out for inclined surfaces (θ = 2.5˚): (a) Run #W0925, and (b) 

Run #W2125. 
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Figure 5.46  Numerical and experimental simulations of the detachment for inclined 
surfaces (θ = 2.5˚): (a) Run #W0925 (Numbering refers to Figure 5.51(a)), and (b) Run 

#W2125 (Numbering refers to Figure 5.51(b)). 
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Figure 5.47  Numerical and experimental data for the transient variation of the 
nondimensional penetration depth carried out for inclined surfaces (θ = 2.5˚): (a) Run 

#W0925, and (b) Run #W2125. 
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5.6 Interface Wave Length and Characteristic Time Scales  

The results presented in this section are based on the modified theoretical study 

conducted for the bounded thin liquid film Rayleigh-Taylor instability with transpiration 

through the boundary as presented in section 3.1 of chapter 3. This theoretical analysis 

was carried out for horizontal bounding surfaces. Using equation (3.32) which defines the 

nondimensional growth rate s' ( )oghss ρµ3=′  as a function of the nondimensional wave 

number k' ( )λπ oh2  and the Bond number Bo ( )σρ 2Bo ogh= , the dimensional and 

nondimensional characteristic stability curves of the bounded liquid films are plotted as 

shown in Figures 5.48-5.51 for different transpiration velocities using water and 20% 

glycerol. In these figures, each injection velocity results in a corresponding value of the 

Bond number (Bo) due to the difference in the liquid film thickness ho at different 

transpiration velocities as was discussed in section 5.1. 

In this analysis, the evolving liquid-gas interface is characterized using different 

time scales. The droplet detachment time characterized in section 5.3 as a statistical 

distribution with a mean value (td) and a standard deviation (σ) is used as a characteristic 

time scale for the droplets formation and pinch off. The volume flow rate through the 

bounding plate provides another time scale (tflow rate) for the developing thin liquid film as 

follows:  

   tflow rate = ho/q       (6.2) 

where 

   
A
Qq =   as defined in equation (3.27)      
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Based on Figures 5.48-5.51, the maximum value of the growth rate is utilized to 

obtain the corresponding theoretical time ttheory and wave length λtheory which characterize 

the Rayleigh-Taylor instability. The experimental and theoretical time scales defining the 

bounded Rayleigh-Taylor instability are listed in Table 5.29. The theoretical time scale 

ttheory is lower than the detachment time and the flow rate based time scales which have 

the same order of magnitude. Thus, the long-wave analysis carried out for this 

experiment holds as a valid theoretical representation of the perturbed liquid-gas 

interface.      

The extracted theoretical time scale ttheory increases by decreasing the transpiration 

velocity win. For instance, the theoretical time increases by approximately 110% when 

the transpiration velocity decreases from 1.7 mm/s to 0.9 mm/s using water. This is due 

to the decreased liquid film thickness at the lower transpiration velocity through the 

bounding surface as was presented in section 5.1. However, all the conducted runs for 

different injection velocities have approximately the same theoretical wave length (λtheory 

= 24.5 mm for water at 293 K) corresponding to the maximum growth rate for the 

perturbed liquid-gas interface. In the experiment, two values of the wave length λx and λy 

were measured at each transpiration velocity win due to the three-dimensionality of the 

evolving liquid-gas interface. Figure 5.52 presents the theoretical and experimental wave 

length variation with the transpiration velocity using water at 293 K as the working fluid. 

The maximum measured difference in the wave length values λx and λy is 5.5 mm at an 

injection velocity of 2.1 mm/s while the minimum measured difference is 2 mm at a 

transpiration velocity of 1.7 mm/s. This disparity in the wave length values λx and λy can 

be attributed to the confining edge effects caused by the rectangular bounding plate 
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geometry (~12 × 18 cm). However, the bounding surface dimensions are considerably 

larger than the characteristic length scale of the flow field (see Table 3.1) and are 

therefore expected to adequately model the behavior of the much larger bounding 

surfaces expected in an inertial fusion energy IFE reactor chamber (radius ~5 m).  

The experimental results for the wave length values λx and λy indicate a 

decreasing trend with higher transpiration velocities in a range from 0.9 to 2.1 mm/s. This 

empirical trend indicates that more droplet formation sites are present at larger injection 

velocities corresponding to thicker liquid films. However, as indicated in the previous 

paragraph the long-wave theory predicts an approximately constant wave length value of 

24.5 mm for the different injection velocities. A discrepancy of approximately 42% and 

58% at a transpiration velocity of 0.9 mm/s exists between the theoretical wave length 

value and the experimentally measured wave length values λx and λy, respectively. This 

disparity in the theoretical and experimental wave length values is reduced for higher 

injection velocities through the bounding surface with a very close agreement (λx - λtheory 

= 0.2 mm, i.e. 0.8% difference) at 1.9 mm/s.  

The theoretical and experimental wave length values discrepancy can be 

attributed to the formation and propagation of capillary waves at the interface of the 

bounded thin liquid film as a reaction to droplets formation and detachment. Including 

the effect of capillary waves into the modified long-wave theory will provide a closer 

agreement with the conducted experiments. Figure 5.53 presents an experimental 

sequence for the formation and propagation of capillary waves at the liquid-gas interface 

as a result of a droplet pinch off using water at 293 K as the working fluid for 

experimental run W090. 
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Table 5.29  Experimental and theoretical characteristic time scales for the bounded 
Rayleigh-Taylor instability. 

 
Experiment Theory Runs 

td, [s] td+2σ, [s] td-2σ , [s] ttheory, [s] t flow rate, [s] 
W090 0.4652 0.4948 0.4356 0.0394 0.6804 
G090 0.6724 0.6950 0.6498 0.0442 0.7609 
W140 0.4071 0.4253 0.3889 0.0252 0.5079 
W170 0.3576 0.3746 0.3406 0.0187 0.4628 
G170 0.5069 0.5279 0.4859 0.0139 0.5926 
W190 0.3119 0.3331 0.2907 0.0062 0.5951 
W210 0.2412 0.2692 0.2132 0.0027 0.7162 
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Figure 5.48  Characteristic stability curves of the growth rate of the perturbation with the 
dimensional wave number for different transpiration velocities using water at 293 K as 

the working fluid. 
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Figure 5.49  Characteristic stability curves of the nondimensional growth rate of the 

perturbation with the nondimensional wave number for different Bond numbers 
corresponding to various transpiration velocities. 
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Figure 5.50  Characteristic stability curves of the growth rate of the perturbation with the 

dimensional wave number for different transpiration velocities using water and 20% 
glycerol at 293 K as the working fluids. 
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Figure 5.51  Characteristic stability curves of the nondimensional growth rate of the 

perturbation with the nondimensional wave number for Bond numbers corresponding to 
various working fluids and transpiration velocities. 
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Figure 5.52  Theoretical and experimental wave length variation with the transpiration 

velocity through the bounding plate using water at 293 K as the working fluid. 
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Figure 5.53  Formation and propagation of capillary waves of a bounded thin liquid film 
with transpiration through the boundary using water at 293 K as the working fluid for 
experimental run W090: (a) droplet detachment, (b) close-up of the wave formation 

domain, and (c) close-up of the wave propagation region. 
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5.7 Evaporation and Condensation Effects for Bounded Liquid Films  

Evaporation and condensation at the liquid film free surface have a key role in the 

dynamics of liquid film flow. Mass exchange at the interface between the liquid film and 

the chamber gas in inertial fusion systems will directly impact the liquid film stability 

results, including: the free surface topology, the minimum film thickness between 

explosions, the frequency of liquid droplet formation and detachment, the equivalent 

diameter of detached droplets, the penetration depth, and the characteristic wave number. 

As indicated in chapter 3, the numerical front tracking code can parametrically account 

for mass exchange at the liquid-gas interface in the nondimensional momentum equation 

without the need to solve the energy equation. Therefore, all the relevant physical 

phenomena can be addressed without restriction to specific target output spectra as those 

provided in chapter 1. The dominant non-isothermal effects at the interface are analyzed 

by introducing a specified interfacial mass flux as a source term in the conservation of 

mass and interface advection equations. 

The numerical code predictions indicate that evaporation at the interface delays 

while condensation expedites detachment compared to the reference analysis with no 

mass exchange at the interface. Figure 5.54 illustrates the liquid film development and 

droplet detachment for a nondimensional initial liquid film thickness of 0.1, transpiration 

velocity of 0.01 and nondimensional mass flux values of -0.005 (evaporation) and +0.01 

(condensation). In inertial fusion energy applications, liquid lead has been proposed as a 

candidate coolant for the first wall shielding. Thus, when lead at 800 K is used as the 

working fluid, these values correspond to an initial liquid film thickness of 0.2 mm, 
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transpiration velocity of 1.4 mm/s and mass flux values of -7.6 kg/m2s (evaporation) and 

+15.2 kg/m2s (condensation).      
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Figure 5.54  Numerical results for the effect of evaporation/condensation at the interface 
on the nondimensional detachment time for horizontal bounded thin liquid films ( zo

* = 
0.1, win

* = 0.1, and Re = 2000).  
 

The present experiment is not designed to control evaporation and/or 

condensation at the liquid film surface. The numerical code predictions can be validated 

by designing a bounded liquid film experiment that accounts for evaporation and 

condensation at the interface. In such experiment, an enclosure would be required to 

provide adequate control of the ambient gas. Indirect liquid film heating or cooling can 

be used to provide the required evaporation or condensation while independently 

controlling the mass flux at the interface. The effects of noncondensable gases on steam 

condensation under forced convection conditions are essential in understanding the 

dynamics of liquid film condensation [92]. Active or feedback control schemes based on 

the thermocapillary aspect of heated liquid films can also be used to verify the numerical 

code.  
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CHAPTER 6 
 

CONCLUSIONS AND RECOMMENDATIONS 
 
 
 
 

This chapter provides the conclusions derived from the conducted theoretical, 

numerical and experimental investigations of the Rayleigh-Taylor instability for bounded 

liquid films with injection through the boundary. The contributions of this research are 

emphasized as an expansion to the scope of the Rayleigh-Taylor instability applications 

and an enhancement to the exposition of physical principles involved in the thin liquid 

film protection scheme for fusion reactor first walls. The conclusions and contributions 

are categorized into several points, including: evolution of liquid film thickness, liquid 

film surface perturbation geometry, liquid droplet formation and detachment time, 

interface wave length and characteristic time scales, equivalent size for detached droplets, 

and time history of the penetration depth for bounded liquid films. This chapter also 

outlines the recommendations for future work. 

 

6.1 Conclusions and Contributions 

The conclusions obtained from this work are briefly listed in this section since 

they have been thoroughly detailed in the previous chapters. The outcome of this 

investigation and the primary conclusions that can be extracted from this thesis are: 

1- Surface perturbation geometry and mode number have a major impact upon 

numerical simulations of the liquid film evolution and growth pattern for the 

Rayleigh-Taylor instability. The numerical front tracking code predicts higher 
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detachment times for higher mode number perturbations, and thus the longest 

wavelength (mode number 1) initial surface perturbation gives the conservative 

numerical estimate with regard to the detachment time. 

2- The long-wave theory predictions are a reasonable theoretical representation of the 

perturbed liquid gas interface because the theoretical time scale is lower than the 

detachment time and the flow rate based time scales which have the same order of 

magnitude. A close concurrence between the theoretical predictions and the 

experimental measurements of the wavelength is obtained at higher injection 

velocities.    

3- The liquid film injection velocity through the bounding surface affects several flow 

parameters. A higher injection velocity through the boundary increases the 

unperturbed liquid film thickness. Therefore, the equivalent droplet diameter of the 

detaching droplets and the maximum penetration depth of the developing spikes 

also increase in turn because of the corresponding increase in the liquid volume at 

higher transpiration velocities. However, the detachment time increases by 

decreasing the injection velocity due to the development of thinner liquid films.  

4- The atomization mechanistic model predictions for the equivalent droplet diameter 

are in good agreement with the experimentally measured diameter for a given 

working fluid. However, when comparing the equivalent droplet diameters for 

water and glycerol solution (20%), the mechanistic model predicts a larger diameter 

value than that measured in the experiments for water. The theoretical atomization 

model does not account for the transpiration through the boundary and thus neglects 
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the effect of the unperturbed local instantaneous liquid film thickness on the 

equivalent droplet diameter.  

5- Water and glycerol solution (20%) are used as working fluids to extend the fluid 

parameters and the range of comparison between the experiments and the numerical 

front tracking model. The glycerol solution (20%) runs have greater measured 

unperturbed liquid film thickness values than the corresponding water runs at the 

same transpiration velocity win, and hence larger equivalent droplet diameter and 

maximum penetration depth. However, utilizing glycerol solution (20%) as the 

working fluid caused a decrease in the detachment time because glycerol solution 

(20%) has a higher viscosity or lower Reynolds number than those of water. 

6- Inclined (vs. horizontal) bounding surfaces provide a different behavior for the 

liquid film stability results. The thickness of the advected liquid film increases 

along the axial direction of the bounding surface due to the continuous injection and 

delayed droplet formation as a result of the tangential acceleration, the shear stress 

effects, and the liquid film drift. Droplets detaching from horizontal liquid films 

have larger values of the equivalent droplet diameter and penetration depth than 

those pinching off from inclined films. In inclined liquid films, droplets detach at 

axial locations corresponding to mean liquid film thickness values that are smaller 

than those measured for horizontal liquid films at a given injection velocity.  

7- The effects of evaporation and condensation at the liquid film free surface is 

included in the numerical front tracking code by introducing a specified interfacial 

mass flux as a source term in the conservation of mass and interface advection 

equations. The numerical predictions establish that evaporation at the interface 
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delays while condensation expedites detachment compared to the baseline analysis 

with no mass exchange at the interface.  

8- The effect of the normalized initial perturbation amplitude εs/zo upon the numerical 

results was investigated by running the numerical front tracking code for a range of 

εs/zo values of: 0.1, 0.25, 0.5, 0.75 and 1. The initial liquid film thickness zo is 

extracted from the experimental runs as the mean value provided by the transient 

variation of the unperturbed liquid film thickness (zo = ho). In all runs, the 

numerical model predictions of detachment time, droplet diameter and penetration 

depth are within two standard deviations of the corresponding experimentally 

measured field variables. 

The contributions of this theoretical, numerical and experimental study are 

valuable as a novel investigation of a variant of the Rayleigh-Taylor instability with a 

bounding wall with transpiration through the bounding surface. This work is the first in 

the available literature to investigate this aspect of the bounded Rayleigh-Taylor 

instability. The aim is extended by modifying the long wave theory and verifying the 

numerical front tracking model, and thus by doing so, a powerful tool is made available 

to designers of inertial fusion energy (IFE) systems which would help identify design 

windows for successful operation of the thin liquid film protection concept. The main 

contributions of this thesis are provided in the following points: 

1- Designing and constructing an experimental test facility that simulates the thin 

liquid film protection scheme for horizontal and inclined bounding surfaces, while 

independently controlling several input parameters such as the unperturbed liquid 

film thickness and injection velocity through the bounding surface,  
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2- Measuring the unperturbed local instantaneous liquid film thickness by using a non-

intrusive technique. The measurement was carried out for horizontal liquid films 

and along the axial direction of inclined films,  

3- Determining the effect of different design and operational parameters (liquid film 

thickness, liquid injection velocity through the boundary, inclination angle of the 

bounding surfaces, and liquid properties) on liquid film stability, 

4- Obtaining dimensional and nondimensional results from the conducted experiments 

pertaining to the conceptual design of the thin liquid film protection scheme for 

horizontal and inclined bounding surfaces, including: 

4.1- The frequency of liquid droplet formation, 

4.2- The size of detached droplets, 

4.3- The time history of the penetration depth, and 

4.4- The interface wave number, 

5- Modifying and extending the long-wave theory in order to characterize and account 

for transpiration through the bounding surface, and thus determining the theoretical 

wave numbers and the characteristic time scales, 

6- Validating over a wide range of design parameters a numerical code which is based 

on a state-of-the-art level contour reconstruction front tracking technique by 

comparing the numerical predictions with the experimental results, and 

7- Establishing the design and technical requirements for the liquid film stability and 

survivability mandated for the robust and successful development of the thin liquid 

film shielding concept. 
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6.2 Recommendations and Future Work 

The work presented in this doctoral thesis is the first theoretical, numerical and 

experimental investigation in the available literature to study the various aspects of the 

bounded Rayleigh-Taylor instability with injection through the boundary. The knowledge 

gained from this investigation paves the way for future work in the stability of thin liquid 

films. Therefore, the following investigation steps are recommended: 

1- Design an experimental test facility that accounts for the non-isothermal effects 

such as evaporation and condensation at the bounded liquid film surface, while 

independently controlling the mass flux at the interface,  

2- Investigate the thermocapillary effects on the continuity and stability of heated 

liquid films,  

3- Modify the long-wave theory to characterize thin liquid films bounded by inclined 

surfaces and to account for capillary waves at the liquid film surface,  

4- Account for the response of the liquid film to a specific target spectra by directly 

solving the energy and momentum equations in a coupled front tracking numerical 

code, and 

5- Use parallel techniques in the numerical front tracking code in order to achieve the 

higher resolution simulations required to resolve the detailed characteristics of the 

thin liquid film flow. 
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APPENDICES 
 
 
 
 

The appendices are provided as a continuation to the numerical and experimental 

results obtained for the characteristic flow field variables of the bounded Rayleigh-Taylor 

instability with injection through the bounding horizontal and inclined surfaces. They are 

categorized as follows: 

Appendix A Error Analysis        

Appendix B Numerical and Experimental Results for Horizontal Surfaces  

Appendix C Numerical and Experimental Results for Inclined Surfaces 
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APPENDIX A 
 

ERROR ANALYSIS 
 
 
 
 

The error analysis and the uncertainty of a measurement is an essential 

consideration in the conducted experiments. Therefore, the uncertainty is estimated in 

this appendix for direct and indirect measurements, including: the mass flow rate, the 

working fluid temperature and Reynolds number, the image analysis, and the 

characteristic flow field variables. 

 

A.1 Mass Flow Rate 

Mass flow rates through the bounding surface were measured using a weighing 

tank process in which the working fluid was collected during a specified period of time. 

Table 4.2 in Chapter 4 lists the mass flow rates for different experimental runs. Hence, 

the mass flow rate was not measured directly but is obtained from two direct 

measurements involving the mass and time as independent variables. For an indirect 

measurement y which depends on N direct measurements xi the following generic 

formula is used: 

    ∑
= ∂

∂=
N

i
i

i

u
x
yu

1

22       (A.1) 

where 

   ( )Nxxxyy ,...,, 21=  

   u = standard uncertainty 
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The expanded uncertainty U is reported in this appendix for the conducted experimental 

runs, and thus it is given by: 

   ukU c=        (A.2) 

where  U = expanded uncertainty 

kc = coverage factor = 2 

The expanded uncertainty U is taken to be twice the standard uncertainty u based 

on the assumption that the experimental distribution is approximate to the normal 

distribution such that the uncertainty will include 95% of the possibilities. Applying 

equation (A.1) to the mass flow rate measurement results in the following formulation: 

   
2

2

2
2 







∆
−+







∆
= ∆t

m
m u

t
m

t
uu !      (A.3) 

Based on equation (A.3) for the standard uncertainty u in the mass flow rate 

calculation and using the minimum time increment of 5 seconds as a limiting value, the 

maximum expanded uncertainty U for the conducted experimental runs in this 

investigation is 5105 −× kg/s which translates to an expanded uncertainty of 

510180 −×. m/s in the velocity. 

 

A.2 Working Fluid Temperature 

Measurement of the working fluid temperature is an essential component of the 

experimental process. Therefore, calibration of the thermocouples was carried out using a 

platinum resistance thermometer RTD (OMEGA PRP-2) to provide a reference scale. 

The measured temperature also affects the working fluid properties, and thus the 

calculated Reynolds number. 
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A.2.1 Calibration Curve  

The calibration process and data for the calibrated thermocouple mounted in the 

constant-head tank are presented in Figures 4.6 and 4.7 of Chapter 4. The following 

calibration function was obtained: 

   074990 TCRTD .. += TT      (A.4) 

where 

   TRTD = RTD temperature in K 

   TTC = thermocouple temperature in K 

The expanded uncertainty U of the temperature calibration is taken as twice the 

standard error of estimate (SEE) obtained from the regression analysis. In this calibration, 

the expanded uncertainty U is 0.914 K. 

 

A.2.2 Reynolds Number  

The normalized results provided in this investigation are categorized using the 

Reynolds number as a characteristic parameter. The Reynolds number used in this 

investigation is defined in section 3.2 of Chapter 3 as follows:  

   
L

LRe
µ

ρ lUo=        (A.5) 

This definition of the Reynolds number can be reduced to be a function of the working 

fluid temperature: 

   Re = Re(T)       (A.6) 

Equation (A.6) can be derived by using the characteristic scales introduced in 

Chapter 3 and by including the correlations of the liquid properties as a function of the 
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working fluid temperature [79-82]. After manipulating equation (A.5), the Reynolds 

number dependence on temperature for water is given by: 
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Equation (A.7) is plotted in Figure A.1 to trace the variation of the Reynolds number with 

the working fluid temperature. 
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Figure A.1  Reynolds Number (Re) variation with the working fluid temperature. 

Equation (A.7) 



 170 

A.3 Image Analysis 

As is explained in Chapter 4, each set of detected edge images were analyzed to 

measure the flow field parameters. The droplet detachment time was measured by 

tracking the sequences of the contoured surface edges to the detachment point. The 

expanded uncertainty U for this measurement is given by the resolution of the time steps 

which is 8.33 ms as provided by the CCD camera framing rate of 120 Hz. Errors in the 

measured droplet diameter can be attributed to the axisymmetric geometry assumed for 

calculating an equivalent value of the diameter. Therefore, the actual droplet geometry 

may deviate from the used spheroid formulation. 

 

A.4 Flow Field Variables 

This section details the uncertainty associated with the statistical distributions 

obtained from the experimental runs for the flow field variables, including: the liquid film 

thickness, the droplet detachment time, the equivalent droplet diameter, and the 

maximum penetration depth. These statistical distributions were developed by gathering 

multiple data for the conducted experimental runs. Based on error propagation analysis, 

the standard uncertainty u of an average of N data is computed from the standard 

deviation of the sample as follows: 

   
N

u σ=        (A.8) 

where 

   σ = standard deviation 

   N = number of measurements 
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The standard uncertainty, which is in these distributions a Type A uncertainty, is 

less than the sample standard deviation. For a large sample size, the uncertainty due to a 

random influence can be virtually eliminated. In order to investigate the accuracy and 

precision of the developed statistical distributions, the experimental run #W090 is 

conducted twice and the results for the experimental mean and expanded uncertainty 

values are compared in Tables A.1 and A.2. A close agreement between runs W090,1 and 

W090,2 is achieved. 

 

Table A.1  Liquid mass flow rates and velocities for two experiments  
representing run #W090. 

   
Time, [sec] MW0.9,1, 

[kg] 
MW0.9,2, 
[kg] 

5 0.120 0.119 
10 0.226 0.224 
15 0.378 0.380 
20 0.482 0.480 
25 0.592 0.590 
30 0.711 0.704 
35 0.814 0.819 
40 0.972 0.974 
45 1.020 1.015 
50 1.177 1.179 

avm! , [kg/s] 0.024 0.023 

avV! , [mm3/s] 23747 23691 

avinw , , [mm/s] 0.903 0.901 
 

Table A.2  Experimental mean and expanded uncertainty values of the detachment time 
(td), equivalent droplet diameter (D), and maximum penetration depth (d) for the two 

experiments representing run #W090. 
 

Detachment Time Equivalent Diameter Max Penetration Depth Runs 
td, [s] U, [s] D, [mm] U, [mm] d, [mm] U, [mm] 

W090,1 0.4652 0.0029 8.2 0.04 51.25 0.54 
W090,2 0.4826 0.0029 8.0 0.04 49.42 0.41 
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Tables A.3-A.6 provide the experimental mean and expanded uncertainty values 

of the liquid film thickness, detachment time, equivalent droplet diameter, and maximum 

penetration depth for the conducted experimental runs including horizontal and inclined 

surfaces.  

 

Table A.3  Experimental mean (ho) and expanded uncertainty (U) values of the 
unperturbed liquid film thickness for the experimental runs conducted using horizontal 

surfaces. 
 

Runs Mean Value, ho, [μm] U, [μm] 
W090 614.3 0.8 
W140 713.0 2.7 
W170 787.7 12.6 
W190 1131.8 21.1 
W210 1506.4 3.2 

 

Table A.4  Experimental mean (ho) and expanded uncertainty (U) values of the 
unperturbed liquid film thickness at several axial positions (x) in the direction of the 

liquid film flow for the experimental runs conducted using inclined surfaces (θ =2.5˚). 
 

x = 20 mm x = 30 mm x = 40 mm x = 50 mm Runs 
ho[μm] U[μm] ho[μm] U[μm] ho[μm] U[μm] ho[μm] U[μm] 

W0925 217.8 4.3 324.1 4.2 419.1 2.5 812.5 3.4 
W1425 293.3 1.2 441.1 0.9 622.0 5.3 917.1 11.9 
W1725 316.8 1.9 491.2 0.6 757.7 10.6 986.0 5.3 
W1925 399.1 1.6 597.1 10.9 930.3 12.5 1251.3 29.6 
W2125 456.0 6.2 705.6 5.9 1168.6 8.3 1533.7 3.5 

 

Table A.5  Experimental mean and expanded uncertainty values of the detachment time 
(td), equivalent droplet diameter (D), and maximum penetration depth (d) for the 

experimental runs conducted using horizontal surfaces. 
 

Detachment Time Equivalent Diameter Max Penetration Depth Runs 
td, [s] U, [s] D, [mm] U, [mm] d, [mm] U, [mm] 

W090 0.4652 0.0029 8.2 0.04 51.25 0.54 
W140 0.4071 0.0018 8.6 0.02 62.33 0.27 
W170 0.3576 0.0017 8.9 0.02 69.82 0.35 
W190 0.3119 0.0021 9.3 0.02 76.70 0.50 
W210 0.2412 0.0028 9.6 0.04 87.87 0.68 
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Table A.6  Experimental mean and expanded uncertainty values of the detachment time 
(td), equivalent droplet diameter (D), and maximum penetration depth (d) for the 

experimental runs conducted using inclined surfaces. 
 

Detachment Time Equivalent Diameter Max Penetration Depth Runs 
td, [s] U, [s] D, [mm] U, [mm] d, [mm] U, [mm] 

W090 0.5991 0.0023 7.79 0.03 44.34 0.47 
W140 0.5155 0.0019 8.29 0.03 54.08 0.48 
W170 0.4322 0.0019 8.69 0.02 61.84 0.35 
W190 0.3641 0.0026 9.01 0.03 70.72 0.45 
W210 0.2867 0.0022 9.24 0.03 80.72 0.53 

 

The bounding plate surface uniformity condition may affect the distribution of the 

droplet formation sites at the liquid film surface. However, the plate media was assessed 

and rated using bubble point testing conducted by the manufacturer. The maximum 

expanded uncertainty U for the measured interface wave length values in the conducted 

experimental runs in this investigation is 0.2 mm. 
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APPENDIX B 
 

NUMERICAL AND EXPERIMENTAL RESULTS 
FOR HORIZONTAL SURFACES 

 
 
 
 

The numerical and experimental results obtained for the characteristic flow field 

variables of the bounded Rayleigh-Taylor instability with injection through the bounding 

horizontal surfaces are detailed in this appendix. These numerical and experimental runs 

are listed in Table B.1. Runs W090 and W210 are provided in Chapter 5 while the other 

runs are given in this appendix. 

 

Table B.1  Letter-number designation of the conducted experimental and numerical runs 
for horizontal surfaces. 

 
Experiment 

Runs 
Working Fluid Injection Velocity, w, 

[mm/s] 
Surface Inclination 

Angle, θ 
W090 Water 0.9 0˚ 
G090 20% Glycerol 0.9 0˚ 
W140 Water 1.4 0˚ 
W170 Water 1.7 0˚ 
G170 20% Glycerol 1.7 0˚ 
W190 Water 1.9 0˚ 
W210 Water 2.1 0˚ 
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B.1 Numerical and Experimental Results for Run #G090 

This section details the numerical and experimental results on the characteristic 

flow field variables for the bounded Rayleigh-Taylor instability with injection through 

the bounding horizontal surface for Run #G090. These results include: the evolution of 

the liquid film thickness, the liquid film surface perturbation geometry, the liquid droplet 

formation and detachment time, the equivalent size for detached droplets, and the time 

history of the penetration depth. 
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Figure B.1  Transient variation of the unperturbed liquid film thickness for Run #G090. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 0.9 mm/s, θ = 0◦ 
Mean Liquid Film Thickness = 686.2 μm 
Standard Deviation = 32.5 μm 

Run #G090 
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Figure B.2  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to for Run #G090. 
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Figure B.3  Experimental data for the distribution of the detachment times carried out for 

a horizontal surface (Run #G090). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 0.9 mm/s, 
θ = 0◦ 
Mean Detachment Time = 0.672 s 
Standard Deviation = 0.011 s 
Sample Size = 100

Run #G090 
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Figure B.4  Experimental data for the distribution of the nondimensional detachment time 

carried out for a horizontal surface (Run #G090). 
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* = 0.005, θ = 0◦ 

Mean Detachment Time = 41.07 
Standard Deviation = 0.69 
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Figure B.5  Numerical and experimental data for the variation of the detachment time 
with the normalized initial perturbation amplitude carried out for a horizontal surface 

(Run #G090). 
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Figure B.6  Numerical and experimental data for the variation of the nondimensional 
detachment time with the normalized initial perturbation amplitude carried out for a 

horizontal surface (Run #G090). 
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Figure B.7  Experimental data for the distribution of the equivalent droplet diameter 

carried out for a horizontal surface (Run #G090). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 0.9 mm/s, 
θ = 0◦ 
Mean Diameter = 9 mm 
Standard Deviation = 0.2 mm 
Sample Size = 100 

Run #G090 
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Figure B.8  Experimental data for the distribution of the nondimensional equivalent 

droplet diameter carried out for a horizontal surface (Run #G090). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 250, win
* = 0.005, θ = 0◦ 

Mean Diameter = 3.43 
Standard Deviation = 0.07 
Sample Size = 100 

Run #G090 
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Figure B.9  Numerical and experimental data for the variation of the equivalent droplet 
diameter with the normalized initial perturbation amplitude carried out for a horizontal 

surface (Run #G090). 
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Figure B.10  Numerical and experimental data for the variation of the nondimensional 

equivalent droplet diameter with the normalized initial perturbation amplitude carried out 
for a horizontal surface (Run #G090). 
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Figure B.11  Experimental data for the distribution of the maximum penetration depth 

carried out for a horizontal surface (Run #G090). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 0.9 mm/s, 
θ = 0◦ 
Mean Depth = 74.4 mm 
Standard Deviation = 1.9 mm 
Sample Size = 100 

Run #G090 
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Figure B.12  Experimental data for the distribution of the nondimensional maximum 

penetration depth carried out for a horizontal surface (Run #G090). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 250, win
* = 0.005, θ = 2.5◦ 

Mean Depth = 28.29 
Standard Deviation = 0.73 
Sample Size = 100 
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Figure B.13  Numerical and experimental data for the variation of the maximum 

penetration depth with the normalized initial perturbation amplitude carried out for a 
horizontal surface (Run #G090). 
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Figure B.14  Numerical and experimental data for the variation of the nondimensional 
maximum penetration depth with the normalized initial perturbation amplitude carried 

out for a horizontal surface (Run #G090). 
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Figure B.15  Numerical and experimental data for the transient variation of the 
penetration depth carried out for a horizontal surface (Run #G090). 
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Figure B.16  Numerical and experimental data for the transient variation of the 
nondimensional penetration depth carried out for a horizontal surface (Run #G090). 
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B.2 Numerical and Experimental Results for Run #W140 

This section details the numerical and experimental results on the characteristic 

flow field variables for the bounded Rayleigh-Taylor instability with injection through 

the bounding horizontal surface for Run #W140. These results include: the evolution of 

the liquid film thickness, the liquid film surface perturbation geometry, the liquid droplet 

formation and detachment time, the equivalent size for detached droplets, and the time 

history of the penetration depth. 
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Figure B.17  Transient variation of the unperturbed liquid film thickness for Run #W140. 
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Water 293K, win = 1.4 mm/s, θ = 0◦ 
Mean Liquid Film Thickness = 713 μm 
Standard Deviation = 14 μm 
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Figure B.18  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to for Run #W140. 
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Figure B.19  Experimental data for the distribution of the detachment times carried out 

for a horizontal surface (Run #W140). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.4 mm/s, θ = 0◦ 
Mean Detachment Time = 0.407 s 
Standard Deviation = 0.009 s 
Sample Size = 100 
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Figure B.20  Experimental data for the distribution of the nondimensional detachment 

time carried out for a horizontal surface (Run #W140). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Run #W140 
Re = 445, win

* = 0.008, θ = 0◦ 
Mean Detachment Time = 24.41 
Standard Deviation = 0.54 
Sample Size = 100 
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Figure B.21  Numerical and experimental data for the variation of the detachment time 
with the normalized initial perturbation amplitude carried out for a horizontal surface 

(Run #W140). 
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Figure B.22  Numerical and experimental data for the variation of the nondimensional 
detachment time with the normalized initial perturbation amplitude carried out for a 

horizontal surface (Run #W140). 
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Figure B.23  Experimental data for the distribution of the equivalent droplet diameter 

carried out for a horizontal surface (Run #W140). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.4 mm/s, θ = 0◦ 
Mean Diameter = 8.6 mm 
Standard Deviation = 0.1 mm 
Sample Size = 100 

Run #W140 
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Figure B.24  Experimental data for the distribution of the nondimensional equivalent 

droplet diameter carried out for a horizontal surface (Run #W140). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W140 Re = 445, win
* = 0.008, θ = 0◦ 

Mean Diameter = 3.15 
Standard Deviation = 0.05 
Sample Size = 100 
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Figure B.25  Numerical and experimental data for the variation of the equivalent droplet 
diameter with the normalized initial perturbation amplitude carried out for a horizontal 

surface (Run #W140). 
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Figure B.26  Numerical and experimental data for the variation of the nondimensional 

equivalent droplet diameter with the normalized initial perturbation amplitude carried out 
for a horizontal surface (Run #W140). 
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Figure B.27  Experimental data for the distribution of the maximum penetration depth 

carried out for a horizontal surface (Run #W140). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.4 mm/s, θ = 0◦ 
Mean Depth = 62.33 mm 
Standard Deviation = 1.37 mm 
Sample Size = 100 Run #W140 
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Figure B.28  Experimental data for the distribution of the nondimensional maximum 

penetration depth carried out for a horizontal surface (Run #W140). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W140 

Re = 445, win
* = 0.008, θ = 0◦ 

Mean Depth = 22.85 
Standard Deviation = 0.5 
Sample Size = 100 
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Figure B.29  Numerical and experimental data for the variation of the maximum 

penetration depth with the normalized initial perturbation amplitude carried out for a 
horizontal surface (Run #W140). 
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Figure B.30  Numerical and experimental data for the variation of the nondimensional 
maximum penetration depth with the normalized initial perturbation amplitude carried 

out for a horizontal surface (Run #W140). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W140 

+2σ*

-2σ*



 207 

 

0 0.1 0.2 0.3 0.4 0.5
0

10

20

30

40

50

60

70

Time, [s]

Pe
ne

tra
tio

n 
D

ep
th

, [
m

m
]

 
 

Figure B.31  Numerical and experimental data for the transient variation of the 
penetration depth carried out for a horizontal surface (Run #W140). 
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Figure B.32  Numerical and experimental data for the transient variation of the 
nondimensional penetration depth carried out for a horizontal surface (Run #W140). 
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B.3 Numerical and Experimental Results for Run #W170 

This section details the numerical and experimental results on the characteristic 

flow field variables for the bounded Rayleigh-Taylor instability with injection through 

the bounding horizontal surface for Run #W170. These results include: the evolution of 

the liquid film thickness, the liquid film surface perturbation geometry, the liquid droplet 

formation and detachment time, the equivalent size for detached droplets, and the time 

history of the penetration depth. 
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Figure B.33  Transient variation of the unperturbed liquid film thickness for Run #W170. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

+2σ 

-2σ 

Run #W170 

Water 293K, win = 1.7 mm/s, θ = 0◦ 
Mean Liquid Film Thickness = 787.7 μm 
Standard Deviation = 63.1 μm 
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Figure B.34  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to for Run #W170. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 445, win
* = 0.01, θ = 0◦ 

Mean Liquid Film Thickness = 0.289 
Standard Deviation = 0.0231 

+2σ* 

-2σ* 

Run #W170 
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Figure B.35  Experimental data for the distribution of the detachment times carried out 

for a horizontal surface (Run #W170). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.7 mm/s, θ = 0◦ 
Mean Detachment Time = 0.358 s 
Standard Deviation = 0.009 s 
Sample Size = 100 

Run #W170 
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Figure B.36  Experimental data for the distribution of the nondimensional detachment 

time carried out for a horizontal surface (Run #W170). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W170 
Re = 445, win

* = 0.01, θ = 0◦ 
Mean Detachment Time = 21.44 
Standard Deviation = 0.51 
Sample Size = 100 
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Figure B.37  Numerical and experimental data for the variation of the detachment time 
with the normalized initial perturbation amplitude carried out for a horizontal surface 

(Run #W170). 
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Figure B.38  Numerical and experimental data for the variation of the nondimensional 
detachment time with the normalized initial perturbation amplitude carried out for a 

horizontal surface (Run #W170). 
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Figure B.39  Experimental data for the distribution of the equivalent droplet diameter 

carried out for a horizontal surface (Run #W170). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Water 293K, win = 1.7 mm/s, θ = 0◦ 
Mean Diameter = 8.9 mm 
Standard Deviation = 0.1 mm 
Sample Size = 100 

Run #W170 
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Figure B.40  Experimental data for the distribution of the nondimensional equivalent 

droplet diameter carried out for a horizontal surface (Run #W170). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W170 
Re = 445, win

* = 0.01, θ = 0◦ 
Mean Diameter = 3.26 
Standard Deviation = 0.05 
Sample Size = 100 
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Figure B.41  Numerical and experimental data for the variation of the equivalent droplet 
diameter with the normalized initial perturbation amplitude carried out for a horizontal 

surface (Run #W170). 
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Figure B.42  Numerical and experimental data for the variation of the nondimensional 

equivalent droplet diameter with the normalized initial perturbation amplitude carried out 
for a horizontal surface (Run #W170). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W170 

+2σ* 

-2σ* 



 220 

 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

65 66 68 69 70 72 73 74

Maximum Penetration Depth, [mm]

N
um

be
r F

ra
ct

io
n

 
Figure B.43  Experimental data for the distribution of the maximum penetration depth 

carried out for a horizontal surface (Run #W170). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.7 mm/s, θ = 0◦ 
Mean Depth = 69.8 mm 
Standard Deviation = 1.8 mm 
Sample Size = 100 Run #W170 
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Figure B.44  Experimental data for the distribution of the nondimensional maximum 

penetration depth carried out for a horizontal surface (Run #W170). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W170 

Re = 445, win
* = 0.01, θ = 2.5◦ 

Mean Depth = 25.59 
Standard Deviation = 0.66 
Sample Size = 100 
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Figure B.45  Numerical and experimental data for the variation of the maximum 

penetration depth with the normalized initial perturbation amplitude carried out for a 
horizontal surface (Run #W170). 
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Figure B.46  Numerical and experimental data for the variation of the nondimensional 
maximum penetration depth with the normalized initial perturbation amplitude carried 

out for a horizontal surface (Run #W170). 
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Figure B.47  Numerical and experimental data for the transient variation of the 
penetration depth carried out for a horizontal surface (Run #W170). 
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Figure B.48  Numerical and experimental data for the transient variation of the 
nondimensional penetration depth carried out for a horizontal surface (Run #W170). 
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B.4 Numerical and Experimental Results for Run #G170 

This section details the numerical and experimental results on the characteristic 

flow field variables for the bounded Rayleigh-Taylor instability with injection through 

the bounding horizontal surface for Run #G170. These results include: the evolution of 

the liquid film thickness, the liquid film surface perturbation geometry, the liquid droplet 

formation and detachment time, the equivalent size for detached droplets, and the time 

history of the penetration depth. 
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Figure B.49  Transient variation of the unperturbed liquid film thickness for Run #G170. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 1.7 mm/s, θ = 0◦ 
Mean Liquid Film Thickness = 1009.2 μm 
Standard Deviation = 23.4 μm 

Run #G170 
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Figure B.50  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to for Run #G170. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 250, win
* = 0.01, θ = 0◦ 

Mean Liquid Film Thickness = 0.384 
Standard Deviation = 0.0089 

Run #G170 

+2σ* 

-2σ* 



 229 

 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.481 0.490 0.498 0.506 0.515 0.523 0.531

Detachment Time, [s]

N
um

be
r F

ra
ct

io
n

 
Figure B.51  Experimental data for the distribution of the detachment times carried out 

for a horizontal surface (Run #G170). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 1.7 mm/s, 
θ = 0◦ 
Mean Detachment Time = 0.506 s 
Standard Deviation = 0.011 s 
Sample Size = 100

Run #G170 
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Figure B.52  Experimental data for the distribution of the nondimensional detachment 

time carried out for a horizontal surface (Run #G170). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 250, win
* = 0.01, θ = 0◦ 

Mean Detachment Time = 30.97 
Standard Deviation = 0.64 
Sample Size = 100 

Run #G170 
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Figure B.53  Numerical and experimental data for the variation of the detachment time 
with the normalized initial perturbation amplitude carried out for a horizontal surface 

(Run #G170). 
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Figure B.54  Numerical and experimental data for the variation of the nondimensional 
detachment time with the normalized initial perturbation amplitude carried out for a 

horizontal surface (Run #G170). 
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Figure B.55  Experimental data for the distribution of the equivalent droplet diameter 

carried out for a horizontal surface (Run #G170). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 1.7 mm/s, 
θ = 0◦ 
Mean Diameter = 9.9 mm 
Standard Deviation = 0.2 mm 
Sample Size = 100 

Run #G170 
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Figure B.56  Experimental data for the distribution of the nondimensional equivalent 

droplet diameter carried out for a horizontal surface (Run #G170). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 250, win
* = 0.01, θ = 0◦ 

Mean Diameter = 3.79 
Standard Deviation = 0.07 
Sample Size = 100 

Run #G170 
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Figure B.57  Numerical and experimental data for the variation of the equivalent droplet 
diameter with the normalized initial perturbation amplitude carried out for a horizontal 

surface (Run #G170). 
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Figure B.58  Numerical and experimental data for the variation of the nondimensional 

equivalent droplet diameter with the normalized initial perturbation amplitude carried out 
for a horizontal surface (Run #G170). 
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Figure B.59  Experimental data for the distribution of the maximum penetration depth 

carried out for a horizontal surface (Run #G170). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 1.7 mm/s, 
θ = 0◦ 
Mean Depth = 86.3 mm 
Standard Deviation = 2.6 mm 
Sample Size = 100

Run #G170 
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Figure B.60  Experimental data for the distribution of the nondimensional maximum 

penetration depth carried out for a horizontal surface (Run #G170). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 250, win
* = 0.01, θ = 2.5◦ 

Mean Depth = 32.83 
Standard Deviation = 0.98 
Sample Size = 100 Run #G170 
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Figure B.61  Numerical and experimental data for the variation of the maximum 

penetration depth with the normalized initial perturbation amplitude carried out for a 
horizontal surface (Run #G170). 
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Figure B.62  Numerical and experimental data for the variation of the nondimensional 
maximum penetration depth with the normalized initial perturbation amplitude carried 

out for a horizontal surface (Run #G170). 
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Figure B.63  Numerical and experimental data for the transient variation of the 
penetration depth carried out for a horizontal surface (Run #G170). 
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Figure B.64  Numerical and experimental data for the transient variation of the 
nondimensional penetration depth carried out for a horizontal surface (Run #G170). 
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B.5 Numerical and Experimental Results for Run #W190 

This section details the numerical and experimental results on the characteristic 

flow field variables for the bounded Rayleigh-Taylor instability with injection through 

the bounding horizontal surface for Run #W190. These results include: the evolution of 

the liquid film thickness, the liquid film surface perturbation geometry, the liquid droplet 

formation and detachment time, the equivalent size for detached droplets, and the time 

history of the penetration depth. 
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Figure B.65  Transient variation of the unperturbed liquid film thickness for Run #W190. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.9 mm/s, θ = 0◦ 
Mean Liquid Film Thickness = 1131.8 μm 
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Figure B.66  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to for Run #W190. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 445, win
* = 0.011, θ = 0◦ 

Mean Liquid Film Thickness = 0.415 
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Figure B.67  Experimental data for the distribution of the detachment times carried out 

for a horizontal surface (Run #W190). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.9 mm/s, θ = 0◦ 
Mean Detachment Time = 0.312 s 
Standard Deviation = 0.011 s 
Sample Size = 100 

Run #W190 
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Figure B.68  Experimental data for the distribution of the nondimensional detachment 

times carried out for a horizontal surface (Run #W190). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W190 

Re = 445, win
* = 0.011, θ = 0◦ 

Mean Detachment Time = 18.7 
Standard Deviation = 0.64 
Sample Size = 100 
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Figure B.69  Numerical and experimental data for the variation of the detachment time 
with the normalized initial perturbation amplitude carried out for a horizontal surface 

(Run #W190). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W190 

+2σ 

-2σ 



 249 

 

7.5

10

12.5

15

17.5

20

22.5

25

27.5

0 0.2 0.4 0.6 0.8 1

Normalized Initial Perturbation Amplitude, εs/zo

N
on

di
m

en
si

on
al

 D
et

ac
hm

en
t T

im
e

Numerical Data
Experiment
Numerical Model

 
Figure B.70  Numerical and experimental data for the variation of the nondimensional 
detachment time with the normalized initial perturbation amplitude carried out for a 

horizontal surface (Run #W190). 
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Figure B.71  Experimental data for the distribution of the equivalent droplet diameter 

carried out for a horizontal surface (Run #W190). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.9 mm/s, θ = 0◦ 
Mean Diameter = 9.3 mm 
Standard Deviation = 0.1 mm 
Sample Size = 100 

Run #W190 
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Figure B.72  Experimental data for the distribution of the nondimensional equivalent 

droplet diameter carried out for a horizontal surface (Run #W190). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W190 Re = 445, win
* = 0.011, θ = 0◦ 

Mean Diameter = 3.42  
Standard Deviation = 0.05 
Sample Size = 100 
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Figure B.73  Numerical and experimental data for the variation of the equivalent droplet 
diameter with the normalized initial perturbation amplitude carried out for a horizontal 

surface (Run #W190). 
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Figure B.74  Numerical and experimental data for the variation of the nondimensional 

equivalent droplet diameter with the normalized initial perturbation amplitude carried out 
for a horizontal surface (Run #W190). 
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Figure B.75  Experimental data for the distribution of the maximum penetration depth 

carried out for a horizontal surface (Run #W190). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.9 mm/s, θ = 0◦ 
Mean Depth = 76.7 mm 
Standard Deviation = 2.5 mm 
Sample Size = 100 

Run #W190 
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Figure B.76  Experimental data for the distribution of the nondimensional maximum 

penetration depth carried out for a horizontal surface (Run #W190). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W190 
Re = 445, win

* = 0.011, θ = 0◦ 
Mean Depth = 28.12  
Standard Deviation = 0.92 
Sample Size = 100 
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Figure B.77  Numerical and experimental data for the variation of the maximum 

penetration depth with the normalized initial perturbation amplitude carried out for a 
horizontal surface (Run #W190). 
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Figure B.78  Numerical and experimental data for the variation of the nondimensional 
maximum penetration depth with the normalized initial perturbation amplitude carried 

out for a horizontal surface (Run #W190). 
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Figure B.79  Numerical and experimental data for the transient variation of the 
penetration depth carried out for a horizontal surface (Run #W190). 
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Figure B.80  Numerical and experimental data for the transient variation of the 
nondimensional penetration depth carried out for a horizontal surface (Run #W190). 
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APPENDIX C 
 

NUMERICAL AND EXPERIMENTAL RESULTS 
FOR INCLINED SURFACES 

 
 
 
 

The numerical and experimental results obtained for the characteristic flow field 

variables of the bounded Rayleigh-Taylor instability with injection through the bounding 

inclined surfaces are detailed in this appendix. These numerical and experimental runs 

are listed in Table C.1. Runs W0925 and W2125 are provided in Chapter 5 while the 

other runs are given in this appendix. 

 

Table C.1  Letter-number designation of the conducted experimental and numerical runs 
for inclined surfaces. 

 
Experiment 

Runs 
Working Fluid Injection Velocity, w, 

[mm/s] 
Surface Inclination 

Angle, θ 
W0925 Water 0.9 2.5˚ 
G0925 20% Glycerol 0.9 2.5˚ 
W1425 Water 1.4 2.5˚ 
W1725 Water 1.7 2.5˚ 
G1725 20% Glycerol 1.7 2.5˚ 
W1925 Water 1.9 2.5˚ 
W2125 Water 2.1 2.5˚ 
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C.1 Numerical and Experimental Results for Run #G0925 

This section details the numerical and experimental results on the characteristic 

flow field variables for the bounded Rayleigh-Taylor instability with injection through 

the bounding inclined surface for Run #G0925. These results include: the evolution of the 

liquid film thickness, the liquid film surface perturbation geometry, the liquid droplet 

formation and detachment time, the equivalent size for detached droplets, and the time 

history of the penetration depth. 
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Figure C.1  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 20 mm for Run #G0925. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 0.9 mm/s, x = 20 mm, 
θ = 2.5◦ 
Mean Liquid Film Thickness = 268.4 μm 
Standard Deviation = 8.5 μm 

Run #G0925 

+2σ 

-2σ 
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Figure C.2  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 7.6 for Run #G0925. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 250, win
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Figure C.3  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 30 mm for Run #G0925. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 0.9 mm/s, x = 30 mm, 
θ = 2.5◦ 
Mean Liquid Film Thickness = 350.4 μm 
Standard Deviation = 26.2 μm 

Run #G0925 

+2σ 

-2σ 
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Figure C.4  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 11.4 for Run #G0925. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 250, win
* = 0.005, x* = 11.4, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.133 
Standard Deviation = 0.0099 
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Figure C.5  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 40 mm for Run #G0925. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 0.9 mm/s, x = 40 mm, 
θ = 2.5◦ 
Mean Liquid Film Thickness = 500.9 μm 
Standard Deviation = 14.8 μm 

Run #G0925 

+2σ 

-2σ 
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Figure C.6  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 15.2 for Run #G0925. 
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Figure C.7  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 50 mm for Run #G0925. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 0.9 mm/s, x = 50 mm, 
θ = 2.5◦ 
Mean Liquid Film Thickness = 924.8 μm 
Standard Deviation = 21 μm 

Run #G0925 

+2σ 

-2σ 
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Figure C.8  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 19 for Run #G0925. 
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Figure C.9  Experimental data for the distribution of the detachment times carried out for 

an inclined surface (Run #G0925). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 0.9 mm/s, 
θ = 2.5◦ 
Mean Detachment Time = 0.812 s 
Standard Deviation = 0.012 s 
Sample Size = 100

Run #G0925 
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Figure C.10  Experimental data for the distribution of the nondimensional detachment 

time carried out for an inclined surface (Run #G0925). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 250, win
* = 0.005, θ = 2.5◦ 

Mean Detachment Time = 49.62 
Standard Deviation = 0.78 
Sample Size = 100 Run #G0925 
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Figure C.11  Numerical and experimental data for the variation of the detachment time 
with the normalized initial perturbation amplitude carried out for an inclined surface  

(Run #G0925). 
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Figure C.12  Numerical and experimental data for the variation of the nondimensional 
detachment time with the normalized initial perturbation amplitude carried out for an 

inclined surface (Run #G0925). 
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Figure C.13  Experimental data for the distribution of the equivalent droplet diameter 

carried out for an inclined surface (Run #G0925). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 0.9 mm/s, 
θ = 2.5◦ 
Mean Diameter = 8.25 mm 
Standard Deviation = 0.17 mm 
Sample Size = 100

Run #G0925 
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Figure C.14  Experimental data for the distribution of the nondimensional equivalent 

droplet diameter carried out for an inclined surface (Run #G0925). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 250, win
* = 0.005, θ = 2.5◦ 

Mean Diameter = 3.14 
Standard Deviation = 0.06 
Sample Size = 100 

Run #G0925 
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Figure C.15  Numerical and experimental data for the variation of the equivalent droplet 
diameter with the normalized initial perturbation amplitude carried out for an inclined 

surface (Run #G0925). 
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Figure C.16  Numerical and experimental data for the variation of the nondimensional 

equivalent droplet diameter with the normalized initial perturbation amplitude carried out 
for an inclined surface (Run #G0925). 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #G0925 

+2σ* 

-2σ* 



 278 

 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

47 49 52 54 58 59 60

Maximum Penetration Depth, [mm]

N
um

be
r F

ra
ct

io
n

 
Figure C.17  Experimental data for the distribution of the maximum penetration depth 

carried out for an inclined surface (Run #G0925). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 0.9 mm/s, 
θ = 2.5◦ 
Mean Depth = 54.4 mm 
Standard Deviation = 2.9 mm 
Sample Size = 100

Run #G0925 
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Figure C.18  Experimental data for the distribution of the nondimensional maximum 

penetration depth carried out for an inclined surface (Run #G0925). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 250, win
* = 0.005, θ = 2.5◦ 

Mean Depth = 20.68 
Standard Deviation = 1.09 
Sample Size = 100 

Run #G0925 
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Figure C.19  Numerical and experimental data for the variation of the maximum 

penetration depth with the normalized initial perturbation amplitude carried out for an 
inclined surface (Run #G0925). 
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Figure C.20  Numerical and experimental data for the variation of the nondimensional 
maximum penetration depth with the normalized initial perturbation amplitude carried 

out for an inclined surface (Run #G0925). 
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Figure C.21  Numerical and experimental data for the transient variation of the 
penetration depth carried out for an inclined surface (Run #G0925). 
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Figure C.22  Numerical and experimental data for the transient variation of the 
nondimensional penetration depth carried out for an inclined surface (Run #G0925). 
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C.2 Numerical and Experimental Results for Run #W1425 

This section details the numerical and experimental results on the characteristic 

flow field variables for the bounded Rayleigh-Taylor instability with injection through 

the bounding inclined surface for Run #W1425. These results include: the evolution of 

the liquid film thickness, the liquid film surface perturbation geometry, the liquid droplet 

formation and detachment time, the equivalent size for detached droplets, and the time 

history of the penetration depth. 
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Figure C.23  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 20 mm for Run #W1425. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.4 mm/s, x = 20 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 293.3 μm 
Standard Deviation = 6.1 μm 
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Figure C.24  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 7.3 for Run #W1425. 
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Figure C.25  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 30 mm for Run #W1425. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.4 mm/s, x = 30 mm, θ = 2.5◦ 
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Figure C.26  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 10.9 for Run #W1425. 
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Figure C.27  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 40 mm for Run #W1425. 
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Figure C.28  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 14.6 for Run #W1425. 
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Figure C.29  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 50 mm for Run #W1425. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.4 mm/s, x = 50 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 917.1 μm 
Standard Deviation = 59.4 μm 
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Figure C.30  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 18.3 for Run #W1425. 
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Figure C.31  Experimental data for the distribution of the detachment times carried out 

for an inclined surface (Run #W1425). 
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Figure C.32  Experimental data for the distribution of the nondimensional detachment 

time carried out for an inclined surface (Run #W1425). 
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* = 0.008, θ = 2.5◦ 

Mean Detachment Time = 30.92 
Standard Deviation = 0.59 
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Figure C.33  Numerical and experimental data for the variation of the detachment time 
with the normalized initial perturbation amplitude carried out for an inclined surface  

(Run #W1425). 
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Figure C.34  Numerical and experimental data for the variation of the nondimensional 
detachment time with the normalized initial perturbation amplitude carried out for an 

inclined surface (Run #W1425). 
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Figure C.35  Experimental data for the distribution of the equivalent droplet diameter 

carried out for an inclined surface (Run #W1425). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.4 mm/s, θ = 2.5◦ 
Mean Diameter = 8.29 mm 
Standard Deviation = 0.14 mm 
Sample Size = 100 
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Figure C.36  Experimental data for the distribution of the nondimensional equivalent 

droplet diameter carried out for an inclined surface (Run #W1425). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 445, win
* = 0.008, θ = 2.5◦ 

Mean Diameter = 3.04 
Standard Deviation = 0.05 
Sample Size = 100 Run #W1425 
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Figure C.37  Numerical and experimental data for the variation of the equivalent droplet 
diameter with the normalized initial perturbation amplitude carried out for an inclined 

surface (Run #W1425). 
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Figure C.38  Numerical and experimental data for the variation of the nondimensional 

equivalent droplet diameter with the normalized initial perturbation amplitude carried out 
for an inclined surface (Run #W1425). 
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Figure C.39  Experimental data for the distribution of the maximum penetration depth 

carried out for an inclined surface (Run #W1425). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.4 mm/s, θ = 2.5◦ 
Mean Depth = 54.1 mm 
Standard Deviation = 2.4 mm 
Sample Size = 100 Run #W1425 
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Figure C.40  Experimental data for the distribution of the nondimensional maximum 

penetration depth carried out for an inclined surface (Run #W1425). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 445, win
* = 0.008, θ = 2.5◦ 

Mean Depth = 19.82 
Standard Deviation = 0.88 
Sample Size = 100 Run #W1425 



 303 

 

30

35

40

45

50

55

60

65

70

75

80

0 0.2 0.4 0.6 0.8 1

Normalized Initial Perturbation Amplitude, εs/zo

M
ax

im
um

 P
en

et
ra

tio
n 

D
ep

th
, [

m
m

]

Numerical Data (θ = 2.5 and x = 40 mm)
Numerical Data (θ = 2.5 and x = 30 mm)
Experiment
Numerical Model

 
Figure C.41  Numerical and experimental data for the variation of the maximum 

penetration depth with the normalized initial perturbation amplitude carried out for an 
inclined surface (Run #W1425). 
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Figure C.42  Numerical and experimental data for the variation of the nondimensional 
maximum penetration depth with the normalized initial perturbation amplitude carried 

out for an inclined surface (Run #W1425). 
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Figure C.43  Numerical and experimental data for the transient variation of the 
penetration depth carried out for an inclined surface (Run #W1425). 
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Figure C.44  Numerical and experimental data for the transient variation of the 
nondimensional penetration depth carried out for an inclined surface (Run #W1425). 
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C.3 Numerical and Experimental Results for Run #W1725 

This section details the numerical and experimental results on the characteristic 

flow field variables for the bounded Rayleigh-Taylor instability with injection through 

the bounding inclined surface for Run #W1725. These results include: the evolution of 

the liquid film thickness, the liquid film surface perturbation geometry, the liquid droplet 

formation and detachment time, the equivalent size for detached droplets, and the time 

history of the penetration depth. 
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Figure C.45  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 20 mm for Run #W1725. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.7 mm/s, x = 20 mm, θ = 2.5◦ 
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Standard Deviation = 9.4 μm 
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Figure C.46  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 7.3 for Run #W1725. 
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Figure C.47  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 30 mm for Run #W1725. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.7 mm/s, x = 30 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 491.2 μm 
Standard Deviation = 2.8 μm 
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Figure C.48  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 10.9 for Run #W1725. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 445, win
* = 0.01, x* = 10.9, θ = 2.5◦ 
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Figure C.49  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 40 mm for Run #W1725. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.7 mm/s, x = 40 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 757.7 μm 
Standard Deviation = 53.1 μm 
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Figure C.50  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 14.6 for Run #W1725. 
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Figure C.51  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 50 mm for Run #W1725. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.7 mm/s, x = 50 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 986 μm 
Standard Deviation = 26.4 μm 
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Figure C.52  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 18.3 for Run #W1725. 
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Figure C.53  Experimental data for the distribution of the detachment times carried out 

for an inclined surface (Run #W1725). 
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Figure C.54  Experimental data for the distribution of the nondimensional detachment 

time carried out for an inclined surface (Run #W1725). 
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Figure C.55  Numerical and experimental data for the variation of the detachment time 
with the normalized initial perturbation amplitude carried out for an inclined surface  

(Run #W1725). 
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Figure C.56  Numerical and experimental data for the variation of the nondimensional 
detachment time with the normalized initial perturbation amplitude carried out for an 

inclined surface (Run #W1725). 
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Figure C.57  Experimental data for the distribution of the equivalent droplet diameter 

carried out for an inclined surface (Run #W1725). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W1725 
Water 293K, win = 1.7 mm/s, θ = 2.5◦ 
Mean Diameter = 8.7 mm 
Standard Deviation = 0.1 mm 
Sample Size = 100 
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Figure C.58  Experimental data for the distribution of the nondimensional equivalent 

droplet diameter carried out for an inclined surface (Run #W1725). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W1725 
Re = 445, win

* = 0.01, θ = 2.5◦ 
Mean Diameter = 3.18 
Standard Deviation = 0.04 
Sample Size = 100 
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Figure C.59  Numerical and experimental data for the variation of the equivalent droplet 
diameter with the normalized initial perturbation amplitude carried out for an inclined 

surface (Run #W1725). 
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Figure C.60  Numerical and experimental data for the variation of the nondimensional 

equivalent droplet diameter with the normalized initial perturbation amplitude carried out 
for an inclined surface (Run #W1725). 
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Figure C.61  Experimental data for the distribution of the maximum penetration depth 

carried out for an inclined surface (Run #W1725). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W1725 Water 293K, win = 1.7 mm/s, θ = 2.5◦ 
Mean Depth = 61.8 mm 
Standard Deviation = 1.8 mm 
Sample Size = 100 
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Figure C.62  Experimental data for the distribution of the nondimensional maximum 

penetration depth carried out for an inclined surface (Run #W1725). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W1725 Re = 445, win
* = 0.01, θ = 2.5◦ 

Mean Depth = 22.66 
Standard Deviation = 0.64 
Sample Size = 100 
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Figure C.63  Numerical and experimental data for the variation of the maximum 

penetration depth with the normalized initial perturbation amplitude carried out for an 
inclined surface (Run #W1725). 
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Figure C.64  Numerical and experimental data for the variation of the nondimensional 
maximum penetration depth with the normalized initial perturbation amplitude carried 

out for an inclined surface (Run #W1725). 
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Figure C.65  Numerical and experimental data for the transient variation of the 
penetration depth carried out for an inclined surface (Run #W1725). 
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Figure C.66  Numerical and experimental data for the transient variation of the 
nondimensional penetration depth carried out for an inclined surface (Run #W1725). 
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x* = 10.9, εs/zo = 0.25 
x* = 10.9, εs/zo = 0.5 
Run #W1725 
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C.4 Numerical and Experimental Results for Run #G1725 

This section details the numerical and experimental results on the characteristic 

flow field variables for the bounded Rayleigh-Taylor instability with injection through 

the bounding inclined surface for Run #G1725. These results include: the evolution of the 

liquid film thickness, the liquid film surface perturbation geometry, the liquid droplet 

formation and detachment time, the equivalent size for detached droplets, and the time 

history of the penetration depth. 
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Figure C.67  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 20 mm for Run #G1725. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 1.7 mm/s, x = 20 mm, 
θ = 2.5◦ 
Mean Liquid Film Thickness = 400.4 μm 
Standard Deviation = 65.2 μm 

Run #G1725 

+2σ 

-2σ 
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Figure C.68  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 7.6 for Run #G1725. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 250, win
* = 0.01, x* = 7.6, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.152 
Standard Deviation = 0.0248 
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Figure C.69  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 30 mm for Run #G1725. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 1.7 mm/s, x = 30 mm, 
θ = 2.5◦ 
Mean Liquid Film Thickness = 520.9 μm 
Standard Deviation = 57.2 μm 

Run #G1725 

+2σ 

-2σ 
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Figure C.70  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 11.4 for Run #G1725. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 250, win
* = 0.01, x* = 11.4, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.198 
Standard Deviation = 0.022 

Run #G1725 
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Figure C.71  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 40 mm for Run #G1725. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 1.7 mm/s, x = 40 mm, θ 
= 2.5◦ 
Mean Liquid Film Thickness = 826.2 μm 
Standard Deviation = 41.6 μm 

Run #G1725 

+2σ 
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Figure C.72  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 15.2 for Run #G1725. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 250, win
* = 0.01, x* = 15.2, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.314 
Standard Deviation = 0.0158 
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Figure C.73  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 50 mm for Run #G1725. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20% Glycerol 293K, win = 1.7 mm/s, x = 50 mm, θ 
= 2.5◦ 
Mean Liquid Film Thickness = 1267.8 μm 
Standard Deviation = 31.8 μm 

Run #G1725 

+2σ 

-2σ 
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Figure C.74  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 19 for Run #G1725. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 250, win
* = 0.01, x* = 19, θ = 2.5◦ 
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Figure C.75  Experimental data for the distribution of the detachment times carried out 

for an inclined surface (Run #G1725). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #G1725 

20% Glycerol 293K, win = 1.7 mm/s, 
θ = 2.5◦ 
Mean Detachment Time = 0.644 s 
Standard Deviation = 0.016 s 
Sample Size = 100
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Figure C.76  Experimental data for the distribution of the nondimensional detachment 

time carried out for an inclined surface (Run #G1725). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #G1725 

Re = 250, win
* = 0.01, θ = 2.5◦ 

Mean Detachment Time = 39.39 
Standard Deviation = 1.01 
Sample Size = 100 
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Figure C.77  Numerical and experimental data for the variation of the detachment time 
with the normalized initial perturbation amplitude carried out for an inclined surface  

(Run #G1725). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

+2σ 

-2σ 
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Figure C.78  Numerical and experimental data for the variation of the nondimensional 
detachment time with the normalized initial perturbation amplitude carried out for an 

inclined surface (Run #G1725). 
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Figure C.79  Experimental data for the distribution of the equivalent droplet diameter 

carried out for an inclined surface (Run #G1725). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #G1725 

20% Glycerol 293K, win = 1.7 mm/s, 
θ = 2.5◦ 
Mean Diameter = 8.98 mm 
Standard Deviation = 0.21 mm 
Sample Size = 100 
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Figure C.80  Experimental data for the distribution of the nondimensional equivalent 

droplet diameter carried out for an inclined surface (Run #G1725). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #G1725 

Re = 250, win
* = 0.01, θ = 2.5◦ 

Mean Diameter = 3.41 
Standard Deviation = 0.08 
Sample Size = 100 
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Figure C.81  Numerical and experimental data for the variation of the equivalent droplet 
diameter with the normalized initial perturbation amplitude carried out for an inclined 

surface (Run #G1725). 
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Figure C.82  Numerical and experimental data for the variation of the nondimensional 

equivalent droplet diameter with the normalized initial perturbation amplitude carried out 
for an inclined surface (Run #G1725). 
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Figure C.83  Experimental data for the distribution of the maximum penetration depth 

carried out for an inclined surface (Run #G1725). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #G1725 

20% Glycerol 293K, win = 1.7 mm/s, 
θ = 2.5◦ 
Mean Depth = 68.8 mm 
Standard Deviation = 2.8 mm 
Sample Size = 100
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Figure C.84  Experimental data for the distribution of the nondimensional maximum 

penetration depth carried out for an inclined surface (Run #G1725). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #G1725 

Re = 250, win
* = 0.01, θ = 2.5◦ 

Mean Depth = 26.17 
Standard Deviation = 1.08 
Sample Size = 100 
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Figure C.85  Numerical and experimental data for the variation of the maximum 

penetration depth with the normalized initial perturbation amplitude carried out for an 
inclined surface (Run #G1725). 
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Figure C.86  Numerical and experimental data for the variation of the nondimensional 
maximum penetration depth with the normalized initial perturbation amplitude carried 

out for an inclined surface (Run #G1725). 
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Figure C.87  Numerical and experimental data for the transient variation of the 
penetration depth carried out for an inclined surface (Run #G1725). 
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x = 20 mm, εs/zo = 0.1 
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Figure C.88  Numerical and experimental data for the transient variation of the 
nondimensional penetration depth carried out for an inclined surface (Run #G1725). 
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C.5 Numerical and Experimental Results for Run #W1925 

This section details the numerical and experimental results on the characteristic 

flow field variables for the bounded Rayleigh-Taylor instability with injection through 

the bounding inclined surface for Run #W1925. These results include: the evolution of 

the liquid film thickness, the liquid film surface perturbation geometry, the liquid droplet 

formation and detachment time, the equivalent size for detached droplets, and the time 

history of the penetration depth. 
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Figure C.89  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 20 mm for Run #W1925. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.9 mm/s, x = 20 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 399.1 μm 
Standard Deviation = 8.1 μm 

Run #W1925 
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Figure C.90  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 7.3 for Run #W1925. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 445, win
* = 0.011, x* = 7.3, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.146 
Standard Deviation = 0.0029 
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Figure C.91  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 30 mm for Run #W1925. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.9 mm/s, x = 30 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 597.1 μm 
Standard Deviation = 54.8 μm 
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Figure C.92  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 10.9 for Run #W1925. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 445, win
* = 0.011, x* = 10.9, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.219 
Standard Deviation = 0.02 
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Figure C.93  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 40 mm for Run #W1925. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.9 mm/s, x = 40 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 930.3 μm 
Standard Deviation = 62.4 μm 
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Figure C.94  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 14.6 for Run #W1925. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 445, win
* = 0.011, x* = 14.6, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.341 
Standard Deviation = 0.0229 
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Figure C.95  Transient variation of the unperturbed liquid film thickness measured at an 

axial position x = 50 mm for Run #W1925. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Water 293K, win = 1.9 mm/s, x = 50 mm, θ = 2.5◦ 
Mean Liquid Film Thickness = 1251.3 μm 
Standard Deviation = 147.8 μm 
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Figure C.96  The unperturbed liquid film thickness normalized by l as a function of time 

normalized by to measured at x* = 18.3 for Run #W1925. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Re = 445, win
* = 0.011, x* = 18.3, θ = 2.5◦ 

Mean Liquid Film Thickness = 0.459 
Standard Deviation = 0.0542 
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Figure C.97  Experimental data for the distribution of the detachment times carried out 

for an inclined surface (Run #W1925). 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Water 293K, win = 1.9 mm/s, θ = 2.5◦ 
Mean Detachment Time = 0.364 s 
Standard Deviation = 0.012 s 
Sample Size = 100 

Run #W1925 
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Figure C.98  Experimental data for the distribution of the nondimensional detachment 

time carried out for an inclined surface (Run #W1925). 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Run #W1925 

Re = 445, win
* = 0.011, θ = 2.5◦ 

Mean Detachment Time = 21.83 
Standard Deviation = 0.77 
Sample Size = 100 
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Figure C.99  Numerical and experimental data for the variation of the detachment time 
with the normalized initial perturbation amplitude carried out for an inclined surface  

(Run #W1925). 
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Figure C.100  Numerical and experimental data for the variation of the nondimensional 
detachment time with the normalized initial perturbation amplitude carried out for an 

inclined surface (Run #W1925). 
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Figure C.101  Experimental data for the distribution of the equivalent droplet diameter 

carried out for an inclined surface (Run #W1925). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W1925 

Water 293K, win = 1.9 mm/s, θ = 2.5◦ 
Mean Diameter = 9 mm 
Standard Deviation = 0.13 mm 
Sample Size = 100 
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Figure C.102  Experimental data for the distribution of the nondimensional equivalent 

droplet diameter carried out for an inclined surface (Run #W1925). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W1925 
Re = 445, win

* = 0.011, θ = 2.5◦ 
Mean Diameter = 3.3  
Standard Deviation = 0.05 
Sample Size = 100 
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Figure C.103  Numerical and experimental data for the variation of the equivalent droplet 

diameter with the normalized initial perturbation amplitude carried out for an inclined 
surface (Run #W1925). 
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Figure C.104  Numerical and experimental data for the variation of the nondimensional 

equivalent droplet diameter with the normalized initial perturbation amplitude carried out 
for an inclined surface (Run #W1925). 
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Figure C.105  Experimental data for the distribution of the maximum penetration depth 

carried out for an inclined surface (Run #W1925). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W1925 

Water 293K, win = 1.9 mm/s, θ = 2.5◦ 
Mean Depth = 70.72 mm 
Standard Deviation = 2.25 mm 
Sample Size = 100 



 371 

 
 

0

0.05

0.1

0.15

0.2

0.25

0.3

24.19 24.56 24.93 25.66 26.39 26.76 27.13 27.86

Nondimensional Maximum Penetration Depth

N
um

be
r F

ra
ct

io
n

 
Figure C.106  Experimental data for the distribution of the nondimensional maximum 

penetration depth carried out for an inclined surface (Run #W1925). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run #W1925 

Re = 445, win
* = 0.011, θ = 2.5◦ 

Mean Depth = 25.92  
Standard Deviation = 0.82 
Sample Size = 100 
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Figure C.107  Numerical and experimental data for the variation of the maximum 

penetration depth with the normalized initial perturbation amplitude carried out for an 
inclined surface (Run #W1925). 
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Figure C.108  Numerical and experimental data for the variation of the nondimensional 
maximum penetration depth with the normalized initial perturbation amplitude carried 

out for an inclined surface (Run #W1925). 
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Figure C.109  Numerical and experimental data for the transient variation of the 
penetration depth carried out for an inclined surface (Run #W1925). 
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Figure C.110  Numerical and experimental data for the transient variation of the 
nondimensional penetration depth carried out for an inclined surface (Run #W1925). 
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