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STRUCTURE STUDIES OF METAL-CARBOHYDRATE COMPLEXES

CRYSTALLOGRAPHIC COMPUTER PROGRAMS FOR THE IBM 360-44

## SUMMARY

Project 2612 is concerned with the study of metal-carbohydrate complexes and the general development of $x$-ray diffraction as a research technique for staff and students at The Institute of Paper Chemistry. Because of the extensive calculations involved in.single crystal x-ray diffraction research, an adequate computing facility is necessary for the proper use of this technique. The IBM 360-44 computer provides more than adequate computing for crystallography research and its "hands on" availability makes the computational aspects of crystallography much easier at IPC than at most other universities. This report is concerned with crystallographic programming systems which have been developed for the IBM 360-44 computer.

The programs described in this report have been obtained in two ways: programs written by other crystallographers willing to share their programs with outside users, and programs written at IPC by staff and students. The programs have been tested by utilizing diffraction data from known structures, primarily the data from $\alpha$-D-xylose ${ }^{\circ} \mathrm{CaCl}_{2}{ }^{\bullet} 3 \mathrm{H}_{2} \mathrm{O}$ (Project 261.2, Project Report 2, September 3, 1968).

Summarized below are some of the program systems which are presently available for use on the IBM 360-44 computer:

1. NRC Crystallographic Programs for the IBM 360 System. This is a group of fourteen interrelated programs for data reduc̣tion, structure solution, and structure refinement which were obtained from crystallographers at the National Research Council, Ottawa, Canada.
2. Direct Acentric Phasing Programs. A series of programs obtained from various sources whi dh have been tested and are presently in use. These programs provide for structure phasing directly from the intensity data. They are particularly applicable to all light atom, noncentrosymmetric structures.
3. The X-Ray 70 System. This system of programs was obtained from Dr. James M. Stewart, University of Maryland Computer Center, and it is a.collection of programs accumulated by Stewart from many authors and integrated into one system for distribution to outside users. This set is not in use at this time.
4. Patterson Search Programs. These programs provide an alternative method for the solution of all light atom crystal structures when the conformation of part of the molecule under consideration is known.
5. Miscellaneous programs. These programs have been written at IPC and, in general, they complement the other programs described in this report. To a large extent, these programs are due to the efforts of two students, John A. Heitman and Robert A. Moran.

A complete self-consistent set of computer programs for the necessary calculations in x-ray crystallography has been prepared and tested on the IBM 360-44 computer.

## INTRODUCTION

The primary objective of Project 2612 is the application of $x$-ray diffraction techniques to the study of metal-carbohydrate complexes. An important secondary objective is the development of the x-ray technique in such a manner that it can be utilized by students in thesis research. Project Report No. 2 summarizes these and other objectives, give, an introduction to crystallography and the x-ray diffraction method, discusses the results of the crystal structure determination of $\alpha$-D-xylose ${ }^{\circ} \mathrm{CaCl}_{2} \cdot 3 \mathrm{H}_{2} \mathrm{O}$, and presents the results of synthesis research involving the preparation of new metalcarbohydrate complexes.

During the month of September, '1968 'The Institute of Paper Chemistry replaced the IBM-1620 computer with a new, faster, more versatile IBM Model 360-44. Because of the long, iterative calculations necessary in single crystal diffraction research, the large computer is necessary--especially as more difficult crystal structure problems are attempted which require more data and data analysis, such as the large carbohydrate structures being worked on by the students, Robert Moran and John Heitman. Newer methods of solving crystal structure problems also rely extensively on large computers, perhaps to some extent because computers are more readily available today. It has been necessary to develop an extensive system of programming which will take maximum advantage of the computer's capability, require a minimum of effort by the user, "and assure a straightforward path (as straightforward as possible) to the solution of a crystal structure. The development of this programming system is now complete, although additions and improvements will always be necessary. This report is concerned exclusively with this programming system.

In order to test new computer programs, it was necessary to have available data from a known crystal structure. The data used most frequently was that from the known structure of $\alpha-\mathrm{D}$-xylose ${ }^{\circ} \mathrm{CaCl}_{2} \cdot 3 \mathrm{H}_{2} \mathrm{O}$ (Project 2612, Report 2, '68).

The procedure followed was to utilıze the data from the $\alpha$-D-xylose ${ }^{\circ} \mathrm{CaCl}_{2} \cdot 3 \mathrm{H}_{2} \mathrm{O}$ complex, which required refinement, in order to test and place in operation programs which were obtainable from outside sources. An attempt was made, as much as possible, to implement programs prior to the time they were needed by students.

In this report, the introduction and the first part of the experimental section contain a general discussion of computers, computer systems, and the sources of the programs. The last part of the report concerns specific programs, their purpose, where they are stored, code names, etc., and is designed pramarily for the users of the programming system.

## VARIOUS COMPUTERS

Common in the language of people who work with computers are the terms, hardware and software. Hardvare refers to the actual computer and the varıous physical accessories necessary for the operation of the computer. Software is a term used to describe programs which are written in machine language and which operate in the core of the machine throughout any computer actuvity. These programs are designed by the manufacturer and are a major part of the overall system. They interpret (comple) the language used by the normal programmer in such a manner that it can be stored and used efficiently in the core of the machine. The software system directs allthe functions of the computer when properly anstructed by the user.

There are many computers in operation today which range in price from several thousand to several million dollars. Among the more common computers are the UNIVAC 1107 and 1108; CDC 1604,. 3600, 6400, and 6600; XDS sigma 5 and sigma 6; Burroughs 5500, IBM 7040, 7090, 7094, and the IBM system 360, models 40, $44,50,65$, and 75. The difference in price reflects, in general, a difference
in the size of the high-speed core of the machine and the rate at which a given operation can be executed in core. Obviously a person programming for use on a large computer (large core area) will take maximum advantage of the core storage in designing a program; the same calculation on a smaller computer would require greater use of storage devices (tapes, disks) so that a smaller segment of the calculation need be in core storage at any given time.

An IBM 360-44 computer has been installed and is in operation at the Institute of Paper Chemistry. This machine is of intermediate size and has a high calculation speed for the size of its core storage. It was designed by IBM specifically for scientific type calculations, and it is faster than the IBM-50 (about 30\% faster based on crystallographic calculations made here and comparable calculations made on a Model 50). The Model 50, however, has features which make it attractive for business and accounting purposes..

LANGUAGE, PROGRAMS; AND SYSTEMS

A computer program is developed for a calculation by describing the calculation in a language which can be interpreted by the computer through the appropriate system (software) available to it. Several languages have developed over the past years, including various versions of FORTRAN and AIGOL. Computer manufacturers have agreed on one well-defined standard language, USA FORTRAN IV (1). However, it is still not possible to interchange programs for the same calculations which are run on machines manufactured by two different companies: It appears that the various computer manufacturers have taken some pains to frustrate the interchangeability of programs and evade the spirit of the agreed standards.

As mentioned previously, the FORTRAN statements which comprise the
program are compiled by the operating system (this system is a program itself stored in core) in a form which is recognizable by the machine. Obviously, the flexibility and power of a program depends on the flexibility and power of the system.used to compile i.t.

The Institute of Paper Chemistry has three different operating systems, all of which can perform certain similar functions--but each of which possesses certain advantages. These systems are a remote control system (RAX), OS-360, and 44-PS. The RAX system allows the computer to be used by a number of users simultaneously and input of data by several modes, which include remote video terminals. This system is so extensive and complex, however, that it occupies a considerable amount of the core area of the machine and thus limits the core storage available for programmed calculations. This is the reason it is not practical for most crystallographic calculations. The OS-360 system is a very flexible system and is the one used on the larger 360 series machines Models 50, 65, 75. It does have certain features which make it attractive for accounting, retrieval, and business office work. The system which was designed particularly for the Model 44 machine is $44-\mathrm{PS}$. This system uses the least amount of core storage and takes maximum advantage of the machine's capability. It is thus the one being used for most crystallographic calculations.

## EXPERIMENTAL

## GENERAL APPROACH AND SOURCE OF PROGRAMS

In order to work effectively with the computer for specific calculations, it is necessary to understand quite well both the nature of the calculation and the operation of the computer." It is seldom possible to perform many calculations in a routine manner without encountering some difficulty
which requires intervention and some knowledge on the part of the user; therefore it is advantageous for the user to write his own programs. Several. years time could be required to write all the necessary crystallographic computer programs and test them, so this was not practical. It was decided that a sensible course to follow was to acquire the best programs available from other crystallographers, those which were most compatible with the IBM 360-44; test them; make them operational on the IBM 360-44; and then use locally written programs to bridge any gaps which existed in the resulting system. Two students, John Heitman and Robert Moran, are primarily responsble for the locally written programs.

Considerable care was exercised in requesting programs from outside crystallographers. In general, requests were directed only to people who openly solicited requests in journal articles or by listing their programs in the International Union of.Crystallographers Monograph (ㄹ). This was done because considerable effort and expense is involved in sending the programs, particularly when the program is sent on computer cards or magnetic tape. On the other hand, this type of programming is the major part of some scientist's research, supported by outside grants, and requests for their programs enhance their personal research.

NRC CRYSTALIOGRAPHIC PROGRAMS FOR THE IBM/360 SYSTEM (2)

A group of crystallographers from the Divisions of Pure Physics and Pure Chemistry, National Research Council, Ottawa, Canada (F. R. Ahmed, S. R. 'Hall, M. E. Pippy, and C. P. Saunderson) have prepared a series of programs in FORTRAN IV for the determination and refinement of crystal structures. These programs were written for an IBM 360-50 computer, but they were designed so that they would work on most IBM 360 systems. Descriptive write-ups,

FORTRAN listings, and FORTRAN source decks, along with some suggested changes, were obtained from Dr. F. R. Ahmed.

The FORTRAN source decks were obtained from Dr. Ahmed on a magnetic tape. From the magnetic tape card decks were prepared for each of the fourteen programs in the NRC system. Changes were made in the programs that were tested as recommended by Dr. Ahmed. The number assignment for the input/output units were changed so that they corresponded to the numbering for the IBM 360-44 units. Several of the programs (see Table I) were compiled and stored in the 44-PS disk library. The programs chosen for testing were those most urgently needed for the crystallographic work underway at The Institute of Paper Chemistry. The data used for testing was the data available from the $\alpha$-D-xylose $\cdot \mathrm{CaCl}_{2} \cdot 3 \mathrm{H}_{2} \mathrm{O}$ structure. Following closely the instructions given in the write-ups, input cards were prepared for each program and the program was tested until it appeared to operate satisfactorily. Programs in the NRC system are tabulated in Table I. These programs are stored in the 44-ps phase library under the name listed in Table I (i.e., NRC-2, etc.). Many of these programs have been subsequently used by the students, and those tested appear to be running correctly.

The programming system, its design, and its many important features are discussed in detail in the write-ups provided by Dr. Ahmed. Many of these write-ups have been duplicated and are available to the users of the system. The general layout of the system is similar to that designed by crystallography groups in Glasgow, Leeds, and Oxford. These are groups which Dr. Ahmed apparently had contact with before working at the National Research Council in

## TABLE I

SUMMARY OF NRC SYSTEM


Canada. The programs are intended to be self-consistant; that is, one program can follow another with a minimum amount of effort on the part of the user. In order to facilitate this continuity, standard formats are adopted for the data cards and for the lists stored on magnetic tape. All relevant data and tables for a given structure are stored on a magnetic tape which is assumed to be the input for all the main programs. A brief description of each of the programs follows.

NRC-l, Goniostat Settings. This program applies to an instrument which is not a part of the Institute's x-ray equipment. It has, therefore, not been compiled.

NRC-2A, "Picker Automatic" data processing. This is a data processing program which is also not applicable to the x-ray research at the Institute.

NRC-2, Data reduction and tape generation. At the start of a structure determination, this is the first program to be run. It arranges the data of a given structure into lists of standard formats which are recognized by the other NRC crystallographic programs, and it stores the lists on tape or disk. This data file serves as input to most of the other programs in the series. The program performs other operations such as the calculation of $\sin ^{2} \theta$, interpolation on the scattering-factor curves, derivation of $|\mathrm{Fo}|$ from the measured intensities, assignment of weights to the reflections, and the application of a sharpening function to $F_{0}{ }^{2}$.

NRC-3, Absorption correction (3-circle goniostat geometry). This program is not needed at the present time.

NRC-4, Symbolic addition procedure (centrosymmetric). The purpose of this program is to estimate structure factor phases of centrosymmetric structures using symbolic addition methods. Since the structures being worked on here are noncentrosymmetric, this program has not been compiled.

NRC-8, Fourier. The Fourier program can be used to calculate 3-D Patterson, Fourier, and difference syntheses. It is designed such that Fourier summations can be output on maps which are either undistorted or distorted. The distorted map saves some computer time. This program can be run immediately following a structure factor calculation. All three of the above functions have been tested.

NRC-9, Differential Syntheses. The main purpose of this program is to refine the atomic positions by the differential synthesis method. This program complements the least-squares refinement. NRC-9 has only recently been released and it has not been checked.

NRC-10, Structure Factor Least Squares. This program calculates structure factors, refines the positional and thermal parameters, refines the occupation factors and the overall scale factor and estimates the standard deviations of the refined parameters. The refinement is carried out by means of a block-diagonal least-squares approximation.

NRC-12, Scan of interatomic distances and angles. Given a set of atomic coordinates, this program scans the given atoms for the intramolecular distances, derives the equivalent positions and scans for the intermolecular distances, prepares a summary of the coordination around each of the given atoms, calculates the angles between the bonds, and estimates the standard deviations of the calculated distances and angles.

NRC-I4, Error Analysis and the Agreement Summary. The output from this program aids the user in assessing errors which may exist in the structure factor data. It also helps in making decisions relative to weighting schemes used in the least squares program (NRC-10).

NRC-21, The d-spacings. The purpose of this program is to generate indices and compute the $d$-spacings for all the nonequivalent reflections within a selected sphere, or part of a sphere, in reciprocal space.
.NRC-22, Mean Plane. This program calculates the mean plane through a group of atoms, examines the planarity of the group by means of the $x^{2}$-test, calculates the distances of any other atoms from the mean plane, and estimates the standard deviations of the calculated distances.

NRC-23, Structure Factor Tables. This program produces a listing of the structure factor table in the right proportions for photographing and publication in Acta Crystallographica.

NRC-24, Projection onto a plane. This is a new program which is an aid in the preparation of drawings for the purpose of illustrating a
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structure. It projects the atoms of a molecule onto a given plane for preparation of a clinographic drawing of the structure.

As mentioned previously, the programs were tested using the data from the $\alpha$-D-xylose $\cdot \mathrm{CaCl}_{3} \cdot 3 \mathrm{H}_{2} \mathrm{O}$ structure. Approximately 1300 reflections were used in space group, $\mathrm{P}_{1}$. Some estimate of computer time requirement was obtained using this data. A three-dimensional Fourier could be summed in less than one-half hour, the exact time depending on the density of grid points. Likewise, a least-squares refinement cycle required about ten minutes. Based on some figures given by Ahmed for the IBM 360-50, it would appear that the Model 44 , when, used with the 44-ps system, is somewhat faster than the Model 50.

PROGRAMS SUPPLEMENTARY TO THE NRC SYSTEM

The design of the NRC programming system assumes that the data collection is carried out by means of a diffractometer, particularly the program NRC-2. Since data has been collected here at the Institute by means of photographic films, it has been necessary to write a series of programs to prepare the data for input into NRC-2. John Heitman has written a series of short programs for interfilm scaling (3). The following rather extensive programs were written by Bob Moran.

A program which evaluates the cell constants (along with the errors associated with each constant).from back-reflection Weissenberg data (4); a program to apply the Lorentz, polarization, and spot shape corrections to the observed intensity data(ㄷ) ; and programs to place the structure factors on one common scale and in a format for input to NRC-2 (6):

## Direct Acentric Phasing Programs

The crystal structures presently being worked on at The Institute of Paper Chemistry are large noncentrosymmetric structures, which are the most difficult types of structures to solve. The best methods currently known for solving this type of structure are the direct-phasing methods introduced by the Karls (7). An attempt has been made to acquire programs which apply this method for the solution of crystal structures. These are summarized below.

## E-Value Program

William E. Scott, a former student at The Institute of Paper Chemistry, has written a series of programs for the IBM-360 system for the application of symbolic addition methods to crystal structure determinations. One of these programs, a program to convert relative structure factors to normalized E's, has been compiled and tested. This conversion is made by the K-curve method (8). The program accepts the structure factors output from the L-P and interlayer scaling programs (discussed in previous section) and outputs two card decks, one deck containing the E-values sorted in order of descending magnitude, and the other containing the amplitudes $F$, Fabs, $E, E^{2}-1$, and $F^{2}$ with their associated $h, k$, 1 , in a format ready for input to NRC-2. A table containing the E -value statistics is output on the printer. A detailed write-up was obtained with the program.

PHASE

The program PHASE and its write-up was obtained from Dr. D. F. Koenig, Brookhaven National Laboratory, Upton, New York. PHASE is.a semiautomatic symbolic addition and tangent refinement program. By means of control decks specified by the user, the program can be used to perform sequences of symbolic addition and tangent refinement phasing. The program was originally written by Dr. Koenig for use on a Control Data Corporation 6600 computer. John Heitman altered the program for use on the 360 system (ㅇ) . These alterations were extensive, since the original version contained several machine-dependent features.

## MULIAN

MULTTAN is a series of three programs for the solution of noncentrosymmetric crystal structures. This system was provided by Peter Main, Department of Physics, University of, York, York, England. The programs perform the following operations.

SIGMA 2 sets up all the phase relationships which satisfy the sigma-2 relationship.

CONVERGE determines the signs of reflections which are structure invariants, fixes the origin and enantiomorph, and assigns phases to a small number of other reflections which appear to lead to good phase determination.

FASTAN develops each set of phases produced by the previous program by means of the tangent formula.

The ideas upon which these programs are based have been published by $G$. Germain, P. Main, and M. M. Woolfson. Appendix I contains a reprint of this article.

MAGENC

Dr. Chun-Che Tsai wrote this program as part of his Ph. D. thesis work at the University of Indiana (10). The program MAGENC is similar in principle to MUETAN. However, MAGENC makes greater use of the sigma-2 formula in developing multiple phase sets and has more indicators for assessing the correctness of the phase sets. Besides a listing of the source decks, a portion of his thesis describing the program was also obtained from Dr. Tsai.

The programs PHASE, MULTAN, and MATENC have been compiled and stored in the $44-\mathrm{ps}$ phase library. These programs have been used several times and they appear to work satisfactorily.

GAASA I-VI

FORTRAN listings of six programs have been obtained from three Swedish scientists, Ove Iindgren, Oliver Lindquist, and Jens Nyborg. These programs apply the symbolic addition procedure according to the conventional methods described by J. Karle and I. Karle (7). Several reflections'are assịgned symbols for their phases, and then after symbolic addition is applied, an attempt is made to evaluate the symbols giving the most probably phase possibilities. A more detailed description of this program is given in Appendix II. . These programs have not been tested.

NRC-5
Recently, the crystallographic group at the National Research Council of Canada has released a new program, NRC-5, which is compatible with the NRC programs described previously in this report. The program was written by C. R. Huber and F. R. Brisse of the National Research Council, and are based to a large extent on a set written by S. R. Hall for the PDP-6 computer at the University of Western Australia. The NRC-5 program consists of five separate routines:

DP I Calculation of the overall isotropic and anisotropic temperature factors and overall scale factor.

DP II Calculation of normalized structure factors, and sorting of ali: $\mathbb{E} \mid$ 's over a specified minimum in descending order of $|E|$ :

DP III Search for all reflection triplets satisfying the sigma-2 relationship and with $|E|$ 's above some specified threshold value.
DP IV Repetitive use of the tangent formula to extend and refine the structure factor phases for all reflections with $|E|$ above some specified minimum.

DP V Program for developing partial structure information.

These programs have been compiled and stored under the code names. NRC 51-55. Preliminary tests indicate that these programs are operating satisfactorily. Least-Squares Analysis of Structure Invariants

A variation of the symbolic addition methods for solving structures. has been developed by Hauptman (11). This method requires the calculation of the structure invariants. Charles $M$. Weeks from the Medical Foundation of

Buffalo, Buffalo, New York has programmed this method for the CDC 6400 computer. These programs were obtained from Dr . Weeks. They have been revised for the IBM $360-44$ by John Heitman and Robert Moran. There are four programs in this group which have the following names and functions.
(1) PROGRAM BUILD

Generates vector triples.
(2) PROGRAM TPROD

Computation of the structure invariants corresponding to these triples by means of the triple product relationship.
(3) PROGRAM MDKS

Computation of the structure invariants corresponding to the triples by means of the MDKS relationship .
(4) PROGRAM LSP

Derivation of phases from these invariants by least-squares. analysis.

These programs have been compiled, tested, and stored in the $44-p s$ phase library under the above code names. They appear to be running correctly.

Since the direct acentric phasing methods are a relatively new approach to the solution of noncentrosymmetric structures, an attempt has been made to acquire several of these programs despite the obvious duplication. Even though a program is not used, its write-up of ten gives helpful hints and ideas for approaching a new problem.

In order to coordinate the direct-phasing programs with the NRC programming system, it has been necessary to devise a series of small programs. These programs have been written by John Heitman. Also, some modifications were also made in NRC-8 and NRC-10 in order to facilitate the tangent formula recycle procedure (12). This integrated system was discussed by John Heitman in a progress report. Parts of this report are reproduced in Appendix III.

The X-RAY 70 System

Under the direction and influence of Dr. James M. Stewart from the Computer Science Center of the University of Maryland, a collection of interrelated FORTRAN programs for the structural analysis of crystals from diffraction data has been prepared and made available to "outside crystallographers. Each program is written in a neutral subset of FORTRAN IV such that the program can be compiled and run interchangeably on most any modern computer. Many authors have contributed to the system. An author prepares an appropriately coded program related to the system and sends it to Dr . Stewart who arranges for the program to be tested on different computers. After adequate testing, the program is incorporated into the master system. Upon request to Dr. Stewart, along with a fee of $\$ 60.00$ to cover costs, a copy of the master system can be obtained. The instructions, write-ups, and FORTRAN cards are all sent on a single IBM computer tape. This tape has been obtained from Dr. Stewart and some preliminary work has been done on implementing the system. At this time none of the programs have been run on the IBM 360-44. Table II summarizes the crystallographic programs available in this sytem.

PROGRAMS IN X-RAY 70 SYSTEM

Code Name
Description

GENERL General description of the system
BLOKLS Atomic parameter refinement by block-diagonal lease squares
BONDLA Determination of contact and bond distances and angles with estimated errors

CRYLSQ
DATCO3
DATC05
DATFIX

DATRDN

DIF'PCH
DIFSET
DUMCOP
FC
General crystallographic least.squares program

Treatment of diffractometer data
Preliminary data scaling, calculation of quasi-normalized structure factors ( E ), and estimation of overall temperature factor
Preparation of binary data file and preliminary treatment of data and symmetry

FOURR

LISTFC
LOADAT
LSQPL
MODIFY
NORMSF

ORFLS
PARAM
PEKPIK
PHASE
RLIST
SIGMA
SIGMA2 Generation of Sigma-two relationships
tangen Use of tangent formula to calculate phases
WRITETU Generation of write-up
WTANAL Analysis of least squares weighting schemes
WTLSSQ

This system is very sophisticated in its methods for controlling the programs in the core of the machine and in its ability to handle data files. It operates under its own FORTRAN subsystem called the "nucleus". The nucleus is a set of programs located in the core of the machine which recognize operation and program calling cards, take any necessary action upon them, and provide general file handling capabilities.

Many programs in this system perform the same functions as those in the NRC system. For this reason'it has not been necessary to implement the system entirely.

## Patterson Search Program

- Patterson methods have traditionally been very effective for the solution of crystal structure which contains heavy atoms in the unit cell (i.e., $\mathrm{Cu}, \mathrm{Zn}, \mathrm{Pt})$. For structures which contained only light atoms (i.e., $0, C, N$, these methods have been less effective. This has been due to the similarity in peak height for all peaks obtained in the Patterson calculation. Recently, (due to the availability of high-speed computers) these methods have been effectively used to solve all light atom, noncentrosymmetric structures (13). Good results have been obtained when the conformation of part of the molecule under consideration is known. The procedure is to input the geometry of the known part of the molecule, generate the Patterson vectors associated with it, then search the entire group of Patterson peaks from the structure for vector sets compatible with the input structure fragment. Output from the calculation are sets of coordinates corresponding to possible positions in the unit cell for the fragment and a reliability index for each set. Robert Moran has obtained. a program to perform these calculations (14). It is currently being revised for use on the IBM 360-44.

A complete self-consistent set of computer programs for the necessary calculations in x-ray crystallography has been prepared and tested on the IBM 360-44 computer. These programs encompass the most recent developments in acentric phasing and Patterson search techniques. Included in the program set are programs for data reduction, structure solution, structure refinement, and programs for manuscript preparation.

At the present time, for the convenience of the current users, the source decks for these programs are located in three rooms--Room 1225, the computer room, and Room 118 in the Krannert Graduate Research Center. Each program has been compiled and stored in the $44-\mathrm{ps}$ phase library under the code name given in this report. A back-up tape containing the $44-\mathrm{ps}$ library and these programs has been prepared by the computer center staff.
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#### Abstract

The most important element governing the success or otherwise of direct methods is the choice of the starting point from which new phases are developed. This paper describes three ways in which a good start to the phase determining process.can be made: (i) Where, early in the process of determining new phases, a phase relationship of low reliability must be used then the phase determined by it is allowed to have alternative values, one of which should be close.to the correct value. An application of one variant of this technique is described. (ii) A method is described for finding groups of reflexions very highly interrelated by phase relationships. It is possible to ensure, by using these reflexions as a starting point for phase development, that multiple indications for new phases are soon encountered. (iii) An algorithm is described for generating a schematic route for phase determination which indicates the best phases to use as a starting point for phase development including those which fix the origin and enantiomorph. A formula is derived for estimating the probable standard deviation of a phase, which would be given by a number of different phase relationships, before any phase information is known.


## Introduction

Direct methods of solving crystal structures, by their very nature, might seem to be objective mathematical procedures the success of which should be independent of the skill of the user. Nevertheless there still appears to be a 'green fingers' element in operation and sometimes an unsuccessful application of direct methods to a structure by one individual has been followed by a successful application by someone else.

Perhaps the most important element influencing success or failure is the choice of starting point from which is begun the procedure of determining new signs or general phases. The usual techniques-require a 'starting-set of phases' (SSP) to which are assigned definite phases or phase symbols and on this base the whole subsequent process depends. For some structures it has been found that there are 'lucky' SSP's which lead to structure solution while the great majority of SSP's do not. One way in which an 'unlucky' SSP may operate for centrosymmetric structures is for there to be an invalid sign relationship in the first few steps of sign determination which leads subsequently to a complete breakdown of the sign-determining process. A method of allowing for such a contingency has been discussed by Germain \& Woolfson (1968).

We are now going to describe genteral approaches to the problem of getting a good starting point. Two types of procedure will be considered:
(1) Whenever a weak link develops in the chain of phase determination, leading to an uncertain new phase or a doubtful new sign, one proceeds thereafter with some alternative values of the new phase or sign.
(2) The strongest possible SSP is chosen so that weak links are eliminated or reduced in number and so that all new phases are determined by strong relationships. Since, for a given structure determination, the number of very strong phase relationships is limited this usually means that one must get multiple indications for new phases as soon as possible.
A combination of procedures (1) and (2) is likely to be useful for dealing with difficult structures. However the computer time required to allow for extreme situations can easily become excessive and solutions should, in the first place, normally be attempted with the minimum of effort by the most straightforward procedures. Only when the simple approach fails should sophisticated and time-consuming techniques be tried.

## Forking in non-centrosymmetric structures

Let us consider a situation in which a number of SSP's have been set up in the way described by Germain \& Woolfson (1968). Some reflexions, in general three, may be allocated specific phases to fix the origin of the cell, one reflexion may, depending on the space group, be allocated a specific phase or the alternatives ( $\pi / 4,3 \pi / 4$ ) to fix the enantiomorph and a number of others can be tried in all possible combinations of $( \pm \pi / 4, \pm 3 \pi / 4),(0, \pi)$ or ( $\pm \pi / 2$ ) depending on the reflexion type. New phase indications will be given by the well-known tangent formula

$$
\begin{equation*}
\tan \left(\varphi_{I}\right)_{\mathrm{h}} \simeq \frac{\sum_{\mathrm{a}^{\prime}}\left|E_{\mathrm{h}^{\prime}} \cdot E_{\mathrm{b}^{\prime}-\mathrm{h}^{\prime}}\right| \sin \left(\varphi_{\mathrm{b}^{\prime}}+\varphi_{\mathrm{h}^{\prime}-\mathrm{a}^{\prime}}\right)}{\sum_{\mathrm{b}^{\prime}}\left|E_{\mathrm{b}^{\prime}} \cdot E_{\mathrm{b}^{-\mathrm{h}^{\prime}} \mid}\right| \cos \left(\varphi_{\mathrm{h}^{\prime}}+\varphi_{\mathrm{b}^{\prime}}\right)}=\frac{S_{\mathrm{a}}}{C_{\mathrm{b}}}, \tag{1}
\end{equation*}
$$

where $\left(\varphi_{l}\right)_{b}$ is the indicated value of the phase whose true value is $\varphi_{\mathrm{h}}$.

The strength of the indication can be estimated from

$$
\begin{equation*}
\alpha_{\mathrm{b}}=2 \sigma_{3} \sigma_{2}^{-3 / 2}\left|E_{\mathrm{b}}\right|\left(S_{\mathrm{b}}^{2}+C_{\mathrm{b}}^{2}\right)^{2} / 2, \tag{2}
\end{equation*}
$$

where the symbols have been defined by Karle \& Karle (1966). If there is only one contributor to the indication for the new phase then we write

$$
\begin{equation*}
\alpha_{\mathrm{h}}=\kappa_{\mathrm{b}, \mathrm{~b}^{\prime}}=2 \sigma_{3} \sigma_{2}^{-3 / 2}\left|E_{\mathrm{h}} E_{\mathrm{h}^{\prime}} \cdot E_{\mathrm{h}-\mathrm{a}^{\prime}}\right| . \tag{3}
\end{equation*}
$$

Karle \& Karle gave a formula for the variance of a phase indication given by equation (1) in terms of the corresponding value of $\alpha$. We have calculated the variance, $V_{a}$, and standard deviation, $\sigma_{a}$, for a range of values of $\alpha$ and these are given in Table 1.

On the basis of experience it is found that if a newly determined phase is. initially within about $45^{\circ}$ of its true value then it will in its turn lead to useful new information. The error in the phase will also probably be reduced'at some later stage by tangent-formula refinement.

The probability distribution of the phase indication from equation (1) will, for small deviations, be approximately Gaussian and we shall assume in the following discussion that the statistics of the Gaussian distribution may be applied. It can be seen from Table 1 that if $\alpha \simeq 7: 0$ then $45^{\circ}$ represents two standard deviations which means that there is a probability of 0.95 that the indication for the new phase is within $45^{\circ}$ of the true value.

If we use the criterion that there must be a probability of 0.95 for the new phase being within $45^{\circ}$ of its true value before it is acceptable, how do we proceed when the best new indication corresponds to an $\alpha$ less than
7.0? Let us consider the case $\alpha=2.3$. Since $\sigma_{\alpha}=45^{\circ}$ there is a probability of 0.95 that the true phase, $\varphi_{v}$, is within $90^{\circ}$ of the indicated phase, $\varphi_{I}$. Thus if we take two alternative values for the new phase, $\varphi_{I}+\sigma_{\alpha}$ and $\varphi_{I}-\sigma_{\alpha}$, there is a $95 \%$ probability that one or other of them is within $45^{\circ}$ of the true phase. For $\alpha<2 \cdot 3$ one should have to take three alternative values for the new phase; thus for $\alpha=1 \cdot 2$, corresponding to $\sigma_{\alpha}=67 \frac{1}{2}^{\circ}$ there will be a $95 \%$ probability that one of the three values, $\varphi_{I}, \varphi_{I}+4 \sigma_{\alpha} / 3, \varphi_{I}-4 \sigma_{\alpha} / 3$ will be within $45^{\circ}$ of $\varphi_{r}$. For $\alpha<1 \cdot 2$ one would simply use the technique of allocating the trial phases to different quadrants i.e. $\pm \pi / 4, \pm 3 \pi / 4$, which gives complete certainty that one of the allocated values is within $45^{\circ}$.
There are of course other criteria which could be used other than those given above. Thus one might wish to restrain the maximum probable error to less than $45^{\circ}$ or to take a probability other than 0.95 . Table 2 gives the $\alpha$ ranges for the numbers of alternatives required for various combinations of probability and maximum error.
Thus we can see that if we are working to the 0.90 probability limit and to an error limit of $35^{\circ}$ then an $\alpha$ equal to 7.8 or more is required for a single alternative to satisfy the chosen limits while with $\alpha$ between 2.6 and 7.8 two alternatives would be necessary.

This provides us with the basis of a branching procedure which, whenever the phase determining process reaches a point where some probability criterion is not satisfied, takes two, three or four alternative routes. There are various ways in which such a process can be operated - for example one can specify that no route should involve more than two 4-branches, two 3-branches and three 2-branches; when this limit is

Table 1. Variances and standard deviations for a range of $\alpha$

| $\alpha$ | $V_{\alpha}$ <br> (radians ${ }^{2}$ ) | $\sigma_{\alpha}$ <br> (radians) | $\sigma_{\alpha}$ <br> (degrees) | $\alpha$ | $V_{\alpha}$ <br> (radians ${ }^{2}$ ) | $\sigma_{\alpha}$ <br> (radians) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 3.290 | 1.814 | 103.9 | 67.0 | 0.184 | 0.429 |
| 0.5 | 2.349 | 1.533 | 87.8 | 7.0 | 0.155 | 0.394 |
| (degrees) |  |  |  |  |  |  |

Table 2. a ranges for carious combinations of probability and maximum error

| Probability of error less than | 0.90 |  |  |  | 0.95 |  |  |  | 0.99 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $30^{\circ}$ | $35^{\circ}$ | $40^{\circ}$ | $45^{\circ}$ | $30^{\circ}$ | $35^{\circ}$ | $40^{\circ}$ | $45^{\circ}$ | $30^{\circ}$ | $35^{\circ}$ | $40^{\circ}$ | $45^{\circ}$ |
| No. of alternatives | $\alpha$ | $\alpha$ | $\alpha$ | $\alpha$ | $\alpha$ | $\alpha$ | $\alpha$ | $\alpha$ | $\alpha$ | $\alpha$ | $\alpha$ | $\alpha$ |
| 1 |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $10 \cdot 5$ | 7.8 | $6 \cdot 3$ | $5 \cdot 0$ | $14 \cdot 7$ | 10.8 | 8.5 | 6.8 | $\sim 25$ | $18 \cdot 0$ | 14.5 | $11 \cdot 2$ |
| 2 | 3.2 ' | $2 \cdot 6$ | $2 \cdot 1$ | 1.75 | $4 \cdot 2$ | $3 \cdot 3$ | $2 \cdot 7$ | $2 \cdot 3$ | $6 \cdot 7$ | $5 \cdot 1$ | $4 \cdot 1$ | 3.4 |
| 3. |  |  |  |  |  |  |  |  |  | S | , | , |
|  | 1.75 | $1 \cdot 35$ | 1.0 | 0.6s | $2 \cdot 3$ | 1.8 | $1 \cdot 4$ | $1 \cdot 15$ | $3 \cdot 4$ | $2 \cdot 7$ | $2 \cdot 2$ | 1.9 |
| 4 |  |  |  |  |  |  |  |  |  |  |  |  |
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reached the straight-through path is followed thereafter. This condition would require up to 1142 routes of phase determination to be explored, a formidable but not impossible task. It is our experience, gained with the quadrant-phase-fixing method that it is rarely necessary to follow through all the possible paths to the end as many soon reveal themselves as implausible by the poor quality of $\cdot$ new phase generation.

More complex computer algorithms can be devised - for example alternative routes could be generated in such a way that no route has more than a certain total deviation from the main straight-through path - but in practice simple applications of branching procedures will be found to be the most useful.

A trial of a simple branching technique has been made with a known structure, the photolysis product solved by Karle, Karle \& Estlin (1967). Four reflexions were selected to fix the origin and enantiomorph; these reflexions,' their $|E|$ values and allocated phases (as given by the published solution) are given in Table 3.

From this beginning it is possible to develop five new phases, each being given by a single relationship. These reflexions, their $|E|$ values and indicated phases are also listed in Table 3 together with the pairs of reflexions which give them. It will be seen that the indicated phases agree quite well with the published phases, given in parentheses, although larger errors would be expected from the standard deviations associated with the phase relationships.

The strategy adopted in this trial was to allow up to two deviations of $\pm 40^{\circ}$ in the five relationships displayed in Table 3. This gives the 51 possible SSP's which are illustrated in Table 4 where the symbols + and - indicate the sign of the $40^{\circ}$ deviation. It should be noted that the deviations are in the relationships and not in the phases as given in Table 3. Thus if we follow through set 51 of deviations we find the five derived phases in Table 3 as $40,170,100,170,80^{\circ}$.

For each of the 51 SSP's there were developed 50 new phases by the application of equation (1) which was also used to refine the phases in the sense of giving them the greatest self-consistency. At this stage there was calculated for each SSP a figure of merit which, in the terminology of equation (1) was

$$
\begin{equation*}
Z=\sum_{\mathrm{b}}\left|E_{\mathrm{b}}\right|^{2}\left(S_{\mathrm{b}}^{2}+C_{\mathrm{b}}^{2}\right) \tag{4}
\end{equation*}
$$

Since the trial was with a known structure it was pos-
sible at this stage to look at the values of $Z$ and the corresponding values of $\langle | \Delta \varphi\rangle$, the mean deviation of phase from the true value. These are listed in order of magnitude of $Z$ in Table 5.

This Table shows a number of extremely interestung features. Firstly pairs of sets, whose set numbers added together equal 52 , have very similar values of $Z$ (thes usually differ in figures less significant than those given in the Table). An inspection of Table 4 reveals that these correspond to pairs of sets which have deviation; in opposite directions. The reason for this is not understood and is probably a feature of the pattern of phase development in this structure. For the pairs of sets with the highest values of $Z$ one set corresponds to a very satisfactory development of phases while the other gives almost random phases.
At this point the 16 sets with the lowest values of $Z$ were discarded, which incidently included set 26 , the no-deviation set, and phases were found for another 50 reflexions for each remaining set. The situation at that stage is shown in Table 6.
Another 50 phases were developed for the 14 scts with highest $Z$ in Table 6 and the final $Z$ values (sce Table 7) just began to discriminate the good sets from the bad:

In fact the seven good sets were all very similar and could all be developed to give sufficient phases to give a complete solution to the structure. Just as a matter of interest set 26 ; the no-deviation set, was developed up to the 150 phase stage and gave $\langle | \Delta \varphi\left\rangle=32.7^{\circ}\right.$. It was inferior to some of the other sets but it might have just been good enough to reveal the structure.

While we have carried out preliminary experiments with branching procedures which indicate their high potentiality for coping with complex structures these have not yet been systematically incorporated into any of our phase-determining computer packages. We have. however, put rather more effort into evolving methods of finding favourable SSP's and this work will now be described.

## The use of $n$-sets

A phase relationship may be expressed in the form

$$
\begin{equation*}
\cos \left(\varphi_{\mathrm{b}_{1}}+\varphi_{\mathrm{b}_{2}}+\varphi_{\mathrm{b}_{3}}\right)=1-\delta^{2}, \tag{5}
\end{equation*}
$$

where $h_{1}+h_{2}+h_{3}=0$ and $\delta^{2}$ is, in general, small and has a probability distribution determined by the maynitude of $\kappa_{b, b}$. Knowledge of any two phases gives a
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probable value for the third. Such a relationship may be expressed in a generalized notation

$$
\begin{equation*}
R \equiv\left\{\varphi_{\mathrm{h}_{1}}, \varphi_{\mathrm{h}_{2}}, \varphi_{\mathrm{h}_{3}}\right\} \tag{6}
\end{equation*}
$$

where containing the phases in the curled bracket means that they are related but does not give explicitly the exact form of the relationship.

Now let us consider a pair of relationships such as

$$
\begin{align*}
& R_{1} \equiv\left\{\varphi_{a}, \varphi_{b}, \varphi_{c}\right\}, \\
& R_{2} \equiv\left\{\varphi_{a}, \varphi_{b}, \varphi_{d}\right\} . \tag{7}
\end{align*}
$$

It is clear that if $\varphi_{a}$ and $\varphi_{b}$ are both known then $\varphi_{c}$ and $\varphi_{d}$ can be found. Other pairs of known phases can give knowledge about the other two, e.g. $\varphi_{a}$ and $\varphi_{c}$. The feature of the pair of relationships $R_{1}$ and $R_{2}$ is that they contain two phases in common. If more relationships can be found which also contain this pair of phases then fixing two suitable phases will give phase indications for all the other phases contained in the relationships.

We can express the total information of the relationships (7) in the form

$$
\begin{equation*}
R_{1}+R_{2} \equiv\left[\varphi_{a}, \varphi_{b}\right] \varphi_{c}, \varphi_{d} \tag{8}
\end{equation*}
$$

and we say that $\varphi_{c}$ and $\varphi_{d}$ are both associated with the 2-set $\varphi_{a}, \varphi_{b}$. If there are more relationships associated with the same 2 -set we should have

$$
\begin{equation*}
R_{1}+R_{2}+R_{3}+\ldots=\left[\varphi_{a}, \varphi_{b}\right] \varphi_{c}, \varphi_{d}, \varphi_{e}, \ldots \tag{9}
\end{equation*}
$$

Fixing both components of the 2 -set or one member of the 2 -set and any one other phase leads to indications for all other phases, each given by a single relationship.

There are, of course, three 2 -sets associated with each relationship and sets of relationships can be found with interlinked 2 -sets of the form shown below:

$$
\begin{align*}
& R_{1} \equiv\left\{\varphi_{a}, \varphi_{b}, \varphi_{c}\right\} \\
& R_{2} \equiv\left\{\varphi_{a}, \varphi_{b}, \varphi_{d}\right\} \\
& R_{3} \equiv\left\{\varphi_{a}, \varphi_{c}, \varphi_{e}\right\} \\
& R_{4} \equiv\left\{\varphi_{b}, \varphi_{d}, \varphi_{f}\right\} . \tag{10}
\end{align*}
$$

The total information of relationships (10) may be represented by

$$
\begin{align*}
& R_{1}+R_{2}+R_{3}+R_{d}= \\
& \quad\left[\varphi_{a}, \varphi_{b}\right] \varphi_{c}, \varphi_{d} \cup\left[\varphi_{a}, \varphi_{c}\right] \varphi_{b}, \varphi_{e} \cup\left[\varphi_{b}, \varphi_{d}\right] \varphi_{a}, \varphi_{s} \tag{11}
\end{align*}
$$

We have borrowed the terminology of set theory to indicate that the individual components on the righthand side have some duplicated elements. If two phases are fixed, either a pair in a 2 -set or one from a 2 -set and one phase associated with that 2 -set, then all the remaining phases can be found. Finding relationships linked by 2 -sets gives a train of phase indications which can ensure the steady development of phases but there is only one relationship for each phase indication and it is unlikely that all the indications will be strong.

Of far more practical application is the exploitation of sets of relationships linked as

$$
\begin{align*}
& R_{1} \equiv\left\{\varphi_{a}, \varphi_{b}, \varphi_{c}\right\} \\
& R_{2} \equiv\left\{\varphi_{a}, \varphi_{d}, \varphi_{e}\right\} \\
& R_{3} \equiv\left\{\varphi_{f}, \varphi_{b}, \varphi_{d}\right\} \\
& R_{4} \equiv\left\{\varphi_{f}, \varphi_{c}, \varphi_{e}\right\} . \tag{12}
\end{align*}
$$

We may write

$$
\begin{align*}
R_{1}+R_{2} & \equiv\left[\varphi_{b}, \varphi_{c}\right] \varphi_{a}+\left[\varphi_{d}, \varphi_{e}\right] \varphi_{a} \\
& \equiv\left[\varphi_{b}, \varphi_{c}, \varphi_{d}, \varphi_{e}\right] \varphi_{a} \tag{13}
\end{align*}
$$

and $\varphi_{a}$ is said to be associated with the 4 -set $\left[\varphi_{b}, \varphi_{c}\right.$, $\varphi_{d}, \varphi_{d}$. If three of the five phases are known, either three from the 4 -set or a correctly chosen two from the 4 -set and $\varphi_{a}$, then the other two can be found from the pair of relationships.
The other pair of relationships involve the same 4-set and hence we may write

$$
\begin{equation*}
R_{1}+R_{2}+R_{3}+R_{4} \equiv\left[\varphi_{b}, \varphi_{c}, \varphi_{d}, \varphi_{e}\right] \varphi_{a}, \varphi_{f} \tag{14}
\end{equation*}
$$

In this situation a knowledge of three phases leaves three unknown phases and four relationships, and one of the phases is given by a double indication. For example, if $\varphi_{b}, \varphi_{c}$ and $\varphi_{d}$ are known, $\varphi_{a}$ may be found from $R_{1}, \varphi_{e}$ from $R_{2}$ and then $\varphi_{J}$ is given by both $R_{3}$ and $R_{4}$.

The practical application of 4 -sets is quite straightforward. One can frequently find many pairs of relationships with a common 4 -set. If $k$ such pairs of relationships are found then they involve $4+k$ phases and there are $2 k$ relationships. If three phases are known - for example because they are among those used to fix the origin and enantiomorph - then two more phiases are indicated with a single relationship and $k-1$ phases will have double indications.
This general principle for finding highly interrelated phases can be extended. The three relationships

$$
\begin{align*}
& R_{1} \equiv\left\{\varphi_{a}, \varphi_{b}, \varphi_{c}\right\} \\
& R_{2}=\left\{\varphi_{a}, \varphi_{d}, \varphi_{e}\right\} \\
& R_{3} \equiv\left\{\varphi_{a}, \varphi_{f}, \varphi_{g}\right\} \tag{15}
\end{align*}
$$

can be combined as

$$
\begin{equation*}
R_{1}+R_{2}+R_{3} \equiv\left[\varphi_{b}, \varphi_{c}, \varphi_{a}, \varphi_{e}, \varphi_{f}, \varphi_{g}\right] \varphi_{a} . \tag{16}
\end{equation*}
$$

If four phases are fixed, all from the 6 -set or a correctly chosen three from the 6 -set and $\varphi_{a}$, then the remaining three phases are indicated, each by one relationship. However if there are other groups of three relationships giving the same 6 -set then multiple phase indications result. As an example we consider in addition to (15), the relationships

Table 5. $Z$ and $\langle | \Delta \varphi\rangle$ values

|  | $Z$ | $\langle \| \Delta \varphi\rangle$ | Set |  | $Z$ | $\langle \| \Delta \varphi\rangle$ |  | Set |  | $Z$ | $\langle \| \Delta \varphi\rangle$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Set | $\underline{Z}$ | $\langle\mid 191\rangle$ $20.2{ }^{\circ}$ | 22 |  | $1.053 \times 10^{5}$ | $39 \cdot 4^{\circ}$ |  | 19 |  | $0.926 \times 10^{5}$ | $38 \cdot 1$ |
| 47 | $2.124 \times 10^{5}$ | 20.2 80.9 | 35 |  | 1.051 | 37.0 |  | 33 |  | 0.926 | $84 \cdot 8$ |
| 5 | 2.124 2.065 | $80 \cdot 9$ 22.8 | -17 |  | 1.051 | 81.6 |  | 44 |  | 0.845 | 86.7 87.8 |
| 40 12 | 2.065 2.065 | 22.8 88.3 | 32 |  | 1.042 | $39 \cdot 8$ |  | 8 |  | 0.845 | 87.8 |
| 12 | 2.065 1.288 | $78 \cdot 4$ | 20 |  | 1.042 | 32.7 |  | 43 |  | 0.828 | $72 \cdot 5$ |
| 24 | 1.288 1.288 | 22.8 | 45 |  | 1.003 | $82 \cdot 1$ |  | 9 |  | 0.828 | 59.6 |
| 28 | 1.288 1.248 | 77.3 | 7 | - | 1.003 - | $38 \cdot 6$ |  | 41 |  | 0.740 | $83 \cdot 8$ |
| 14 | 1.248 1.248 | 25.5 | 42 |  | 1.002 | $43 \cdot 9$ |  | 11 |  | 0.740 | 86.9' |
| 38 | 1.248 1.180 | 79.3 | 10 |  | 1.002 | $80 \cdot 1$ |  | 49 |  | 0.736 | $84 \cdot 4$ |
| 6 | 1.180 1.180 | 27.3 | 29 |  | 1.000 | $39 \cdot 0$ |  | 3 |  | 0.736 | $85 \cdot 2$ |
| 46 | 1.180 1.176 | 76.8 | 23 |  | 1.000 | 81.8 |  | 31 |  | 0.671 | 84.5 |
| 34 | 1.176 1.176 | $72 \cdot 3$ | 48 |  | 0.999 | $42 \cdot 3$ |  | 21 |  | 0.671 | $85 \cdot 7$ |
| 18 | 1.176 1.111 | 88.0 | 4 |  | 0.999 . | 94.0 |  | 26 |  | 0.529 | $47 \cdot 2$ |
| 51 | 1.111 1.099 | 47.8 | 39 |  | 0.962 | 38.9 |  | 37 |  | 0.521 | 56.6 |
| 27 | 1.099 1.099 | 47.8 80.8 | 13 |  | 0.962 | $83 \cdot 0$ |  | 50 | * | 0.521 | 44.5. |
| 25 | 1.099 1.070 | 81.0 | 36 |  | 0.927 | $85 \cdot 8$ |  | 2 |  | 0.518 | $49 \cdot 4$ |
| 1 | 1.070 | 91.0 32.0 | 16 |  | 0.927 | 86.7 |  | 15 |  | 0.517 | 44.2 |
| 30 | 1.053 | $32 \cdot 0$ | 16 |  |  |  |  |  |  |  |  |

Table 6. $Z$ and $\langle | \Delta \varphi\rangle$ calues after discarding of the lowest 16 Z -value sets

|  |  | $\langle\langle\Delta p \mid\rangle$ | Set | $Z$ | $\langle \| \Delta \varphi\rangle$ | Set | $Z$ | $\langle \| \Delta \varphi\rangle$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Set | 2 | $\langle\langle\lambda \varphi \mid\rangle$ |  | $6.190 \times 10^{5}$ | $19.1{ }^{\circ}$ | 34 | $5.541 \times 10^{5}$ | $84.1{ }^{\circ}$ |
| 45 | $6.624 \times 10^{5}$ | $8^{83.6}{ }^{\circ}$ | 42 | ${ }_{6.172}^{6.190}$ | 23.9 | 48 | 5.290 | 56.1 |
| 28 | 6.617 | 16.5 83.3 | 5 | 6.061 | 81.3 | 4 | $5 \cdot 156$ | $85 \cdot 9$ |
| 17 | $6 \cdot 607$ | 83.3 | 19 | 6.005 . | 21.2 | 36. | 4.828 | 90.7 |
| 7 | 6.577 | 17.7 | 23 | 6.001 | 81.4 | 51 | $4 \cdot 806$ | 92.6 |
| 10 | 6.572 | 88.3 | 12 | 5.993 | 83.0 | 13 | 4.710 | 96.4 |
| 24 | 6.550 | 81.1 | 30 | 5.958 | 19.1 | 27 | 4.566 | 34.8 |
| 35 | 6.537 | 18.5 | 18 | 5.904 | 27.0 | 1 | 4.539 | 95.2 |
| 14 | 6.443 | 82.2 | 32 | $5 \cdot 904$ | 81.6 | 25 | $4 \cdot 348$ | 91.8 |
| 38 | 6.431 | 17.1 | 20 | $5.898{ }^{\prime}$ | 19.5 | 16 | 4.317 | 95.0 |
| 46 | 6.325 | 17.4 | 22 | 5.892 | 79.5 | 39 | $4 \cdot 131$ | 89.7 |
| 47 | 6.310 | 18.2 | 29 | 5:890 | 26.8 |  |  |  |

$$
\left.\begin{array}{ll}
R_{4} \equiv\left\{\varphi_{h} \varphi_{b} \varphi_{c}\right\} & R_{7} \equiv\left\{\varphi_{i} \varphi_{b} \varphi_{g}\right\} \\
R_{5} \equiv\left\{\varphi_{h} \varphi_{c} \varphi_{f}\right\} & R_{S} \equiv\left\{\varphi_{i} \varphi_{c} \varphi_{d}\right\} \\
R_{6} \equiv\left\{\varphi_{h} \varphi_{d} \varphi_{g}\right\} \tag{17}
\end{array}\right\}
$$

which give altogether

$$
\begin{equation*}
\sum_{n=1}^{9} R_{n} \equiv\left[\varphi_{b}, \varphi_{c}, \varphi_{d}, \varphi_{e}, \varphi_{f}, \varphi_{g}\right] \varphi_{a}, \varphi_{h}, \varphi_{i} \tag{18}
\end{equation*}
$$

If four phases are known then two more will be found from single indications, two from'double indications and one from a triple indication.

A general program has been written which, to a - limited extent, exploits the $n$-set principle to find efficient SSP's. The process will be described with reference to data for the photolysis product, listed in Table 8.
(a) For each reflexion the quantity

$$
\begin{equation*}
\psi_{\mathrm{b}}^{\prime \prime}=\sum_{\mathrm{b}^{\prime}} \kappa_{\mathrm{b}, \mathrm{~b}^{\prime}} \tag{19}
\end{equation*}
$$

is computed where the summation is over all relation: ships in which the reflexion is involved.
(b) Four reflexions are chosen to fix the origin and enantiomorph in such a way that for the four reflexions $\sum \psi_{\mathrm{b}}$ is as large as possible. For the photolysis product these were found to be reflexions with code numbers 2, 29, 104 and 141.

A search is now made for the $m$ other reflexions, where $m$ is an input parameter of the program, which, with the original four, will give the most efficient SSP. Efficiency is judged by the criterion that the least value of $\alpha$ for a phase determination should be as high as possible.

For the present example we take $m=2$.
(c) The first listed reflexion was found which was not one of the four found in $(b)$ and had a value of $\psi$ greater than $0.2 \psi_{\max }$, where $\psi_{\text {max }}$ is the maximum $\psi$ for all the reflexions. This reflexion, that with code number 1 in Table 8, we shall refer to as $r_{1}$.
(d) All the relationships in which the reflexion is involved are found. There are 36 such relationships for ' $r_{1}$ and the six strongest of these are given below

$$
\begin{array}{lll}
\varphi_{1}+\varphi_{70}-\varphi_{74} & \simeq 0, & \kappa=3.20 \\
\varphi_{1}+\varphi_{141}-\varphi_{144} & \simeq 0, & \kappa=3.02 \\
\varphi_{1}-\varphi_{126}-\varphi_{127}+\pi \simeq 0, & \kappa=2.76 \\
\varphi_{1}-\varphi_{151}-\varphi_{152} & \simeq 0, & \kappa=2.70 \\
\varphi_{1}+\varphi_{109}-\varphi_{113} & \simeq 0, & \kappa=2.61 \\
\varphi_{1}+\varphi_{171}-\varphi_{175} & \simeq 0, & \kappa=2.23
\end{array}
$$

From these relationships all the 6300 4-sets with which $r_{1}$ is linked are generated. If in any of these 4-sets two members are known [because they are two of the four fixed in (b)] then fixing the remaining two. will give a double indication for the phase of $r_{1}$. In fact none of the 4 -sets with which $r_{1}$ is associated had two known members so the next reflexion in Table 8 was found satisfying the conditions given in (c). This was the reflexion with code number $3, r_{3}$.

One of the 4 -sets with which $r_{3}$ was associated had two known members. This is derived from

$$
\varphi_{2}-\varphi_{3}-\varphi_{6} \simeq 0, \quad \kappa=2.70
$$

and

$$
\varphi_{3}-\varphi_{140}-\varphi_{141}+\pi \approx 0, \quad \kappa=1.52
$$

giving the 4 -set $\left[\varphi_{2}, \varphi_{6}, \varphi_{140}, \varphi_{141}\right]$.
If $\varphi_{6}$ and $\varphi_{140}$ are fixed then $\varphi_{3}$ is given by a double indication.
(e) Starting with the seven phases, $\varphi_{2}, \varphi_{3}, \varphi_{6}, \varphi_{29}, \varphi_{104}$, $\varphi_{140}, \varphi_{141}$ the complete set of relationships is explored to see how a development of phases might progress. It is assumed that when a phase is given by two or more relationships the value of $\alpha$ is given by $\alpha_{\kappa}=\sum \kappa$, an assumption which will be dealt with in the following section. The process is continued until a point is reached where no new phase can be found or until the total value of $\sum \alpha_{\kappa}$ for all the reflexions which havebeen found equals $\frac{2}{3} \sum \kappa$ for all the relationships available.

The minimum value of $\alpha_{\kappa}$ is noted for the phase development from this set of seven phases.
$(f)$ The reflexions following $r_{3}$ in Table 8 are explored in sequence. If they satisfy the conditions in (c) then they are dealt with in the way described for $r_{3}$. An updated record is kept of that pair of reflexions which, with the original four, gives the highest minimum value of $\alpha_{\kappa}$ and the value of $\left(\alpha_{\kappa}\right)_{\text {min }}$.

For the application of the method to the photolysis product it was found that fixing $\varphi_{127}$ and $\varphi_{146}$ gave a minimum $\alpha_{\kappa}$ of 3.0 for the remainder of the phase determination. While the process may seem to be very time consuming there are various time-saving features - for example no schematic phase development is followed if the minimum $\alpha_{\kappa}$ is less than the highest minimum previously recorded. The process outlined abovetook two minutes on an IBM 7090 computer.

If a seven reflexion starting point was permitted then the minimum $\alpha_{\kappa}$ was about $4 \cdot 0$. In an attempt to simu-

Table 7. Final $Z$ values

| Set | $Z$ | $\langle \| \Delta \varphi\rangle$ | . Set | $z^{*}$ | $\langle \| \Delta \varphi\rangle$ | Set | $Z$ | $\langle \| \Delta \varphi\rangle$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 40 | $1 \cdot 191 \times 10^{6}$ | $18.6{ }^{\circ}$ | 46 | i. $191 \times 10^{6}$ | $18.4{ }^{\circ}$ | 17 | $1.069 \times 10^{6}$ | $81.4{ }^{\circ}$ |
| 7 | 1-191 | 18.5 | 47 | 1.191 | 18.5 | 10 | 1.062 . | 84.5 |
| 35 | $1 \cdot 191$ | 18.6 | 24 | $1 \cdot 122$ | $81 \cdot 1$ | 45 | 1.062 | 84.5 |
| 38 | 1-191 | 18.5 | 14 | $1 \cdot 122$ | $81 \cdot 1$ | 42 | 1.018 | 41.6 |
| 28 | 1-191 | 18.5 | 6 | 1.111 | 81.4 |  |  |  |

late a difficult structure 6 －sets were used to find a start－ ing point of ten reflexions which give a minimum $\alpha_{\kappa}$ equal to about 6.0 ．
In the above work it was assumed that $\alpha_{\kappa}$ gave an indication of the expected value of $\alpha$ ．This would imply
that where there were several indications for a given phase they were all completely consistent；since this is rarely true $\alpha_{\kappa}$ will normally be an over－estimate of $\alpha$ ． We sitall consider now how to get a better estimate of $\alpha$ from the individual values of $\kappa$ ．

Table 8．Data for the photolysis product

| $Q$ |  |
| :---: | :---: |
| $\omega$ |  |
| $\checkmark$ |  |
| $x$ |  |
| ： |  |
| 8 |  |
| $\theta$ |  |
| 山 |  <br>  |
| ح |  |
| $\otimes$ |  |
| ： |  |
| 8 |  |
| Q |  |
| 山 |  |
| 2 |  |
| $\searrow$ |  |
| I |  |
| W8180 | みナト |

## Estimating $\alpha$ in the absence of phase information

The way in which the different components of the tangent formula combine to give an estimate of $\varphi_{\mathrm{b}}$ is shown in the form of a phase-vector diagram in Fig. 1. The amplitudes of the components of the diagram are of length $\kappa_{b, b^{\prime}}$ and they have phases $\left(\varphi_{h^{\prime}}+\varphi_{\mathrm{b}-\mathrm{h}^{\prime}}\right)$. The resultant has length $\alpha_{b}$ and its phase, $\left(\varphi_{I}\right)_{\mathrm{b}}$ is the indicated value of the phase whose true value is $\varphi_{\mathrm{k}}$. Now we can also write

$$
\begin{align*}
\alpha_{\mathrm{b}}=\left[\left\{\sum_{\mathrm{b}^{\prime}}\right.\right. & \left.\kappa_{\mathrm{b}, \mathrm{t}^{\prime}} \sin \left(\varphi_{\mathrm{b}^{\prime}}+\varphi_{\mathrm{b}-\mathrm{b}^{\prime}}-\varphi_{\mathrm{h}}\right)\right\}^{2} \\
& \left.+\left\{\sum_{\mathrm{b}^{\prime}} \kappa_{\mathrm{b}, \mathrm{~b}^{\prime}} \cos \left(\varphi_{\mathrm{h}^{\prime}}+\varphi_{\mathrm{h}-\mathrm{b}^{\prime}}-\varphi_{\mathrm{h}}\right)\right\}^{2}\right]^{1 / 2}, \tag{20}
\end{align*}
$$

- since this corresponds to a rotation of Fig. 1 through an angle $-\varphi_{\mathrm{h}}$, as is shown in Fig. 2, and clearly leaves the resultant unchanged in magnitude.
Cochran (1955) found the probability distribution for $\varphi_{\mathrm{b}}$ for a fixed $\varphi_{\mathrm{h}^{\prime}}+\varphi_{\mathrm{h}-\mathrm{t}^{\prime}}$ and given value of $\kappa_{\mathrm{b}, \mathrm{b}^{\prime}}$. This is

$$
\begin{equation*}
P\left(\varphi_{\mathbf{h}}\right)=\left[2 \pi I_{0}\left(\kappa_{\mathrm{b}, \mathbf{b}^{\prime}}\right)\right]^{-1} \exp \left[\kappa_{\mathbf{b}, \mathbf{h}^{\prime}} \cos \left(\varphi_{\mathbf{h}^{\prime}}+\varphi_{\mathbf{h}-\mathbf{b}^{\prime}}-\varphi_{\mathrm{b}}\right)\right], \tag{21}
\end{equation*}
$$

where $I_{0}$ is a modified Bessel function.


Fig. 1. The composition of different phase indications $\varphi_{\mathrm{h}^{\prime}}+\varphi_{\mathrm{h}}-\mathrm{h}^{\boldsymbol{\prime}}$ with amplitudes $\kappa_{\mathrm{h}, \mathrm{b}}$ to give a resultant of amplitude $\sigma_{\mathrm{b}}$ and phase $\left(\varphi_{l}\right)_{b}$.

We can use this probability distribution to find the mean value of $\alpha_{b}^{2}$ for a given set of $\kappa_{\mathrm{b}, \mathrm{b}}$. Thus, from equation (20) we find

$$
\begin{align*}
& \alpha^{2}=\sum_{h^{\prime}} \kappa_{b, h^{\prime}}{ }^{2} \\
& +\sum_{\substack{\mathbf{b}^{\prime} \\
\mathbf{b}^{\prime} \neq \mathbf{h}^{\prime \prime}}} \sum_{\substack{\mathbf{h}^{\prime \prime}}} \kappa_{\mathrm{b}, \mathrm{~h}^{\prime}} \kappa_{\mathrm{b}, \mathrm{~b}^{\prime \prime}} \cos \left(\varphi_{\mathrm{b}^{\prime}}+\varphi_{\mathrm{h}-\mathrm{b}^{\prime}}-\varphi_{\mathrm{h}}\right) \\
& \cos \left(\varphi_{\mathrm{b}^{\prime \prime}}+\varphi_{\mathrm{b}-\mathrm{b}^{\prime \prime}}-\varphi_{\mathrm{b}}\right) \\
& +\sum_{\substack{\mathbf{b}^{\prime} \\
\mathbf{b}^{\prime} \neq b^{\prime} \\
\mathbf{b}^{\prime \prime}}} \sum_{\substack{\prime \prime \\
\mathbf{b}^{\prime}}} \kappa_{b, b^{\prime}} \kappa_{b} \sin \left(\varphi_{b^{\prime}}+\varphi_{\mathrm{b}-\mathbf{b}^{\prime}}-\varphi_{\mathrm{b}}\right) \\
& \sin \left(\varphi_{b^{\prime}}+\varphi_{b-b^{\prime \prime}}-\varphi_{b}\right) . \tag{22}
\end{align*}
$$

The expectation value of $\cos \left(\varphi_{h^{\prime}}+\varphi_{h^{\prime}-b^{\prime}}-\varphi_{b}\right)$ may be found from (21) and is

The exponential term in equation (21) may be expanded as a sum of modified Bessel functions, viz.

$$
\begin{align*}
& \exp \left[\kappa_{\mathrm{b}, \mathrm{~b}^{\prime}} \cos \left(\varphi_{\mathrm{b}^{\prime}}+\varphi_{\mathrm{b}-\mathrm{h}^{\prime}}-\varphi_{\mathrm{h}}\right)\right] \\
& =I_{0}\left(\kappa_{\mathrm{b}, \mathrm{~b}^{\prime}}\right)+2 \cdot \sum_{m=1}^{\infty} I_{m}\left(\kappa_{\mathrm{h}, \mathrm{~b}^{\prime}}\right) \cos m\left(\varphi_{\mathrm{b}^{\prime}}+\varphi_{\mathrm{h}-\mathrm{b}^{\prime}}-\varphi_{\mathrm{h}}\right) \tag{24}
\end{align*}
$$

Substituting from (24) into (23) and integrating we find

$$
\begin{equation*}
\left\langle\cos \left(\varphi_{\mathrm{h}^{\prime}}+\varphi_{\mathrm{k}-\mathrm{b}^{\prime}}-\varphi_{\mathrm{h}}\right)\right\rangle=\frac{I_{1}\left(\kappa_{\mathrm{h}, \mathrm{~h}^{\prime}}\right)}{I_{0}\left(\kappa_{\mathrm{h}, \mathrm{~b}^{\prime}}\right)} . \tag{25}
\end{equation*}
$$

. Similarly it can be found that

$$
\begin{equation*}
\left\langle\sin \left(\varphi_{\mathrm{h}^{\prime}}+\varphi_{\mathrm{h}-\mathrm{h}^{\prime}}-\varphi_{\mathrm{b}}\right)\right\rangle=0 . \tag{26}
\end{equation*}
$$

Putting expectation values into equation (22) we find

$$
\begin{align*}
\left\langle\alpha_{\mathrm{b}}^{2}\right\rangle=\sum_{\mathrm{b}} & \kappa_{\mathrm{b}, \mathrm{~h}^{\prime}}^{2}+2 \sum_{\substack{\mathrm{b}^{\prime} \\
\mathrm{h}^{\prime} \neq \mathrm{b}^{\prime \prime}}} \sum_{\substack{\mathrm{b}^{\prime \prime}}} \kappa_{\mathrm{b}, \mathrm{~h}^{\prime}} \kappa_{\mathrm{b}, \mathrm{~b}^{\prime \prime}} \\
& \times \frac{I_{1}\left(\kappa_{\mathrm{p}, \mathrm{~b}^{\prime}}\right)}{I_{0}\left(\kappa_{\mathrm{b}, \mathrm{~b}^{\prime}}\right)} \frac{I_{\mathrm{l}}\left(\kappa_{\mathrm{b}, \mathrm{~h}^{\prime \prime}}\right)}{I_{0}\left(\kappa_{\mathrm{b}} \mathrm{~h}^{\prime \prime}\right)} . \tag{27}
\end{align*}
$$

This formula is easy to apply to find a value of $\left\langle\alpha_{b}^{2}\right\rangle^{1 / 2}$ when a number of $\kappa$ 's are known. For use in a computer for a range of $\kappa$ up to 5.0 it is found that

$$
\begin{equation*}
I_{1}(\kappa) / I_{0}(\kappa) \simeq 0.5658 \kappa-0.1304 \kappa^{2}+0.0106 \kappa^{3} \tag{28}
\end{equation*}
$$

gives a maximum error of about $4 \%$. Some values are given in Table 9.

As an example of the application of equation (27) we consider a structure containing 100 equal atoms in

Table 9. Values of $I_{1}(\kappa) / I_{0}(\kappa)$ for various $\kappa$

| $\kappa$ | $J_{1}(\kappa) / I_{0}(\kappa)$ | Series | $\kappa$ | $I_{1}(\kappa) / I_{0}(\kappa)$ | Series |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.000 | 0.000 | 2.5 | 0.765 | 0.765 |
| 0.5 | 0.243 | 0.252 | 3.0 | 0.810 | 0.810 |
| 1.0 | 0.446 | 0.446 | 3.5 | 0.841 | 0.837 |
| 1.5 | 0.596 | 0.591 | 4.0 | 0.863 | 0.855 |
| 2.0 | 0.698 | 0.695 | 4.5 | 0.880 | 0.871 |
|  |  |  | 5.0 | 0.893 | 0.894 |

Table 10. The first part of the computer output
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Table 11. The final portion of the computer output

the unit cell and $\left|E_{\mathrm{h}}\right|=3.0$ with three contributors for which $\left|E_{\mathrm{a}^{\prime}} \cdot E_{\mathrm{h}-\mathrm{a}}\right|$ 'equals $3 \cdot 0,4 \cdot 0$ and $5 \cdot 0$. The corresponding values of $\kappa$ are $1.8,2.4$ and 3.0 and the value of $\left\langle\alpha_{\mathrm{a}}^{2}\right\rangle^{1 / 2}$ computed from equation (27) is $6 \cdot 1$ compared with the value 7.2 which would result if the three phase indications agreed precisely.

It is worthwhile to use values of $\left\langle\alpha_{\mathrm{b}}^{2}\right\rangle^{1 / 2}$ rather than $\sum \kappa_{\mathrm{b}, \mathrm{b}^{\prime}}$ in assessing the probable reliability of a new phase indication for the $n$-set method. This is particularly true when there are a large number of weak indications as otherwise the probable reliability of the phase indication can be greatly overestimated.

## The convergence method

We shall now describe an alternative method of testing the effectiveness of using a particular set of origin and enantiomorph-fixing reflexions and of selecting. other reflexions to get the best possible SSP. The method will be described by its application to the photolysis product data listed in Table 8. The origin and enantiomorph combination tested is that used for the $n$-set example, i.e. reflexions with code numbers 2 , 29, 104 and 141.
The first step is to work out the value of $\left\langle\alpha^{2}\right\rangle^{1 / 2}$ for each of the reflexions from the $\kappa$ 's of the relationships in which it is involved. The lowest value of $\left\langle\alpha^{2}\right\rangle^{1 / 2}$ is sought and in fact it is found that for ten reflexions $\left\langle\alpha^{2}\right\rangle^{1 / 2}=0$. These reflexions are removed from the data and their computer-program code numbers and values of $\left\langle\alpha^{2}\right\rangle^{1 / 2}$ are Iisted, as shown in Table 10. Reffexion 78 is that with the next lowest value of $\left\langle\alpha^{2}\right\rangle^{1 / 2}$, equal to $1 \cdot 22$. This is listed in Table 10 with the value of $\left\langle\alpha^{2}\right\rangle^{1 / 2}$ and the single relationship which gives it is indicated by the numbers which follow, which indicate that

$$
\left(\varphi_{I}\right)_{78}=-\varphi_{54}+\varphi_{135}, \quad \kappa=1.22
$$

Reflexion 78 is now removed from the list of reffexions and the phase relationship is removed from the list of relationships. The values of $\left\langle\alpha^{2}\right\rangle^{1 / 2}$ for reflexions $54^{\circ}$
and 135 are modified to allow for the removal of the phase relationship and once more the reflexion with the lowest value of $\left\langle\alpha^{2}\right\rangle^{1 / 2}$ is sought. As before this is listed, removed from the set of reflexions, all relationships in which it is involved removed from the set of relationships and new modified values of $\left\langle\chi^{2}\right\rangle^{1 / 2}$ are found. This process is continued with the proviso that the origin and enantiomorph fixing reflexions are never removed from the system but remain to the very end. Table 10 shows a reproduction of the beginning of the computer output for the photolysis-product problem. When a negative $\kappa$ is shown it implies that there is a $\pi$ to be incorporated in the phase relationship. Thus, for the first reflexion with a double indication for phase, that with code number 181, we have

$$
\varphi_{181} \simeq \varphi_{2}-\varphi_{182}+\pi, \quad \kappa=1-26
$$

and

$$
\varphi_{181} \simeq \varphi_{35}-\varphi_{200}+\pi, \quad \kappa=1.23
$$

giving overall $\left.\left\langle\alpha^{2}\right\rangle\right|_{81} ^{1 / 2}=1 \cdot 99$.
However, the interesting and most useful-part of the computer output comes at the end, where the process 'converges' on the four starting reflexions, and this is reproduced in Table 11.

It should be noticed that, from the way this convergence tabulation is produced, the relationships indicating any particular phase involve only those reflexions which have not yet been eliminated from the Table and hence are listed somewhere below. The cther characteristic of the convergence process is that at each stage it removes from the system that reflexion which is least well linked to the remainder and thus it tends to enrich the quality of the interrelationships of those which remain.

Let us now examine Table Il to see what it tells us. Starting from the bottom there are the four reflexions which fix the origin and enantiomorph and for these $\left\langle\alpha^{2}\right\rangle^{1 / 2}=0$ as must be so since such reflexions cannot be interelated. There follows reflexion 198 which is not linked to any below and then we find reflexion 127

Table 12. The number of reflexions which must be fixed for different values of $\alpha$

| Minimum $\alpha$ | Number to fix | Code numbers |
| :---: | :---: | :--- |
| $2 \cdot 0$ | 7 | $2,29,54,104,141,191,198$ |
| $2 \cdot 5$ | 7 | $2,29,54,104,141,191,198$ |
| $3 \cdot 0$ | 9 | $2,6,29,54,72,104,141,191,198$ |
| $3 \cdot 5$ | 11 | $2,6,29,54,72,99,104,141,149,191,198$ |
| $4 \cdot 0$ | 14 | $2,6,29,31,54,72,99,104,127,141,149,165,191,198$ |



Fig.2. Changing the phase indications in Fig. 1 to $\varphi_{\mathbf{h}^{+}}+\varphi_{\mathbf{h}^{-b^{-}}}-\varphi_{\mathrm{h}}$ leaves the magnitude of the resultant unchanged.
linked to 104 and 198 by a fairly strong phase relationship. The next reflexion 191 has no contributors and it is followed by reflexion 6 with one fairly strong phase indication. We then find the first double indication with a correspondingly large value of $\left\langle\alpha^{2}\right\rangle^{1 / 2}, 4 \cdot 86$, and next reflexion 54 with no contributor. From this point onwards there are multiple indications with large values of $\left\langle\alpha^{2}\right\rangle^{1 / 2}$ and, if the phase development up to reflexion 72 has been satisfactory, it should stand a good chance of progressing successfully thereafter.

If it is decided, on the basis of a judgement of the complexity of the problem. that one should not rely on any a less than, say, 2.5 then it is straightforward from the tabulated values of $\left\langle\alpha^{2}\right\rangle^{1 / 2}$ to decide which reflexions should be incorporated in the starting set. With this $\alpha$ limit for the present problem one needs a
... starting set of 7 reflexions and the computer program outputs their code numbers. Of course one does not scan the whole convergence table or one will end up deciding that all the reflexions listed in Table 10 need to be incorporated in the starting set. In practice it is sufficient to examine the first 50 or so steps in the schematic phase development process.

In Table 12 are shown the number of reflexions which need to be fixed for values of $\alpha$ from 2.0 to 4.0 by steps of 0.5 for the photolysis product.

The convergence program is quite rapid; with 200 reflexions, 800 relationships and a medium-speed computer ( 70,000 operations per second) the whole process takes two minutes. Thus it is possible to run the program on a numiver of trial sets of origin and enantiomorph fixing reflexions. To assisit the judgement of which set is to be preferred one may use as a figure-of merit

$$
C=\sum_{r=1}^{100}\left\langle\alpha^{2}\right\rangle_{r}^{1 / 2}
$$

where the summation is over the first 100 stages of phase development for which phases are not fixed.

It must be appreciated that the convergence mapping is a schematio phase-development scheme and the actual progress of phase development will be dictated by computed values of $\alpha$ and not the estimated values, $\left\langle\alpha^{2}\right\rangle^{1 / 2}$. In practice the first steps of an actual phase development usually follow closely the schematic scheme. When deviations do occur it is often due to having calculated values of $\alpha$ which are higher than the corresponding values of $\left\langle x^{2}\right\rangle^{1 / 2}$ so that the actual path of phase development is better than that indicated in the convergence map.
It is possible to use the principle of convergence mapping in a more elaborate way in which one repeatedly obtains an updated estimate of which new reflexions should be fixed. To illustrate this let us suppose that a starting set is chosen from a convergence map for a.
structure with space group $P 2,2,2_{1}$ and the map indicates that the four origin and enantiomorph fixing reflexions plus two others will enable some progress to be made with phase development. One of the two extra reflexions might. let us say, be a general one and tried in four quadrants. $( \pm \pi / 4,3 \pi / 4)$ while the other may be special reflexion $(0, \pi)$ or ( $\pi / 2,-\pi / 2$ ). The eight starting points can be used to find ten new phases and the group of ten will. in general, be different for each of the starting points. New convergence maps, one for each of the eight starting points. converging on the sixteen reflexions with known phase may indicate that for some starting points two more reflexions need to be fixed, for others only one or perhaps none at all.

Therewill obviously be a time penalty to pay for such a scheme but it might be worth while if one is dealing with a difficult structure.

## Implementation

The techniques described in this paper are being incorporated in a non-centrosymmetric program package, written in FORTRAN conforming to the A.S.A. standard.
The package will be flexible so that, for example, an ' $n$-sets' or 'convergence' routine can be used or can be bypassed. The system will offer an automatic route for structure determination which will not require any intervention on the part of the user although it will be possible for an educated user to exercise judgement and to intervene. For the automatic route, decision-making processes. such as convergence mapping, will be used to optimize as far as possible the probability of finding the correct solution.

The extensive collaboration between our laboratories has been made possible by the generous financial support of the North Atlantic Treaty Organization. Two of us (P.M. \& M.M.W.) would like to express our gratitude for continued support by the Science Research Council. The success of our work has been assisted by the excellence of the computer facilities provided both at Louvain and at York, and also at Pittsburgh where one of us (P.M.) spent a period developing the $n$-set method. We have also been encouraged by the interest of Professor M. van Meerssche in our project.
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## A General Set of Computer Programs for the Determination of Crystal Structures by Means of Symbolic Addition Methods <br> OVE LINDGREN, OLIVER LINDQVIST and JENS NYBORG

Department of Inorganic Chemistry, Chalmers University of Technology and the University of Göteborg, P.O. Box, S- 10220 Göteborg 5, Sweden

$\mathrm{A}_{1}$set of computer programs (GAASA I-VI) for solving crystal structures by "Direct Methods", mainly according to the proceduro of symbolic addition, using the $\Sigma_{2}$ relation, developed by Hauptmann and Karle, ${ }^{1,2}$ has been written. All space groups, centrosymmetric as well as non-centrosymmetric, are included.
The programs have been written in FORTRAN IV for the IBM-360 system. Each of the six parts is compiled separately, and all data are stored between the different programs on dise or magnetic tape. The core memory requirement is at present 143000 bytes, which, technically, permits the treatment of structures with 15000-20000 reflections in the limiting sphere. For more moderate structures, the core memory requirement could easily be lowered to about 80000 bytes, but below this limit, considerable rewriting of the programs would be necessary.
The required input is a list of independent, observed structure factors $\left(h, k, l,\left|F_{0}\right|\right.$,
$\sin \theta / \lambda$ ), preferably stored on disc or magnetic tapo. Each of the six subprograms requires, moreover, a number of control cards which define the structural problem.
The course of the phase determination is as follows:

GAASA I - Absolute scale and overall temperature factor according to Wilson ${ }^{3}$ are evaluated.
GAASA $I I-\{E\}$ values aro calculated from $\mid F_{o} \mathrm{l}_{\text {abs }}$, and $|E|$ statistics are performed. The reflections are sorted in decreasing order of $|E|$.
GAASA III - All symmetry dependent reflections are generated. A list of pairs according to the $\Sigma$, relation is prepared for each $|E|$ value. Only $|E|$ values greater than a limit, chosen by the user, are taken into account.

GAASA IV - Symbols are assigned for phases or signs of a number of reflections (c.g. 10) with largo $|E|$ values. Symbolic addition is applied in a ceclic procedure, giving symbois for the phases of new reflections and equations between the symbols, which are subsequently solved. When a sufficient number of symbols have been evaluated, origin determining signs or phases are inserted for the remaining symbols.

GAASA $V$ - Centrosymmetric case. The set of $E$ values are expanded using the $\Sigma_{2}$ summation.

GAASA VI - Non-centrosymmetric case. The phase assignment of the largest $|E|$ values is first performed according to formula 2.9 given by Karle and Karle : and the phases are refined using the tangent formula. ${ }^{\text {s }}|E|_{\text {calc }}$ values are then evaluated.

From GAASA $V$ or $V I$ a list of $h, k, l, A$, and $B \quad(A=|E \cdot \cos x, \quad B=|E| \sin x)$ are stored on disc for Fourier summation.
The first tests of this set of programs were performed on two small, already known'structures:
(1) Catechol. $\mathrm{C}_{6} \mathrm{H}_{4}(\mathrm{OH})_{3}$, with one mole. cule in the asymmetric unit of $P 2_{1} / a{ }^{5}$ Sigus were evaluated for 109 of 111 re. flections with $|E|>1.5$. and all determina. tions were correct. All heavy atoms were very well resolved in $E$ maps summed with these 109 reflections ( $11 \%$ of all observed and non-observed reflections), and no additional significant maxima appeared. The execution time for GAASA $I-I V$ for this structure is less than 15 min for an IBM 360/50 computer.

Acta Chem. Scand. 21 (19:0) No. 2
(2) Cytosine, $\mathrm{C}_{4} \mathrm{H}_{5} \mathrm{~N}_{3} \mathrm{O}$, with one molecule in the asymmetric unst of $P 2_{1} 2_{1} 2_{1}$. 133 reffections ( $20 \%$ ) with $|E|>1.2$ were assigned phases. A comparison with the refined data gave a mean deviation of $14^{\circ}$ and a maximum deviation of $64^{\circ}$ in a. Most satisfactory $E$ maps with no spurious peaks were also, obtained in thus case.

Other known structures which have successfully been handled are the ferrocene derivative, $\mathrm{Fe}_{8} \mathrm{C}_{70} \mathrm{O}_{2} \mathrm{H}_{68}{ }^{8}$ and $N$-phenyl-$N^{\prime}$-benzoylselenourea, $\mathrm{C}_{6} \mathrm{H}_{5} \cdot \mathrm{NH} \cdot \mathrm{CSe} \cdot \mathrm{NH}$ $\mathrm{CO} \cdot \mathrm{C}_{6} \mathrm{H}_{5}{ }^{\circ}$ with space groups $\mathrm{P} \overline{1}$ and $P 2_{1} / c$, respectively. The first unknown structure which was solved with this program set was $\mathrm{K}_{2} \mathrm{CS}_{3} \cdot \mathrm{H}_{3} \mathrm{O}_{1}{ }^{10}$

When coding GAASA $I$ and 11 , extensive use was made of SAP 1 and 2 written by Hall. ${ }^{11}$
The FORTRAN IV listings and a short. description of the card input for the program set can be obtained from the authors. A discussion of the methods applied in the programs, and especially in GAASA IV, will be published. ${ }^{7}$
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> Enriclment of Gangliosides in Plasma Menbranes of Hamster Kidney Fibroblasts.
o. RENKONEN, C. G. GAHMBERG, K. SMONS and L. KÄÄRIÄINEN

Department of Biochemistry, Department of Serology and Bacteriology, and Department of Virology.-Unitersity of IIelsinhi, Helsinki, Finland

Farlier investigations havo suggested Lthat animal plasma membranes may contain gangliosides. ${ }^{1-6}$ Plasma membranes of hamster kidney fibroblasts (BHK2l cells) have been isolated in this laboratory: by using enzyme and antigen markers to follow the isolation steps. ${ }^{\circ}$ These cells do contain gangliosides. and the "present report shows that they are onriched in the plasma membrane to a remarkable extent.

Material and methods. BHF 21 cells, clone WI-2, were grown as described elsewhere. Fragments of plasma membrane and endoplasmic reticulum were isolated by the method of Wallach and Kamat ${ }^{10}$ as described previously.' Protein, marker enzymaes, and plasma membrane antigens were assayed as described previously. ${ }^{7}$ Lipids were extracted from lyophilized samples ( $2-30 \mathrm{mg}$ protein) by two treatments at $20^{\circ}$ with 3 ml of chloroformmethanol ( $2: 1$ ) for 4 h , followed by two similar extractions with chloroform-mothanol (1:2). This procedure is believed to extract kidney gangliosides completcly. ${ }^{11}$ In some experiments the comploteness of extraction was actually determined as described by Weinstein ot al.; only traces of lipids remained in the extracted protein.
To the combined chloroform-methanol extracts was added 6 ml chloroform and 4.5 ml water. The two liquid phases were equilibrated and separated. The lower phase was washed twice with fresh upper phase. The washed lower layer is called the phospholipid extract. The combined upper phases were dialyzed aganst distillod wator and lyophilized. Thedry residue was extracted 3 times with. 3 ml of chloroform-methanol (2:1) and filtered. This solution is called the ganglioside extract.
The ganglosides were assayad by the method of Warsen.: Sermiquantitative analyses were carried out also by thin layer chromatography (TLC) on sulica gel $G$ plates with propanol.

APPENDIX III
Miscellaneous Programs*

## PROGRAM SYSTEM DESCRIPTION

At present, a complete system of programs to generate E-maps or F -maps and to recycle information from these maps is available. Part of the thesis work this progress report period was devoted to becoming familiar with the programs, and to linking them up in an integrated system. The following is a description of the main features of the program system.

Two methods are available for generation of phases for an initial E-map: the program FAZE, and the set of three programs MULTAN. These programs together with other programs in the system are shown in Figure 1. FAZF must be supplied with an origin and starting phases, and tangent refinement, Equation (2), is performed only for a single set chosen by the operator. MULTAN is quite automatic, and chooses the origin and starting phases internally: MULTAN supplies several values to each of the unknown starting phases, and refines all of the multiple starting sets. These sets are listed and written on tape. A figure of merit, indicating internal consistency, is given for each set of phases as an indicator of which set is most likely to produce a correct E-map.

DDUMP and TDUMPER, shown in Figure 1, merely punch a card deck of phases from FAZE or MULTAN for input to NRC-2. NRC-2 is a listing program which stores information on tape for input to NRC-8, and other programs in the NRC series.

NRC-8 generates an E-map, F-map Patterson map, or difference map, depending on the control card settings and type of input data. The type of operation performed by NRC-8 during E-map generation is indicated by Equation (3).

[^0]

Figure I. Miscellaneous Programs

$$
\begin{aligned}
& 1: 0-4 \\
& \text { File Pary } 26 \text { ie } \\
& \text { 単s } \\
& 7 / 16 / 73
\end{aligned}
$$

ir Attempt to Somplex jertain
Wetal vales wion simile varbohydrates
(Profec, 2012)
by
Gary A. hcleomb January, 1971

An Atterot to Complex Certain Vietal Jalts with jhmple Carbohydrates by Gary Holcomb

It is well known that sone metal salts will complex with simple carbohydratey. Ine nurpose of this investlation was to attempt to discover different complexes then have been studied previously ${ }^{1}$ and to obtain these complexes in crystalline form for x-ray. crystallooraphic studies. jotoe complexes have alreadv been mado and studied in this manner. ${ }^{l} \mathrm{t}^{2}$ This is a continuation of this program.

## Experimental Procedurs

The main procedure used was the one sugeested and used by Weqver ${ }^{2}$, Dale ${ }^{3}$, and Isbel1 ${ }^{4}$, where an excesis of metal zalt is added to insure complete complexation of the carbohydrate, rather than that of Fundleman 5 , Who used exact ratios of sugar to salt(i:1, 1:2).

The procedure for each possible comrlex atteapted was as follows:l)dissolve the salt and carbohydrate in a cinimum of water and ada twice the volume of $95 \%$ etrianoll ifth the exception of the barium chloriae compounds where they were simply dissolved in water, as barium chloride is insoluble in alchohol).
2) Evaporate the liquid in a light jet of aireto speed urying due to the shortness of time) until a sufficient amount of erystals fisicm formed
3) Filter and wash the crystals in a Buchner funnel.
4) Place the crystals in a dessiccator.
(Later samples were recrystallized in the same manner.)

Melting points were taken on all samples, mercury analyses using a Exekm schonineer flask $\mathfrak{m e t h c o ~ w i t h ~}$ a beckusn "LU" jpectrophotometer were done on all wercury. compounds, and optical rotations measured and x-ray diffraction powder patterns taken on all recrystallized samples. The optical rotations were measured with a Zeiss-iinkel polarimeter, and the x-ray powder patterns were obtained through the use of a North Ainerican Phillips X-ray Diffraction Apparatus by Norelco.

Two samples were also analyzed for percent carbohydrates by the $L$. Borchardt Division of Natural aterials and joiences with the use of a gas chromatograph. ${ }^{5}$

| jalt：Nercugy chloride |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| No． | Suger | 亿atio（ ${ }^{\text {co／j）}}$ | jolventis | iesults |
| 1 | D－xylose | 1／Ex | w，th | Lrystals |
| 2 | $D$－mannose | 1／Ex | w，Eth | Crvotals |
| 3 | D－xylose | 1／Ex | w | Grystais |
| 5 | D－mannose | 1／Ex | W | Crystels |
| 7 | D－mannose | 1／Ex | w， $\mathrm{zth}, \mathrm{xeCH}$ | Crystals |
| 8 | B－arabinose | 1／Ex | w， w th | Orystais |
| 9 | Tructose | 1／ex | w，ith | Grystals |
| 11 | D－arabinose | $1 / 1$ | ， | Crystals |
| 15 | （1）recryat． |  | ith | Unvitals |
| 16 | （2）recryst． |  | ith | Crystals |
| 17 | $\begin{aligned} & D-x y l o s e \\ & (r \in c r y s t a l l i z e d) \end{aligned}$ | 1／Ex | w，th． | Crystals |
| 21. | Dextrose | 1／ix | w，Eth | Crystals |
| 23 | $\begin{aligned} & \text { D-manose } \\ & (r e c r y s t a l l i z e d) \end{aligned}$ | 1／4x | w， c th | Crystal：3 |
| 24 | Eextrose （recrystallized） | 1／Ex | w，ix th | Crystals |
| 25 | Fructose （rgcrystallize $)$ | 1／in | w，eth | Crystals |

Salt：Barium ©hloride dihydrate

| 12 | D－xylose | 1／2x | w | Orystals |
| :---: | :---: | :---: | :---: | :---: |
| 13 | D－mannose | 1／Ex | w | Crystals |
| 14 | Fructose | 1／EX | w | Crystals |
| 18 | Galactose | 1／Ex | w | Orystals |
| 19 | Cellobiose | 1／ix | w | Crystals |
| 20 | Dextrose | 1／ix | w | Crystals |
| 25 | D－xylose <br> （recrystallized） | 1／Ex | W | Orvitals |
| 27 | j－mannose <br> （recrystallizeá） | 1／Ex | w | Cryatala |
| 28 | Dextrose （recrystallized） | 1／Ex | w | Crystals |
| 29 | Eructose <br> （recrvstallized） | 1／Ex | w F ． | Orystals |

jalt：Cadinium chloride

| 4 | D－xylose | 1／ix | w | Crystals |
| :---: | :---: | :---: | :---: | :---: |
| 30 | Fructose | 1／Ex | w | in iol ．／ |
|  | （recrystallized） |  | wite sidid | Crystals |

jalt：silver chloride

| 10 | $D-x y l o s e$ | l／Ex | w，Eth |
| :--- | :--- | :--- | :--- |
| 22 | Celloblose | 1／Ex | W，玉th |

6A／＂DU＂on sensitivity 8
B／＂DU＂on senalivity 9
1／Blani run correction：no parer burned．
2／Elank run correction：paper burned．
Compound ．BHy
D－arabinose－ $\mathrm{HaCl}_{2}$
Fructose－ HgCl
（5A）Manose－HxCl？
D－xylose－Hrcl？
（16）Mandose－HaCl2
Dextrose－HxCl？

| Al／66．04\％ | A2／ $68.8 .9 \%$ |
| :---: | :---: |
| A1／50．82\％ | A2／5．5．08\％ |
| E1／56．81\％ | R2／59．07\％ |
|  | A2／ $71.20 \%$ |
| 51／65．76\％ | 732／68．61\％ |
| A1／65．24\％ | A2／63．65\％ |
| B1／60．59\％ | B2／63．27\％ |
| AI／63．33\％ | A2／ $55.38 \%$ |
| 日1．／65．68\％ | B2／ 58.48 \％ |
| Al／57．57\％ | A2／50．59\％ |
| 51／57．55\％ | B2／60．66\％ |

Thoeretical \％H2（No of assoc．waters）

| Comnlex（1：1） | 0 | 1 | $2{ }^{2}$ | 30 | 48 | 6 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x y-\mathrm{HaCl}{ }^{3}$ | 47.5 | 45.6 | 43.9 | 42.2 | 40.7 | 59.3 | 37.9 |
| man－Higi ${ }^{\text {\％}}$＊ | 44.4 | 42.8 | 41.2 | 59.7 | 38.4 | 37.1 | 35.9 |
| Complex（1：2） | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| xy－ $\mathrm{HzCl} 2^{*}$ | 57.9 | 56.5 | 55.1 | 53.7 | 52.5 | 51.3 | 50.1 |
| man－ $\mathrm{HaCl} 2^{\text {\％＊}}$ | 55.5 | 54.2 | 52.9 | 51.7 | 50.5 | 49.4 | 48.5 |

3r：Also fox arabinose－itwly
i＊＊：Also for Fructose－anc Dextrose－HRCl．2
若 Hz in $\mathrm{HECl}_{2}$ ：73．9\％
$\rightarrow \mathrm{H}=$ in $\mathrm{HeCl}_{2} \cdot 2 \mathrm{H}_{2} \mathrm{C}=65.12 \%$

Ontical Rotation Neasurements (Percent sugar)
D-xylose: .jpec. rotation:Experimental:1) $20.82^{0}$
2) $20.46^{\circ}$
\%error: 19.01\%
2) 7.12:
((1) denotes zero correction with water in a tube in the polariaeter; (?) denotes zero correction with no tube in the polarimeter)

| i- | 1).070 | Percent suxar: 1) $13.81 \%$ |
| :---: | :---: | :---: |
|  | 2).09 | 2) $17.76 \%$ |

D-tannose-HaCle: Kutatymm:1) $27.87 \%$ Rotations:1). $06^{\circ}$

Dextrose- $\mathrm{HgCl}_{2}$ :Rotations:1). $\mathrm{OH} \mathrm{C}^{0}$ 2). $10^{\circ}$

Fructuse $-\mathrm{HgCl}_{2}:$ Rotations: $\begin{array}{r}1)-.96^{\circ} \\ 2 ;-.98^{\circ}\end{array}$
D-xylose- $\mathrm{BaCl}_{2}:$ Rotations: $\begin{array}{r}1) .08^{0} \\ 2), 10^{0}\end{array}$
D-@annoss- $\mathrm{BaOl}_{2}$ :Rotations:1). $09^{\circ}$ 2). $11^{\circ}$
2) $29.75 \%$
2).08

Peicent sugar:1)4.0\%
2) $5.0 \%$

Percent sugar: 1) 99.0 名
2) $40.1 \%$

Perceni sugar: $1111.7 \%$
c) $14.6 \%$

Percent sugar: 1 ) $23.5 \%$
2) 2 と. $7 \%$

Fructose-Bact. :Kutations: $01^{\circ}$, not above zero corrections significantly.

Theoretical Fereent jugar.

| GOMPIEX (I:I) | $\bigcirc$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| xyiose-fexto | 35.5 | 34.1 | 32.8 | 31.5 | 30.4 | 29.5 | 26. |
|  | 39.8: | 38.3 | 36.9 | 25.6 | 34.4 | 33.2 | 32.1. |
| xylose-Eacl.? | 41.9 | 39.9 | 38.1 | 36.4 | 54. | $3 \mathrm{~S} \cdot \mathrm{~b}$ | $\underline{3}$ |
| Mannose-Eavio* | 45.4 | 44.3 | 42.5 | 40.4 | \%̌. 1 | 37.7 | 35.2 |
| Couplex (1:2) | 0 | 1 | 2 | 3 | 4 | 2 | $\bigcirc$ |
| xylcse-Hgel? | 21.6 | 21.1 | 20.5 | 20.1 | 1\%.6 | 13.1 | 16.7 |
| \%amose-itecto $\quad$ \% | 24.9 | 24.3 | 23.7 | 33.1 | 22.6 | 22.1 | 21.6 |
| Xylose-Bain ${ }^{2}$ | 26.5 | 2-? | 24.4 | 24.2 | 23.5 |  | 22.3 |
| Mannose-EaCl2 * | 30.2 | E9.3 | 28.4 | 27.5 | 26.91 | 26.2 | 25. |

[^1]
## s－ray Dhifaction Graph Uodetrisons

Trese tades corapare the powder pateerns of tue compounds witis tnat of tref fure metal balt， $2 . \in$ e tach catagory indicates sonetrine on tre pattera of the corn－ pound that is difierent or the sane as on tae pattern of tas rure sait． Cavagories
Feak jhifts：the no．of degrees diffeience ostween tre angles at whicn tire peaks appeared．
NO．DI 了eaks Hign：A direct comparison with intensities of peaks of metal salt patterun
Ho．of Peaks Low：As above。
li．2．．j．：dain interisty sequence，i．e。 tife order of trie four most intense peaks．
lain ratios：Ratius between the four main peaks．
small racios：fatios between the numerous snaller peaks． Extra peaks：Peaks arpearine on tae conpound pattern anu
not on the pure sall pattern．
aissine Feaks：Peaks aysaring on tre pure salt fottern a．s not on the compuns rattern．

| ¿ompound |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { Feak } \\ \text { دnitys } \end{gathered}$ | Ho．of＇ Peaks | No．Of lejus | Í＂． I。 | aın | Small Extra linss． |  | $\begin{aligned} & 133 \\ & \text { caks } \end{aligned}$ |
|  |  | H18n | L． OW | د． |  |  |  |  |
| $\mathrm{Xy}-\mathrm{BaCl}_{2}$ | $\begin{aligned} & -.1^{\circ} \\ & -.2^{\circ} \end{aligned}$ | 6 | $i$ | bad | Ead | GCOd | 5 | 1 |
| $\lambda y-\operatorname{Basl}_{2}(\underline{2})$ | .10 | $\iota^{\prime}$ | 9 | Bad | Baa | Hood | 0 | 1 |
|  | $\begin{array}{r} .1^{0} \\ -.2^{0} \end{array}$ | 10 | 6 | EAd | Baü | Bad | 3 | 0 |
| Dex－3acle | －． $0^{0}$ | 4 | $\varepsilon$ | $\begin{aligned} & \text { Ver } \\ & \text { Bad } \end{aligned}$ | $\begin{aligned} & V \in I \\ & B a 3 \end{aligned}$ | $\begin{aligned} & \text { VER1 } 1 \\ & \text { ERaM } \end{aligned}$ | 2 | 0 |
| Dex－Easle （2）$^{\text {a }}$ | -.20 -.20 | 1 | 9 | $\begin{gathered} \text { Ver } \\ G \in 0 j \end{gathered}$ | Gcod | Fair | 0 | 2 |
| Eruc－3asie | $\begin{aligned} & -11^{0} \\ & -020 \end{aligned}$ | 8 | 4 | Ta，r | $\begin{aligned} & \text { vet } \\ & \text { Bad } \end{aligned}$ | Good | 1 | 1 |

 angies at wnicn the reaks occurred．ar．I．wo cioge t each otier，but two pears wele Interunanter ill tre sequence。 ＿verjurang else as very infierent in one than tne utier．
＊Dextrese－veura to its own repeat：anifis are about tre same．All anteñities cnanseu aycunj（in refeat，mucrn aore like pure salt）．ixtra leako in orláinal uisappeateo in $r \in p e d i$ ．

X－iay Diffraction Graph Oumparisons
$\mathrm{HgCl}_{2} \cdot{ }^{\circ} 2 \mathrm{H}_{2} \mathrm{O}$ Compounds


| aylos＝－85がっ」 | $.1^{0}$ | 1 | 3 | rais Good | Ixcel． | 0 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Manoser－heva | $\begin{aligned} & .05^{\circ} \\ & .28 \end{aligned}$ | 5 | 3 | ixcelaxcel | 5000 | I | 1 |
| Dextrone－rgila | .00 | 7 | 2 | Excelaxcel | G003 | 3 | 1 |
| Fructose－Hevl2 | $.0^{\circ}$ | 6 | 1 | Bad Terri | Terribl | 2 | 1 |
| Fructost－ $\mathrm{HgCl}_{2}$（ | ）．$c^{\circ}$ | 4 | 4 | Fair Fas | Poor | 1 | 1 |

[^2]
## Résults ana Conclusions

Ail tie seiution of dariun chloriae and mercury crilorzae. formed crystais. ay problen wes tu find oui what the crystais were, being pure salt, pure cerbohydrate, a. mixture of carbohydrait and azt, or a complex. äesults of the differeni analyses are as follows:

Meitang Points: Ali, of the mercury compounds charrgu while below $300^{\circ} \mathrm{c}$. , showing the presence of caroonydraie. The berium compounas lost theis. wates at temperatures other and above thai of the waier-loas temperature of Berlum chloride dinydrate, and also charred when heated in a ounsen burner filame. Inis test gave only af indication of the presence of sugai in tile sample meited, a sumple whioh may or may noi have been ilapure die to tise suailness of tae crystals chosen ta be placed in the cap-allaries-tiey may have ueen jusi orystallized sugar. Therefore this tesi wa = anonclustve.

Mereary nipiyazs: Iw compuncs, irucuose-men dextrozeinercury chionde, dame very sioue to the theore biont

 Gue to posomble inaccuracies in the zerv runs, main runs, and meaburesente, and inpurities or the wompunde sue to
 toc fust an tre wase liquiaj, une serventaxe meroury vis.
 the ferceatate, mercuric enlonijs impurities rajasing it.

Cptioni rotatlons: Manost- she inuctosefurrouric
 wibido tae uneureiluai ranges ci perceat windonyorate． Tre reaeingog oorpoman has rexcentages trev were tos 1 ow


 However，imzs sclutaun mas quate conceisurateo cumpared $\because$ o bie soiuisons or the compunas，aid the error in ite
 the widutisus wt the cumpounus could have reen made more
 1ty．The reading I obtained were so inconsistant inat the chances of the averake observed rotation beiny atat－ jutically jipnificant are onty fair，and，to compund this， even 3．difference oi ．O1 in tree averate could nave
 opticil rocetturs were inconclusive al．so．

天ーay diffnaciton patterns ：Tne traces of tine meruury compounde z a zrour vere very similar，as far au areles where meanira tuok ylace were concearbedo jhe satme uan be B2id of the oariuni cofipounds．However，in several of the trawes，Extra peaks showed up thet were not on the pure sat patterms．rexeats of another sample of the seme com－ sound die act show theae feaks，however．
in autition，une intensitits and inteneity datios Of the ferks on the wompounc Datuerras were very different


the barium, mercurv, and cinloriae ions was drownine out the reflections of the carbonydrates, and that the carkonyirates in turn were sausine the shifto arri dirfereret interidtife anc rainus tu iffear. Thiu was ai least parwally corne out ty comarison of a arsce oi a wis mature of a carbohydrate(fructose) anc salt(biul, , whth tnat of the pure salt and of the pure carboryurate. [he sixture triace has most of the peaza from both pure compoundi, But die carbonjarate responses were irasticaily reduced. since the gixture was $50, \%$ each of salt ard sluar by moles(apuroximately), in a complex of twenty to thirty percent carbohydrate, it is conceivable that the carbohyarate reflections might not skow un at ali, exeept under certain orientations. This would also hell to eaplaln the extra peans whion argeared ano aisary earfi frutr the pattersa.

 - Ul. 3 cardohvarate, cownletely resolving the questlun of Whetrer or not conclexing had taken place, at least for the se twe comroundi. Tite compounds were "fructoseeder curic chioride" and "mannose-bar sum chiorloe," the two west hopeful con?exes as seen from tre rerulto oi the mercury analysis and optical rotatun requurefentis. fince these came out contalnirx no cerbonpurates, jt is reasonatle to assurne that none of dise otner compond axumees contains darbohytates, fryatno informelun comiled.

The differing crystaline atructures, the resulty of the firist analybes, and the variation in the diffractograus all made the fossibility of the compounds being comblexes seen mreater, it turned out, than they were. The unly conclusionsto be made'are that mercuric chloride and barium chiofide de not comiex with the carbohydrates used and unuer the eonditiond present. Inis doea not in any way inply that under different conditions, usine Other carbonysrates, other golvents, different proceaures, etc., they will not complex.
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The Molecular Geometry of $\beta$-Pinene As Deduced From the Crystal and Molecular Structure of cis-Pinocarvyl-p-Nitrobenzoate

Gerald F. Richards, Robert A. Moran, and John A. Heitmann

The Institute of Paper Chemistry Appleton, Wisconsin 54911

William E. Scott*

Department of Biological Sciences
Purdue University
West Lafayette, Indiana 47907

The crystal structure of cis-pinocarvyl-p-nitrobenzoate, (abbreviated name, cis-PNB) a derivative of $\beta$-pinene, has been determined from threedimensional X-ray data obtained near the temperature of liquid nitrogen. The para-nitrobenzoate geometry is similar to that found in other paranitrobenzene derivatives. The cyclobutane ring in the cis-pinocarvyl portion of the molecule is normal (internal dihedral angle $141^{\circ}$ ), leading to severe steric interactions between hydrogen atoms on $\mathrm{C}-3$ and $\mathrm{C}-7$. These interactions are minimized in cis-PNB through a decreased puckering in the (C-2, C-3, C-4) end of the molecule. The observed $\mathrm{C}-3-\mathrm{H} . \ldots . \mathrm{C}-7-\mathrm{H}$ distance is $2.33 \AA^{\circ}$. Since the same interactions exist in $\beta$-pinene, it is postulated that the cis-pinocarvyl grouping and $\beta$-pinene have very similar molecular geometries. cis-PNB exhibits pseudo mirror molecular symmetry, C-10 being the only nonhydrogen atom not related to another atom by the mirror plane.

B-Pinene (I) and related bicyclic terpenes undergo cyclobutane ring opening to yield monocyclic or acyclic molecules, and cyclobutane ring expansion to form bornane or fenchane compounds.1,2,3 Such rearrangements dominate $\beta$-pinene chemistry, suggesting that the original bicyclic ring system is relatively unstable.

It has been postulated that the rigid cyclobutane ring leads to severe distortions in the rest of the bicyclic system. Support for this idea is found in the reported crystal structures of Cl-3-nopinone and Br-3-nopinone (II). ${ }^{4}$ In these structures the cyclobutane ring is normal, but the dihedral angle between plane ( $C-2, C-3, C-4$ ) and the best plane through $\mathrm{C}-1, \mathrm{C}-2, \mathrm{C}-4$, and $\mathrm{C}-5$ is considerably smaller than that found in cyclohexane rings. The structural details are not precisely known because the halogen atoms reduced the certainty with which the positions of the other atoms could be determined.

The crystal structure analysis of cis-pinocarvyl-p-nitrobenzoate (abbreviated name, cis-PNB) (III) was carried out in order to determine the precise geometry of a $\beta$-pinene derivative. cis-PNB was suitable for this purpose because the carbon, nitrogen, and oxygen atoms all have. approximately equal electron densities. Consequently, it was possible to determine their positions with much higher precision than for the halogenated compounds.

EXPERIMENTAL SECTION
X-Ray Data - Crystals of cis-pinocarvyl-p-nitrobenzoate (mp 103.0-103.6, $[a]_{D}^{26^{\circ}}-96.0^{\circ}$ ) suitable for X-ray diffraction analysis were kindly provided by Dr. James Farrard. The unit cell was found to be monoclinic with the following dimensions: at approximately $-193^{\circ} \mathrm{C}, \mathrm{a}=10.583 \pm 0.006 \AA$, $b=6.740 \pm 0.003 \AA, c=10.443 \pm 0.009 \AA, B=90.46 \pm 0.15^{\circ}$; at approximately
$22^{\circ} \mathrm{C}, \mathrm{a}=10.904 \pm 0.012 \AA^{\circ} \mathrm{A}, \mathrm{b}=6.778 \pm 0.006 \AA, c=10.906 \pm 0.009 \AA$, $\beta=91.77 \pm 0.27^{\circ}$. The unit cell parameters were determined by the backreflection Weissenberg technique. Systematic absences occurred for OkO when $k$ was odd, indicating space group $P 2_{1}$. Comparison of measured and calculated crystal densities indicated two molecules of cis-PNB per unit cell.

Three-dimensional X-ray data were obtained at approximately $-193^{\circ} \mathrm{C}$ using the multiple film equiinclination Weissenberg method and a liquid nitrogen gas flow cryostat. ${ }^{5}$ Two crystals were used to obtain layers ( 0 Kl ) to ( 7 Kl ) and (h01) to (h4l). The reflection intensities were estimated visually by comparison with a calibrated intensity scale. Lorentz and polarization, but no absorption corrections were made. The data from the two crystal settings were scaled together by the method of Rollett and Sparks. ${ }^{6}$ A total of 1361 unique, observed reflections were obtained. An additional 120 reflections were either unobserved or too weak to be measured with confidence. The relative intensities were converted to normalized structure factors, $\left|E_{h k l}\right|$, by the K-curve method of Karle and Hauptman. 7, 8

Structure Determination and Refinement - The unit cell positions of atoms $0-11, \mathrm{C}-12,0-13, \mathrm{C}-14, \mathrm{C}-15, \mathrm{C}-16, \mathrm{C}-17, \mathrm{C}-18, \mathrm{C}-19$, and $\mathrm{N}-20$ were determined by the Patterson search methods of Braun, Hornstra, and Leenhouts. ${ }^{9,10}$ Phases calculated from this fragment were used to start the tangent formula recycle procedure. ${ }^{12}$ Two cycles were required to determine the positions of the remainder of the nonhydrogen atoms in the molecule. The structure was refined by block-diagonal least-squares methods to an $R$ index ${ }^{13}$ of 0.10 using unit weights and anisotropic temperature factors. A three-dimensional difference electron density map was computed at this point, revealing the positions of all the hydrogen atoms. The least-squares refinement was
continued with the hydrogen atoms included. The final $R$ index for all observed reflections was 0.035 . Each hydrogen atom was assigned an isotropic temperature factor equal to the final isotropic temperature factor of the atom to which it was bonded, and all hydrogen parameters were held constant during the least-squares refinement. ${ }^{14}$ Table I shows the final atomic coordinates and their estimated standard deviations. The anisotropic temperature factors were normal for a structure determined near liquid nitrogen temperature. ${ }^{15}$

## Table I

## Atomic Parameters

| Atom | $x^{\text {a }}$ | Y | Z |
| :---: | :---: | :---: | :---: |
| C-1 | 0.4411 (6) | 0.5260(9) | -0.2737(5) |
| C-2 | $0.4160(5)$ | 0.3974 (9) | -0.1591 (5) |
| C-3 | 0.2922(5) | $0.4530(9)$ | -0.0951 (5) |
| C-4 | -0.1910(5) | 0.5352(9) | -0.1901 (5) |
| C-5 | 0.2543(6) | 0.6389 (9) | -0.3027(5) |
| C-6 | $0.3350(5)$ | 0.4856(9) | -0.3791 (5) |
| C-7 | $0.3801(6)$ | 0.7338 (10) | -0.2575(5) |
| C-8 | 0.2842(6) | 0.2761 (10) | -0.3945 (5) |
| C-9 | $0.3723(6)$ | $0.5654(11)$ | -0.5098(6) |
| C-10 | 0.4893 (6) | 0.2533(10) | -0.1204(6) |
| 0-11 | 0.2392(4) | 0.2817 (6) | -0.0309(3) |
| C-12 | 0.2486(5) | 0.2723(9) | 0.0969(5) |
| C-13 | 0.2961 (4) | $0.3959(7)$ | $0.1645(4)$ |
| C-14 | 0.1933(5) | 0.0834 (9) | 0.1476 (5) |
| C-15 | $0.1828(6)$ | $0.0629(9)$ | 0.2792(5) |


| Atom | $x^{\text {a }}$ | $Y$ | Z |
| :---: | :---: | :---: | :---: |
| C-16 | $0.1327(5)$ | -0.1085(9) | 0.3316 (5) |
| C-17 | $0.0929(5)$ | -0.2566(9) | 0.2487(5) |
| C-18 | 0.1001 (5) | -0.2393(9) | 0.1171 (5) |
| C-19 | $0.1514(6)$ | -0.0675 (10) | 0.0655(5) |
| $\mathrm{N}-20$ | 0.0360 (4) | -0.4386(8) | $0.3022(4)$ |
| 0-21 | $0.0375(4)$ | -0.4579(7) | $0.4189(4)$ |
| 0-22 | -0.0077(4) | -0.5599(7) | 0.2275(4) |
| $\mathrm{H}-1(\mathrm{C}-1)^{\text {b }}$ | 0.516 | 0.519 | -0.322 |
| $\mathrm{H}-7(\mathrm{C}-3)$ | 0.316 | 0.545 | -0.030 |
| H-1 (C-4) | 0.135 | 0.426 | -0.219 |
| H-2(C-4) | 0.150 | 0.628 | -0.136 |
| H-7 (C-5) | 0.200 | 0.740 | -0.340 |
| H-7 (C-7) | 0.404 | 0.821 | -0.332 |
| H-2(C-7) | 0.364 | 0.795 | -0.176 |
| H-7(C-8) | 0.200 | 0.276 | -0.445 |
| H-2(C-8) | 0.268 | 0.246 | -0.309 |
| $\mathrm{H}-3$ ( $\mathrm{C}-8$ ) | 0.354 | 0.191 | -0.434 |
| $\mathrm{H}-7(\mathrm{C}-9)$ | 0.315 | 0.497 | -0.550 |
| H-2(C-9) | 0.426 | 0.461 | -0.530 |
| $\mathrm{H}-3$ (C-9) | 0.429 | 0.679 | -0.505 |
| $\mathrm{H}-1(\mathrm{C}-10)$ | 0.468 | 0.162 | -0.057 |
| $\mathrm{H}-2(\mathrm{C}-10)$ | 0.550 | 0.197 | -0.170 |
| $\mathrm{H}-7(\mathrm{C}-15)$ | 0.210 | 0.171 | 0.330 |
| $\mathrm{H-1}(\mathrm{C}-16)$ | 0.118 | -0.092 | 0.412 |
| $\mathrm{H}-1(\mathrm{C}-18)$ | 0.076 | -0.368 | 0.075 |
| $\mathrm{H}-1(\mathrm{C}-19)$ | 0.176 | -0.066 | -0.020 |

${ }^{\text {a }}$ Estimated standard deviation times $10^{4}$ in parentheses
${ }^{b} H-j(n-k)$ refers to the $j^{\text {th }}$ hydrogen atom bonded to the $k^{\text {th }}$ atom of type $n$.

## RESULTS AND DISCUSSION

Figure 1 shows the bond-lengths and bond-angles in cis-PNB.
p-Nitrobenzoate Grouping - The geometry of the p-nitrobenzoate portion of cis-PNB is similar to that reported for a number of other $p$-nitrobenzene derivatives. $11,23,24,25,26$ The average $C-C$ bond-length within the benzene ring is $1.386 \AA$ and, within experimental error, all the benzene $C-C$ bonds are equivalent. The average bond-angle within the benzene ring is $120.0^{\circ}$. Angle (C-15-C-16-C-17) is significantly smaller, and angle (C-16-C-17-C-18) is significantly larger than the average. The dihedral angle between the plane of the nitro group and the best plane through the six benzene carbons is $5^{\circ}$, and the dihedral angle between the carboxylate plane and the benzene plane is $7^{\circ}$.

B-Pinene Grouping - The bond-lengths and bond-angles in the four-membered ring composed of $\mathrm{C}-7, \mathrm{C}-5, \mathrm{C}-6$, and $\mathrm{C}-7$ agree closely with the values reported for other cyclobutane derivatives. ${ }^{27,28,29,30}$ The dihedral angle between plane ( $C-1, C-7, C-5$ ) and plane ( $C-1, C-6, C-7$ ) is $141^{\circ}$. Values of $149^{\circ}-180^{\circ}$ have been reported for other cyclobutane rings. It is likely that the increased pucker aids in relieving severe steric interactions between hydrogen atoms on $\mathrm{C}-3$ and $\mathrm{C}-7$ in cis-PNB. Bonds $\mathrm{C}-1-\mathrm{C}-2, \mathrm{C}-2-\mathrm{C}-3$, C-3-C-4, and C-4-C-5 all have values close to the normal value of $1.530 \AA$ : The double bond between $\mathrm{C}-2$ and $\mathrm{C}-10$ is shorter than in ethylene ( 1.334 A ), but close to the length of the exocyclic double bond in trans-2,8-dihydroxy-
 $\mathrm{C}-1, \mathrm{C}-2, \mathrm{C}-3, \mathrm{C}-4$, and $\mathrm{C}-5$ all have values within the range $\left(109^{\circ}-114^{\circ}\right)$ observed in other cyclohexane structures.

Table II contains the values found for the conformation-angles within the cis-PNB bicyclic ring system.

## Table II

Ring Conformation-Angles in the $\beta$-Pinene
Portion of cis-PNB

| Atoms $i-1, i, j, j+1$ | $\tau_{i j}{ }^{a}\left({ }^{\circ}\right)$ |
| :--- | ---: |
| C-6, C-1, C-2, C-3 | -64.4 |
| C-7, C-1, C-2, C-3 | 28.7 |
| C-1, C-2, C-3, C-4 | 30.0 |
| C-2, C-3, C-4, C-5 | -27.9 |
| C-3, C-4, C-5, C-6 | 61.9 |
| C-3, C-4, C-5, C-7 | -33.6 |
| C-4, C-5, C-6, C-1 | -82.9 |
| C-7, C-5, C-6, C-1 | 27.3 |
| C-4, C-5, C-7, C-1 | 83.4 |
| C-6, C-5, C-7, C-1 | -27.7 |
| C-2, C-1, C-6, C-5 | 83.7 |
| C-7, C-1, C-6, C-5 | -26.9 |
| C-2, C-1, C-7, C-5 | -81.6 |
| C-6, C-1, C-7, C-5 | 27.1 |

${ }^{\text {a }}$ Looking down bond $\{i-j\}, \tau_{i j}$ is defined as the clockwise angle between bond $\{(i-1)-i\}$ and bond $\{j-(j+1)\}$.

Ideal cyclohexane boat and chair conformations have conformationangles of $0^{\circ}$ and $\pm 60^{\circ}$. The values in Table II indicate that the cis-PNB molecule is flatter at the C-3 end and more puckered at the C-6 and C-7 ends than an ideal boat or chair cyclohexane conformation. The greater
deviation from ideality exhibited by cis-PNB and Cl-3-nopinone compared to some reported cyclohexane derivatives is shown in Table III and Figure 2.

## Table III

Dihedral Angles $\delta(1)^{\text {a }}$, $\delta(2)$, and $\delta(3)$ in cis-PNB, C1-3-Nopinone, and Various Cyclohexane Compounds.

| Compound | $\delta(1)^{\circ}$ | $\delta(2)^{\circ}$ | $\delta(3)^{\circ}$ | Reference |
| :---: | :---: | :---: | :---: | :---: |
| Cyclohexane ${ }^{\text {b }}$ | 60.0 | 60.0 | --- | 34 |
| Cyclohexane ${ }^{\text {c }}$ | 54.6 | 54.6 | --- | 34 |
| Cyclohexylammonium chloride | 50.0 | 49.0 | --- | 35 |
| Bicyclohexylidene | 49.4 | 51.1 | --- | 33 |
| cis-PNB | 28.2 | 71.5 | 69.8 | -- |
| Cl-3-Nopinone. | 30.0 | 75.0 | 70.0 | 4 |
| ${ }^{\text {a }}$ See Fig. 2 |  |  |  |  |
| b Ideal model |  |  |  |  |
| ${ }^{\text {c }}$ Electron diffract |  |  |  |  |

Increased ring distortion in $\beta$-pinene bicyclic structures appears to be necessary in order to minimize the steric interactions between hydrogen atoms bonded to C-3 and hydrogen atoms bonded to C-7. For example, in cis-PNB a small amount of relief is gained through puckering of the cyclobutane ring, as mentioned earlier. However, the major relief arises from the movement of $C-3$ toward the ( $C-1, C-2, C-4, C-5$ ) plane and away from C-7, leading to small $\delta(7)$ values (i.e. a "flattened" ring). The shortest (C-3-H) --- (C-7-H) distance observed in cis-PNB is $2.33 \AA^{\circ}$, which is close to the sum of the van der Waals radii ( $2.4{ }^{\circ} \mathrm{A}$ ).

The ring strain in the molecule could have been partially decreased if the bond-angle ( $\mathrm{C}-1-\mathrm{C}-2-\mathrm{C}-3$ ) were near $120^{\circ}$. However, the observed
value is $111.5^{\circ}$. The tendency for ring bond-angles at carbons involved in exocyclic double bonds to be close to $110^{\circ}$ (rather than $120^{\circ}$ ) has been found previously. ${ }^{32,33}$

In summary, the $\beta$-pinene portion of cis-PNB lies between a classical bridged chair and a Y-shaped molecule. Previous NMR studies on isopinocampheol ${ }^{36}$ and nopinone ${ }^{37}$ have been interpreted in terms of the same kind of conformation. Since the ring distortion arises from the need to minimize repulsion between hydrogens bonded to C-3 and hydrogens bonded to $\mathbf{C - 7}$, it is very likely that $\beta$-pinene itself will closely resemble the B-pinene portion of cis-PNB.

Molecular Symmetry - The conformation of the benzoate linkage allows a pseudo-mirror plane to be constructed through $\mathrm{C}-3, \mathrm{C}-6, \mathrm{C}-7, \mathrm{C}-8, \mathrm{C}-9$, and the nitrobenzoate group. Atoms $\mathrm{C}-1$ and $\mathrm{C}-2$ are approximately related Of the nonhydrogen atoms, to atoms C-5 and C-4, respectively, by this mirror plane. $\wedge$ only $\mathrm{C}-10$ is not related by pseudo mirror symmetry to another atom in the molecule. Crystal Packing - Figure 3 shows a projection of the unit cell down the b-axis. The p-nitrobenzoate grouping is oriented perpendicular to the (001) plane. Most of the intermolecular distances are very much larger than normal van der Waals distances, only eleven distances involving $C, N$, or 0 being less than $3.4 \AA$. The strongest intermolecular interactions occur along the b-axis, where the molecules are packed so that $0-13, C-12$, $\mathrm{C}-14$, and $\mathrm{C}-15$ of each molecule lie near $0-22, \mathrm{~N}-20, \mathrm{C}-17$, and $\mathrm{C}-18$ of another molecule one b-axis translation away. In the c-axis direction, the closest intermolecular distances occur between each nitro oxygen and either C-16 or C-19 of another cis-PNB molecule. In the a-axis direction the packing involves alternating $\mathrm{C}-10-0-13^{\prime}$ and $\mathrm{C}-4-0-22^{\prime \prime}, \mathrm{C}-5-0-22^{\prime \prime}$ interactions.
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Figure 1 Bond-lengths and bond-angles in cis-PNB. The estimated standard deviation for $\mathrm{C}-\mathrm{C}$ and $\mathrm{C}-\mathrm{N}$ bonds is $0.003 \AA$; for $\mathrm{C}-0$ bonds, $0.007 \AA$; and for the $C-N$ bond, $0.006 \AA$. The molecule is shown in orthogonal projection in the (010) plane.


Figure 2 Dihedral angles $\delta(1), \delta(2)$, and $\delta(3)$ formed by the boat and chair conformations of the pinane bicyclic ring system.


Figure 3 cis-PNB crystal packing shown in orthogonal projection in (010) plane.
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Table IV
Anisotropic Temperature Factors for Carbons and 0xygens in cis-PNB ( $\times 10^{5}$ )

| Atom | $\mathrm{B}_{11}{ }^{\text {a }}$ | $B_{22}$ | $B_{33}$ | $\mathrm{B}_{23}$ | $\mathrm{B}_{13}$ | $B_{12}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C-1 | 355 | 882 | 371 | -126 | 234 | 6 |
| C-2 | 305 | 689 | 389 | -138 | 23 | -114 |
| C-3 | 289 | 482 | 331 | 44 | 158 | 108 |
| C-4 | 317 | 776 | 344 | 46 | 206 | 6 |
| C-5 | 443 | 422 | 290 | 154 | 151 | 149 |
| C-6 | 329 | 643 | 382 | 287 | 137 | 190 |
| C-7 | 406 | 662 | 416 | 302 | 280 | -215 |
| C-8 | 540 | 863 | 319 | -169 | -18 | 479 |
| C-9 | 354 | 1521 | 419 | -86 | 327 | 517 |
| C-10 | 455 | 1172 | 405 | -54 | 168 | 92 |
| 0-11 | 391 | 558 | 353 | 103 | 76 | -273 |
| C-12 | 280 | 479 | 422 | 215 | 140 | 314 |
| 0-13 | 589 | 795 | 411 | 82 | 44 | -479 |
| C-14 | 262 | 617 | 359 | 256 | -18 | 97 |
| C-15 | 458 | 583 | 380 | -268 | -26 | 75 |
| C-16 | 365 | 812 | 250 | 104 | 115 | 290 |
| C-17 | 241 | 498 | 407 | 380 | 216 | 368 |
| C-18. | 287 | 433 | 423 | 1 | 68 | 183 |
| C-19 | 457 | 653 | 281 | 176 | 183 | 44 |
| N-20 | 270 | 743 | 405 | 74 | 136 | 3 |
| 0-21 | 615 | 1131 | 386 | 445 | 363 | -351 |
| 0-22 | 485 | 920 | 570 | 212 | 54 | -657 |

a The anisotropic temperature factor expression used in the refinement was
of the form

$$
\exp \left[-\left(B_{1} h^{2}+B_{22} k^{2}+B_{33} l^{2}+B_{23} k l+B_{13} h l+B_{12} h k\right)\right]
$$

Table V

| Distances of Atoms - in cis-PNB From |
| :---: |
| Least Squares Plane Through the |
| Molecule |


| Atom | Distance $\AA^{\circ}$ |
| :--- | ---: |
| C-1 | 1.035 |
| C-2 | 1.187 |
| C-3 | -0.141 |
| C-4 | -1.374 |
| C-5 | -1.088 |
| C-6 | 0.094 |
| C-7 | -0.127 |
| C-8 | 0.184 |
| C-9 | 0.191 |
| $0-11$ | -0.154 |
| C-12 | 0.001 |
| O-13 | 0.134 |
| C-14 | 0.011 |
| C-15 | 0.007 |
| C-16 | 0.018 |
| C-17 | 0.022 |
| C-18 | 0.003 |
| C-19 | 0.003 |
| N-20 | -0.002 |
| O-21 | 0.102 |
| O-22 | -0.106 |

a The equation of the least squares plane is $9.627 \mathrm{X}-2.788 \mathrm{Y}+0.304 \mathrm{Z}=1.663 . \mathrm{C}-10$ was. not included in the least squares plane calculation.
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[^0]:    *Reprinted from John A. Heitman's Progress Report No. 7, August 8, 1970.
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