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Abstract
Inappropriate response tendencies may be stopped via a specific fronto/basal-ganglia/primary-motor-
cortical network. We sought to characterize the functional role of two regions in this putative stopping
network, the right inferior frontal gyrus (IFG) and the primary motor cortex (M1), using
electocorticography from sub-dural electrodes in four patients while they performed a stop signal
task. On each trial, a motor response was initiated, and on a minority of trials a stop signal instructed
the patient to try to stop the response. For each patient, there was a greater right IFG response in the
beta frequency band (∼16 Hz) for successful vs. unsuccessful stop trials. This finding adds to evidence
for a functional network for stopping because changes in beta frequency activity have also been
observed in the basal ganglia in association with behavioral stopping. In addition, the right IFG
response occurred 100 - 250 ms after the stop signal – a time range consistent with a putative
inhibitory control process, rather than stop signal processing or feedback regarding success. A
downstream target of inhibitory control is M1. In each patient, there was alpha/beta-band
desynchronization in M1 for stop trials. However, the degree of desynchronization in M1 was less
for successfully than unsuccessfully stopped trials. This reduced desynchronization on successful
stop trials could relate to increased gamma-aminobutyric acid inhibition in M1. Taken together with
other findings, the results suggest that behavioral stopping is implemented via synchronized activity
in the beta-frequency band in a right IFG/basal-ganglia network, with downstream effects on M1.
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Introduction
Cognitive control is required to stop inappropriate action. One way to study this experimentally
is with the stop signal task (Logan, 1994; Verbruggen and Logan, 2009). On each trial, the
participant initiates a motor response, and on a minority of trials tries to stop the response when
a stop signal occurs. Behaviorally, such stopping is operationalized as the time to stop the
response: Stop Signal Reaction Time (SSRT). Loss of function studies show that the
dorsomedial frontal cortex and the right inferior frontal gyrus (IFG) are critical regions for
stopping (Aron et al., 2003; Chambers et al., 2006; Floden and Stuss, 2006; Chambers et al.,
2007; Chen et al., 2008); and functional MRI affirms this (Rubia et al., 2003; Aron and
Poldrack, 2006; Li et al., 2006; Aron et al., 2007; Chevrier et al., 2007; Chamberlain et al.,
2008). Yet the precise functional role of these regions in behavioral stopping is still unclear.

While the right IFG may implement an inhibitory control function, it may also be important
for stop signal detection, working memory, response selection, and stimulus-driven attention
(Corbetta and Shulman, 2002; Hampshire et al., 2007; Mars et al., 2008; Mostofsky and
Simmonds, 2008; Zandbelt et al., 2008). One way to dissociate these functions is with the high
temporal resolution of electrocencephalography (EEG). Studies with scalp EEG show that
successfully stopped trials are associated with a larger negativity at around 200 ms (after the
stop signal) than unsuccessful stop trials or trials with no stop signal (e.g. Kok et al., 2004;
Schmajuk et al., 2006; Liotti et al., 2007; Dimoska and Johnstone, 2008). This timing is
consistent with a putative inhibitory function generated after the stop signal, but before SSRT
typically elapses (typically around 250 ms). However, as the spatial resolution of scalp EEG
is limited, it is uncertain what is the neural source of this event-related potential.

We sought to elucidate the functional role of the right IFG by harnessing the high spatio-
temporal resolution of electrocorticography (ECoG). We recorded directly from the cortical
surface of patients undergoing pre-surgical monitoring. For each patient we selected a right
IFG electrode in an unbiased fashion, and analyzed the ECoG for stop trials. If the right IFG
implements an inhibitory control function, then we predicted it would show a strong response
within a time-window ranging from the stop signal to the SSRT. Moreover, the frequency band
of the response was also of interest. Finding a stopping-related response in right IFG within a
particular frequency band might help to characterize the information-processing function of
the right IFG within the wider putative fronto-basal-ganglia network. It has been hypothesized
that communication between functionally/structurally connected brain regions may occur in
specific frequency-bands (Fries, 2005).

We also examined M1 – a downstream target of inhibitory control. Studies with transcranial
magnetic stimulation (TMS) suggest that successful stop trials are associated with increased
gamma-aminobutyric-mediated inhibition in M1 (Sohn et al., 2002; Coxon et al., 2006; van
den Wildenberg et al., 2009) and an fMRI study showed different responses for successful and
unsuccessful stop trials in this region (Aron and Poldrack, 2006). ECoG could provide
convergent evidence for understanding the dynamics of M1 during behavioral stopping in terms
of the timing of the neural response and the frequency band.

Material and Methods
Participants

Four right-handed patients (three female, mean age 32, range 20 to 47) with medically
refractory epilepsy were studied with ECoG. All patients had subdural electrode arrays
implanted over their right hemispheres. Two of the patients (TA341 and TA344) were also
studied with functional MRI on a similar task (prior to grid placement). One patient (TA344)
had a right anterior temporal lobectomy 10 years prior to this study. Another patient (TS007)
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had a prior bilateral depth electrode evaluation and a past history of meningitis. All patients
provided written informed consent according to Institutional Review Board guidelines at the
University of Texas Medical School at Houston.

The stop signal task used for ECoG
The task was highly similar to that used in an earlier study (see for full details: Aron et al.,
2007). Here it is reprised in brief, with key additional information. On each trial a left- or right-
pointing arrow stimulus was presented (Figure 1). This was displayed on a laptop computer
screen, placed on a table over the patient's bed in the epilepsy monitoring unit. Once the arrow
stimulus was presented, the patient responded as fast as possible with a left or right key press
(using index and middle fingers of either the left or right hand, see Table 1). [Note that hand
use varied due to clinical exigencies, such as placement of intravenous lines. Prior research
shows that the right-hemisphere basis of stop signal response inhibition is unlikely related to
the hand used (Konishi et al., 1999; Chambers et al., 2006) and our results are consistent with
this]. On a minority of trials (33%), an auditory stop signal (500 Hz; 400 ms duration) was
played at a particular stop-signal delay (SSD) subsequent to the arrow stimulus. When the
patient detected the tone, he or she was required to try to stop the initiated response, but only
if the arrow was pointing in a ‘critical’ direction: leftward pointing for TS007 (both days of
testing) and TS005; and rightward pointing for TA341 and TA344. [We note that with the
exception of one auxiliary analysis, see Supplementary Figure 3, the data presented here focus
only on trials where the arrow pointed in the critical direction. Thus, in what follows go trials
are go critical, successful stop trials are successful stop critical, and unsuccessful stop trials
are unsuccessful stop critical].

In each block there were 32 stop and 64 go trials (96 trials total). In every twenty-four trials,
there were eight stop trials and 16 go trials, trial order was random, and the number of leftward-
and rightward-pointing arrows was equal. Each trial began with a colored circular fixation ring
(subtending 4.3 degrees of visual angle) appearing in the center of a white background screen.
Half the circle was red (e.g. left side) and the other half green, to help remind the patient of the
critical direction. This was a constant arrangement for each patient's session. After 500 ms, a
black arrow (subtending 1.9 degrees of visual angle) was displayed within the fixation ring.
The fixation ring and arrow remained on the screen for up to 1 s (limited hold), after which
they disappeared, and the background screen was shown for an inter-trial interval (ITI) of 1.4
seconds. When the patient responded within the limited hold window, the fixation ring and
arrow disappeared, and the background was shown for the remainder of the limited hold and
ITI. A stop trial was identical to a go trial, except that a tone was played at some stop signal
delay after the arrow stimulus. If the response was stopped, then the arrow and fixation ring
remained onscreen for the duration of the limited hold. If the subject responded, then the arrow
and fixation ring disappeared, and the background screen was displayed for the remainder of
the time. The SSD changed dynamically throughout the experiment, depending on the subject's
behavior with respect to the critical key, to yield ∼50% p(stop) (see for precise details Aron et
al., 2007). Tracking in this way is desirable to achieve a roughly equal number of successful
and unsuccessful stop trials for ECoG analysis.

Before the experiment started, patients were trained to perform go and stop trials. Instructions
made it clear that stopping and going were equally important and that it would not always be
possible to stop. Each block was preceded by an instruction screen and was followed by
feedback in the form of median-correct reaction time (RT), the number of discrimination errors
on go trials, and the number of times when the patient incorrectly stopped when the arrow
pointed in the noncritical direction (where going is always appropriate.) During the course of
each block, pauses were inserted every 24 trials to allow the patient to rest. We aimed to collect
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eight blocks (96 trials each) for each patient/session. However, fatigue made this impossible
in some cases (Table 1).

The stop signal task used for fMRI
The task/procedure used was identical to that reported in a prior fMRI study (Aron and
Poldrack, 2006). Two patients (TA341 and TA344) performed 3 blocks/scans (6 minutes each)
of a standard stop signal task within the MRI magnet using their left hand to respond. The
fMRI task was administered prior to subdural array placement and ECoG. Although the
standard stop signal task is slightly different from the conditional stop signal task used for
ECoG, both have been shown to activate the right IFG similarly (Aron and Poldrack, 2006;
Aron et al., 2007). For fMRI, we used the standard task as a right IFG ‘localizer’ because it
enabled us to attain more stop trials per unit time.

Behavioral analysis
For both ECoG and fMRI sessions we computed median correct go RT, the percentage of
successful stop trials, the mean stop signal delay, the percentage of discrimination errors on
go trials and the % of response omissions on go trials. In most patients the dynamic tracking
of SSD allowed convergence to ∼50% successful stop trials, however this was not the case for
all patients and we therefore estimated SSRT for everyone using the integration method
(Verbruggen and Logan, 2009).

ECoG acquisition and filtering
Data were collected using an EEG 1100 Neurofax clinical Nihon Koden acquisition system.
The number and placement of electrodes and the sampling rate were determined by clinical
considerations (Table 1). Trial onsets for the behavioral task were sent to the ECoG data
acquisition computer via TTL pulses. All data were referenced to a subdural electrode outside
the regions of interest and then subsequently digitally re-referenced to a common average
reference for analysis.

Electrode Localizations
Subdural electrodes were localized through a procedure that involved registration to
preoperative structural MRI (pre-MRI) and postoperative CT scan. The pre-MRI was a high-
resolution T1-weighted anatomical scan acquired on a 3T Philips scanner. From this, a cortical
surface model was generated (Dale et al., 1999). Following subdural electrode implantation, a
high-resolution contiguous thin-slice CT was acquired (post-CT). The post-CT was co-
registered to the pre-MRI with a rigid-body transformation algorithm using a mutual
information cost function (Cox, 1996). The center of individual electrodes was localized using
the post-CT. The subdural electrodes are visualized with Freesurfer tools. as spherical
geometric objects (Figure 2). To account for the possibility that non-linear deformation of the
cortical surface occurs after electrode implantation (Studholme et al., 2001), we modified the
pial cortical surface model to disregard fissures and sulci, creating a smoothed envelope exactly
fitting the shape and size of the subject's brain. The electrodes were then re-aligned to this new
surface by placing them along a surface normal to the point on the envelope closest to their
location on the deformed brain surface. Our results with this method reveal highly accurate
electrode localization having a mean deviation of less than 2 mm per electrode compared with
electrode locations determined using intra-operative photographs.

ECoG Analysis: generating condition-specific time-frequency data
After digitally re-referencing to the common average, the data were manually inspected for
inter-ictal discharges, 60 Hz noise contamination and other causes of low signal-to-noise ratio.
Electrodes with contamination were excluded from analysis. Epochs that were contaminated
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by any spreading ictal events were excluded for all electrodes in the dataset. For one patient
(TA341) there was intermittent electrical artifact, likely from hospital or recording equipment.
This artifact was relatively broadband and high frequency, and we were unable to eliminate it
during recording. Therefore, only low frequency data are presented for this patient (30 Hz and
below).

The ECoG analysis was highly similar to a published report (Canolty et al., 2007). The key
steps are shown in Figure 3. We first summarize the overall procedure and then provide an
illustrative example for a right IFG electrode. First, a fast Fourier transform was applied to all
data from a single channel, thus converting the data from the time domain into the frequency
domain. The transformed signal was then multiplied by many overlapping Gaussians centered
at selected frequencies of interest and with different standard deviations depending on the
center frequency. These values, and the number of Gaussians used, varied for different patients,
according to their sampling rates. In all cases the lowest center frequency was 2.5 Hz and the
highest was less than half the sampling rate (Nyquist cut off), and always less than 300 Hz, the
maximum high frequency cutoff of the hardware. [Note: For TA341, for whom higher
frequencies were contaminated by electrical noise, the maximum frequency examined was 30
Hz.]. [Note: This process is analogous to a Gabor wavelet analysis in the temporal domain, but
is performed in the frequency domain for computational efficiency.] The data were then
separated into different groups with each group having a different center frequency. An inverse
fast Fourier transform was applied to data in each group, converting it back into the time
domain. The resulting data, referred to as the analytic signal, had an equal number of time
points as the original raw signal, but the signal is now separated into the different frequencies
of interest. The amplitude of this analytic signal was used to calculate power, which is the
dependent variable for the ECoG analysis. Next, the data were broken up with respect to events
of interest (for instance the period of time around each stop signal), baseline corrected to
account for pre-stimulus activity, and averaged (e.g. mean power was attained for all successful
stop trials, across many frequencies, and for a specific period of time around the stop signal).
Finally, the analytic power was converted to z-scores.

Taking the example of a single channel in the right IFG: The signal was filtered into many
separate frequencies and the analytic signal was obtained as described above. For a single
center frequency, and for each successful stop trial, data were extracted corresponding to the
analytic signal from 1750 ms before the stop signal, to 1750 ms after the stop signal (-1750 to
1750, where zero is the time at which the stop signal occurred). An average ERTF (event related
time-frequency) was computed by averaging the absolute value of the analytic signal (power),
across all such (successful stop) trials, producing a value that corresponded to the average
power for each time point. An average prestimulus baseline was obtained by averaging power
values, across time, for 500 ms of the inter-trial interval (-1750ms to -1250ms relative to the
stop signal). This value was then subtracted from the ERTF values. This procedure was repeated
for all filtered frequencies. The entire process described thus far was also performed for
unsuccessful stop trials. A similar procedure, but with 0 ms corresponding to the Go stimulus
instead of the stop stimulus, was performed for M1 electrodes.

ECoG Analysis: generating condition-specific z-scores
Statistical inference used a published method (Canolty et al., 2007). This uses boostrapping to
implement 10,000 runs time locked to random events, in order to derive an ensemble of average
analytic signal values for each separate frequency. Each generated number was used to offset
from the real event indices, to generate data which was time-locked to a random event, but was
otherwise sampled in a manner analogous to the real data (same number of trials, same relative
spacing). From each of these 10,000 runs a value corresponding to the amplitude of the analytic
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signal was stored. This ensemble was fit to a normal distribution, and a standard deviation was
derived representing the variability of the data at a particular frequency.

A z-score was obtained for each condition by dividing the ERTF values (see the prior section)
for each frequency and time point by the above-derived standard deviation for each frequency.
This z-score was used to determine the probability that each deviation could occur by chance
(uncorrected, two tailed). The procedure of obtaining z-scores was also performed for the
difference between successful stopping and unsuccessful stopping conditions. In this case,
ERTF values were obtained from the subtraction of the analytic signals for the two conditions,
without baseline correction.

A correction for multiple comparisons was made using the false discovery rate (FDR) method.
For all 10 to 11 electrodes in each patient's right IFG region (probabilistically determined from
an anatomical atlas: Eickhoff et al., 2005) we calculated the p values associated with the above-
determined z-scores for each condition (successful and unsuccessful stop trials) across all time
points of interest (0 to 800 ms after the stop signal for the right IFG and 0 to 1250 ms after the
go signal for M1) and across all frequencies. The p values associated with all these z-scores,
were then sorted in ascending order (p1, p2, p3, ….pK,…pM), and a threshold was determined
such that:

where pK is the FDR corrected alpha value (p<0.01), K is the rank ordering of the p-value
which corresponds to this threshold, alpha is 0.01, and M is the total number of comparisons.

ECoG Analysis: between-condition statistical comparison
In the results section below we describe how a single right IFG and M1 electrode is selected
for each patient for further analysis. Once this selection was performed, we tested the difference
between successful and unsuccessful stop trials at this electrode in two ways. The first used
the boostrapping method above (by which all results were significant p<0.05, but not FDR
corrected). The second method used a ‘masking approach’ which honed in on a particular time
window and frequency range of interest (rather than all possible time and frequency ranges).
For the masking approach, we selected the time and frequency range in a way that should not
create bias to find a difference between conditions. For each patient, for the right IFG (or M1)
electrode of interest, time-frequency activity was computed for all stop trials (compared to
baseline) for the period ranging from the stop signal to 1 second later. The result was corrected
for multiple comparisons using FDR (p<0.01). This analysis, similar to that shown in Figure
5, reveals a strong response in the beta band in all patients. A ‘mask’ was derived for each
patient which contained the data-points in the beta band (13 to 18 Hz) from 0 to 1 second after
the stop signal which surpassed the FDR corrected threshold for all stop trials compared to the
baseline. This mask was then applied to a time-frequency matrix of z-scores of the difference
between successful and unsuccessful stop trials. For each data point within the mask, we noted:
a) the direction of the difference, and b) how many of these data points (‘observed’ values)
were statistically significant (p<.05) using the uncorrected, two tailed method for obtaining z-
scores for successful vs. unsuccessful trials. The number of observed data points was then
compared with the number of data points expected to be significant by chance alone (i.e. the
total number of data points examined *.05). A chi square test compared the disparity between
the number of observed and expected observations for each patient.
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fMRI acquisition and analysis
Data acquisition and analysis were the same as reported in a prior study (Aron and Poldrack,
2006) with two exceptions: a) this was a Phillips 3T Scanner at the University of Texas Medical
Center, Houston, and b) functional images had the following parameters: thirty-three axial
slices (3mm slice thickness, 2.75 in-plan resolution) were sampled (TE 30 ms, TR 2000 ms,
flip angle, 90 degrees). Preprocessing was done with tools from the FMRIB software library
(www.fmrib.ox.ac.uk/fsl) as previously described (Aron and Poldrack, 2006). Model fitting
was done for each patient separately and included the following events after convolution with
a canonical hemodynamic response function: go, successful stop, unsuccessful stop, and
nuisance events consisting of go trials on which subjects did not respond or made errors. Events
were modeled at the time of the arrow stimulus. Temporal derivatives were included as
covariates of no interest to improve statistical sensitivity. Null events were not explicitly
modeled, and therefore constituted an implicit baseline. For each scan, the contrasts go-null
and successful stop–go were computed. Earlier we had shown that the contrast successful –
unsuccessful stop is not effective at isolating frontal stopping-related activation (Aron and
Poldrack, 2006; Aron et al., 2007; Xue et al., 2008) [but see (Rubia et al., 2003; Li et al.,
2006)]. A higher-level, fixed-effects, analysis was performed across the three scans for each
patient. Activations were corrected for multiple comparisons at z>2.0, p<0.05 wholebrain
cluster correction and overlaid on the patient's own T1 structural scan with the subdural
electrode grid superimposed.

Results
Behavioral results for ECoG and fMRI

Table 2 contains the behavioral data. For ECoG, go trial RT was fairly quick (mean = 572 ms),
there was a low number of discrimination errors on go trials (mean = 2.27%), and the patients
made relatively few errors of omission on trials for which a response was required (mean for
go critical trials = 0.89%; mean for go non critical trials = 1.4%; mean for stop noncritical trials
= 6.2%). With regard to trials on which stopping was required, the mean SSRT was 279 ms,
the mean stop signal delay was 233 ms and the mean probability of stopping was 50.3%. An
anomaly was the low stopping rate (24%) in patient TA344. This related to a poor choice of
starting stop signal delay for this ECoG session. Overall, however, it is clear that the ECoG
patients performed the task well.

For the two patients with fMRI, the behavioral scores also suggested satisfactory performance
and SSRT was roughly consistent with ECoG even though this was a slightly different stopping
paradigm (TA341 ECoG = 214 ms, fMRI = 278 ms; TA344 ECoG = 360 ms, fMRI = 368 ms).

Functional MRI results and correspondence with ECoG electrodes
For patient TA341 there was significantly greater activation in the pars triangularis/opercularis
of the right IFG for successful stop trials compared to go trials (p<0.05, wholebrain corrected)
(see Figure 4), consistent with prior results in healthy control subjects (Aron and Poldrack,
2006;Aron et al., 2007;Xue et al., 2008). Strikingly, the electrode that was closest to this showed
the strongest ECoG result (in terms of z-score) for successful stop trials (Figure 4). The contrast
of go-null also activated the right sensorimotor region, as expected (p<0.05, wholebrain
corrected) (not shown).

For TA344, although we obtained fMRI and ECoG for this patient, a portion of the right
prefrontal region was determined to be pathological (i.e. showed ictal activity), and was
subsequently resected. Therefore we do not provide right IFG fMRI and ECoG results for this
patient. However, we do analyze ECoG M1 data for this patient. For fMRI, the contrast of go-
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null activated the right sensorimotor region, as expected (p<0.05, wholebrain corrected) (not
shown).

Electrode Selection
A key issue was deciding which right IFG electrode within the rather large, probabilistically
determined (Eickhoff et al., 2005), anatomical region to analyze in each patient in an unbiased
way. We used the following procedure: For TA341, for whom we had fMRI data, we used the
electrode within the right IFG that corresponded with the maximum peak in BOLD signal for
the fMRI contrast of successful stop - go trials (see Figure 4). For TS007 and TS005, where
fMRI data were not available, we used the following method. For each right IFG electrode,
time-frequency activity was computed for all stop trials (compared to baseline) for the period
ranging from the stop signal to 1 second later. Of these, we selected as the key electrode the
one with the strongest response, where this was defined as having the maximum number of
points (across time and frequency band) whose absolute value surpassed the z-score threshold
of 85% of the maximum z-score for all stop trials from all electrodes in the right IFG region
for each patient individually. This method takes into account both the strength of the power
modulation (in z-score) and also how long the modulation lasted, without creating bias towards
time or frequency band (see Supplementary Figure 1).

The primary motor cortex electrodes were selected based on the anatomically defined hand
region (as specified by a neurosurgical expert, NT). For TS007 there was only one clear
candidate within the region. For TA341, there was only one electrode in the region which was
not contaminated with electrical noise. For TA344, there was no electrode in the region, but
we analyzed the closest neighbour.

ECoG results: right IFG
Having chosen a right IFG electrode for each patient/session (one patient was tested twice)
according to the above criteria (except for TA344, who was determined to have ictal activity
in this region) we present data from these electrodes for successful and unsuccessful stop trials,
and the difference between them, all time-locked to the stop signal (Figure 5). There are a total
of four sessions, because TS007 was tested twice over two days – once using the left hand,
once with the right hand. We focused on the range of 0 to 30Hz to be consistent across all
sessions. Within each patient's data, there is significant above-baseline activation at
approximately 13-16 Hz (beta band) following the stop signal for both successful and
unsuccessful stop trials (each comparison p<0.01, FDR corrected). Moreover, in all sessions,
the power of this ∼16 Hz activation was larger for successful than unsuccessful stop trials trials
(p<.05 uncorrected). To evaluate this result further, we used the masking approach (see
Methods). We derived a mask of beta-band activity between 0 and 1 second after the stop
signal, from the contrast of all stop trials compared to baseline (FDR corrected p<0.01). We
examined the z-scores at all data points within the mask for the contrast of successful and
unsuccessful stop trials. A chi square test for each patient/session confirmed that the number
of data points that surpassed significance (FDR < 0.05, uncorrected) was much greater than
expected by chance (Chi square statistic was > 10, 000 and p≪.01 for each session). An
important point is that the right frontal response for successful stop trials had some spatial
specificity in that the response was stronger within the right IFG region than outside it (see
Supplementary Figures 1A-D).

Notably, the difference between successful and unsuccessful stop trials emerged at ∼100 ms
to 250 ms after the stop signal for all sessions. This suggests that the right IFG response does
not merely relate to auditory stop-signal processing itself because cortical responses to auditory
stimuli are detectable in much less than 100 ms (Arezzo et al., 1975; Liegeois-Chauvel et al.,
1991). We provide a useful control by analyzing ECoG data from an electrode over auditory
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cortex in each patient (see Supplementary Figure 2). Referring to a representative electrode
for patient TS007, day 2 (Figure 6), note that in auditory cortex, unlike frontal cortex, the
response for successful and unsuccessful stop trials was highly similar. Moreover, it was also
a much earlier response than observed in prefrontal cortex (occurring at ∼50 ms after the stop
signal) consistent with previous findings (Pantev et al., 1991). This suggests that early sensory
processing (at least) is identical in both conditions, and thus it is unlikely that the reduced right
IFG response in the unsuccessful stop condition relates to differences in stop signal processing.

Another possible explanation for the difference between successful and unsuccessful stop trials
in right IFG electrodes is that, according to the race model (Logan and Cowan, 1984), the go
process is slower on successful than unsuccessful stop trials. This difference in the speed of
going could potentially explain the difference in beta-frequency observed in the right IFG for
successful compared to unsuccessful stop trials. This predicts that slow go trials will have
increased beta frequency power compared to fast go trials. To examine this possible confound,
we performed a median split for each patient to examine slow go vs. fast go trials and we time-
locked the ECoG analysis to the arrow onset. Note: we used go noncritical trials because go
critical trials may include a proactive inhibitory control component that itself activates the right
IFG (Jahfari et al., 2009). The result, across several sessions, is not consistent with a greater
beta-frequency band response on slow go trials compared to fast ones (Supplementary Figure
3). This suggests that the greater right IFG response on successful vs. unsuccessful stop trials
does not relate to the speed of going; instead we expect it relates to stopping.

ECoG results: right M1
A downstream target of inhibitory control is M1 (Stinear et al., 2009). Figure 7 shows the
ECoG response for a right M1 electrode for the three patients in which the task was performed
with the left hand (TS007 day one, TA341, and TA344). For each patient, and each event-type,
time-locked to the go signal (on critical trials), there was a significant broadband alpha/beta
power decrease relative to prestimulus baseline (p<0.01, FDR corrected). This power decrease,
or ‘desynchronization’, denotes a pattern that lacks regular periodicity in a particular frequency
range relative to baseline. Alpha/beta desynchronization has been previously observed in M1
for movement generation (Crone et al., 1998; Pfurtscheller et al., 2003; Alegre et al., 2006).
Consistent with this we found significant alpha/beta desynchronization on unsuccessful stop
trials (p<0.01, FDR corrected). Moreover, we also observed significant alpha/beta
desynchronization for successful stop trials p<0.01, FDR corrected), but it was diminished.
This difference between successful and unsuccessful trials was significant (p<.05 uncorrected).
Again, to evaluate this difference further, we took the masking approach (see Methods). We
derived a mask of alpha and beta-band activity (8 to 30 Hz) between 0 and 1 second after the
go signal, from the contrast of all stop trials compared to baseline (FDR corrected p<0.01). We
examined the z-scores at all data points within the mask for the contrast of unsuccessful and
successful stop trials. A chi square test for each patient confirmed that the number of data points
that surpassed significance (FDR < 0.05, uncorrected) was much greater than expected by
chance (Chi square statistic was > 10, 000 and p≪.01 for each patient). We note that the smaller
desynchronization for successful vs unsuccessful stop trials probably does not merely reflect
the fact that there was movement for unsuccessful stop trials while there was none for successful
stop trials. Instead we expect it relates to the stopping of an initiated response. We note that
the successful stop trials showed a desynchronization relative to a non-movement baseline. We
argue that this reflects the initiated movement, which is subsequently stopped.

Discussion
Much evidence implicates the right IFG, along with the dorsomedial frontal cortex, the basal
ganglia and the primary motor cortex, in stop signal and Go/NoGo response inhibition (e.g.
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Schall et al., 2002; Rubia et al., 2003; Garavan et al., 2006; Li et al., 2006; Aron et al., 2007;
Isoda and Hikosaka, 2007, 2008; Li et al., 2008; Mostofsky and Simmonds, 2008; Chambers et
al., 2009; Stinear et al., 2009). Here we sought to better characterize the functional role of the
right IFG and primary motor cortex in behavioral stopping with ECoG.

For the right IFG, there was a significant above-baseline response for successful stop trials and
also for unsuccessful stop trials in the beta frequency band (∼16 Hz) in the range 100 to 500
ms after the stop signal, and the response on successful stop trials was stronger than
unsuccessful stop trials. These findings provide novel evidence regarding the functional role
of the right IFG in behavioral stopping. First, the right IFG response on stop trials began 100
to 250 ms after the stop signal. This is roughly consistent with the N200 event-related potential
observed in many scalp EEG studies of stopping (e.g. Kok et al., 2004; Schmajuk et al.,
2006; Liotti et al., 2007; Dimoska and Johnstone, 2008). The increase we observed between
100 and 250 ms for successful and unsuccessful trials (and the difference) is unlikely related
to mere auditory processing of the stop signal because this latency is much too late to reflect
a cortical response to the tone (which may occur within 13 ms in auditory cortex and not much
later in frontal cortex Arezzo et al., 1975; Liegeois-Chauvel et al., 1991). Indeed, in the auditory
cortex of our patients there were power modulations very soon after the stop signal that did
not differ for successful vs. unsuccessful stop trials. Thus, the right IFG response is probably
not related to mere stop signal detection.

Another important aspect of the stopping-related increase in right IFG power, was that it was
most prominent in the beta frequency band. This is striking because other studies show motor-
related effects in the beta-frequency range when recording from the subthalamic nucleus (e.g.
Kuhn et al., 2004; Kuhn et al., 2005; Klostermann et al., 2007). In particular, the study by
Kuhn et al. (2004) reported beta-frequency power increases on no-go trials. This suggests that
an increase in beta power could relate to behavioral response inhibition in the subthalamic
nucleus, as it does in the right IFG. Other evidence shows that the subthalamic nucleus plays
a role in stop signal and other kinds of response inhibition (Aron and Poldrack, 2006; van den
Wildenberg et al., 2006; Chamberlain et al., 2008; Eagle et al., 2008; Isoda and Hikosaka,
2008; Ray et al., 2009) and human tractography suggests it is connected with the right IFG via
a ‘hyperdirect’ tract (Aron et al., 2007). Furthermore, coupling between the subthalamic
nucleus and other frontal regions involved in motor networks, occurs in the beta band (Lalo et
al., 2008). It is thus possible that the beta-frequency response of the right IFG reflects functional
communication with the subthalamic nucleus within a structurally-connected network that
supports inhibitory control. This is a testable hypothesis, for example in patients undergoing
simultaneous cortical and subcortical recording during task performance.

These findings in the right IFG converge with other data (reviewed in Chambers et al., 2009)
to point to a stopping-related function implemented in this region. While being able to stop
successfully presumably requires an inhibitory control function, it must also require working
memory and forms of attention (Corbetta and Shulman, 2002; Aron and Poldrack, 2005;
Hampshire et al., 2007; Mostofsky and Simmonds, 2008). We cannot rule out the possibility
that it is these attentional/mnemonic processes which relate to the right IFG response observed
here rather than inhibitory control per se. However, it is likely that a putative right IFG
inhibitory function would need to be closely coupled with attentional/mnemonic processes,
perhaps implemented in the same region. Future research is needed to examine this question.

On a technical note, prior research reports alpha/beta power increases that follow decreases –
and this is taken to reflect an ‘idle’ or suppressed state (Pfurtscheller et al., 1996). Yet here the
right IFG beta power increase was not a ‘rebound’ of a previous power decrease. Rather, it
followed the onset of the tone at 100 to 250 ms, with activity prior to the tone similar to the
baseline intertrial interval. Thus, the well-known beta patterns associated with movement may
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not hold for areas outside the sensorimotor cortex such as the prefrontal cortex. Instead, changes
in beta power outside the sensorimotor cortex could be interpreted as signaling an ‘active-
akinetic’ process rather then a lack of movement (Brown and Williams, 2005).

A puzzling feature of our data (in common with scalp EEG findings) is that the ECoG response
was greater for successful than unsuccessful stop trials, whereas some functional MRI studies
have only found reliable activation of the right IFG region for the contrast of successful
stopping with go trials (Aron and Poldrack, 2006; Aron et al., 2007; Xue et al., 2008) [but see
(Rubia et al., 2003; Li et al., 2006)]. Indeed a well-powered fMRI meta-analysis from 101
subjects showed that the contrast of successful and unsuccessful stop trials did not activate the
right IFG region (Congdon, Xue, Aron and Poldrack, unpublished observations). There are
several possible reasons for this discrepancy between ECoG and fMRI data. First, according
to the Race Model, whether a patient stops is determined by the speed of the go and the stop
process (Logan and Cowan, 1984). In healthy participants the success of stopping may largely
relate to variability in going, rather than stopping – and this may explain why both successful
and unsuccessful stop trials activate the right IFG similarly in some studies. In our patients
however stopping may not always be triggered (e.g. due to fatigue) – hence a difference would
emerge between successful and unsuccessful stop trials. Second, there are differences in what
is measured by fMRI and ECoG. While both methods are sensitive to excitatory post-synaptic
potentials, the BOLD response is more related to higher frequency bands than lowers ones such
as the beta band response observed here (Logothetis et al., 2001; Mukamel et al., 2005). Third,
differences in activity for successful vs. unsuccessful stop trials may occur for too short a time
period to be detected with fMRI, whereas the difference between successful stop and go trials
is more substantial (so it can be observed with fMRI). Finally, ECoG (but not fMRI) is sensitive
to synchrony between and within regions. Thus, the difference between successful and
unsuccessful stop trials may not be a difference in the firing rate of right IFG neurons, nor their
input or local activity, but rather the degree of synchrony within the right IFG or between the
right IFG and the basal ganglia. This could produce a different ECoG response for successful
and unsuccessful stop trials, but no difference for the BOLD signal (c.f. Ray et al., 2008).

Turning next to M1; there was a low frequency power decrease (desynchronization) for
unsuccessful stop trials. This is consistent with prior reports of alpha/beta desynchronization
for M1 associated with movement (Crone et al., 1998; Pfurtscheller et al., 2003). This is a
validation of our data collection and analysis techniques and of the assumption that non-
pathologic brain regions of epilepsy patients may serve as good models. Importantly, there was
less desynchronization for successful compared to unsuccessful stop trials. Notably, TMS
studies have shown that successful stop trials are associated with more GABA-ergic mediated
inhibition in M1 than go trials (Sohn et al., 2002; Coxon et al., 2006; van den Wildenberg et
al., 2009). We thus speculate that the diminished desynchronization on successful stop trials
may be due to increased GABA-ergic inhibition. Indeed, GABA agonists (benzodiazepines)
have been shown to modulate beta activity in M1 (Jensen et al., 2005). This study thus
contributes potentially useful information about the relationship between frequency band,
behavioral control and neuromodulatory tone in primary motor cortex.

This study had limitations: a) One of the patients we studied (TA 344) underwent a subsequent
right prefrontal resection, therefore ECoG data are not presented for this person (although M1
data are), b) The sampling rate was different across patients, and in some cases, lower than
desirable (overall limiting examination of higher frequencies). Indeed our not reporting high
frequency responses should not be taken to show that such ranges are not important for
prefrontal function and stopping (c.f. Canolty et al., 2006), c) fMRI was not acquired in all
patients; Thus the observed correspondence between ECoG and BOLD signal in right IFG is
preliminary.
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In summary, we used the high spatiotemporal resolution afforded by ECoG to clarify the
functional role of the right IFG in stop signal response inhibition. There was a significant above-
baseline response for each of successful and unsuccessful stop trials in the beta frequency band
(∼16 Hz) in the range 100 to 500 ms after the stop signal, with the response being stronger on
successful than unsuccessful stop trials. The finding that right IFG activity begins around 100
to 250 ms after the stop signal suggests that it is not merely related to the detection of the signal,
and the finding that it ends by approximately 500 ms suggests that it is not merely related to
processing the success (or not) of stopping. Instead it likely reflects a function that is key to
the behavioral stopping itself, as suggested by converging evidence from loss-of-function
studies (Chambers et al., 2009). The observation that the right IFG response occurred in the
beta frequency band provides novel information in support of the hypothesis that the right IFG
is part of a network which includes the subthalamic nucleus of the basal ganglia (Aron et al.,
2007). We also examined the downstream effects of behavioral stopping, in primary motor
cortex. Making a movement on unsuccessful stop trials was associated with a strong below-
baseline desynchronization, whereas successfully stopping an initiated movement was
associated with a less strong desynchronization. We interpret this reduction in
desynchronization on successful stop trials in the context of other studies as an increase in
GABA-mediated inhibition in primary cortex (Sohn et al., 2002; Jensen et al., 2005; Coxon et
al., 2006; van den Wildenberg et al., 2009). Together, these findings provide convergent
evidence for a fronto/basal-ganglia/primary-cortical-motor network for stopping initiated
responses, and they point to the importance of inter-regional binding by synchronized neuronal
activity in the beta-frequency range for likely functional connectivity within this network.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
The conditional stop signal task used in the electrocorticography experiment. Each trial begins
with a cue circle (with, for example, the left half red, shown here as black, and the right half
green, shown here as gray). The cue reminds the participant that the “critical” direction (red)
is the left response, and the “noncritical” direction (green) is the right response. The rules stay
the same for the entire session. On Go trials, the participant has 1 second (the hold period) to
press the left or right button in response to a stimulus. On a stop trial, a tone is played at some
delay (stop-signal delay, SSD) after the arrow stimulus. The SSD changes dynamically
throughout the experiment (increasing or decreasing by 50 ms depending on whether the
participant stopped or not on prior stop trials). If the arrow stimulus is in the critical direction
AND a tone occurs then the subject must try to stop, but if the arrow is in the noncritical
direction AND a tone occurs then the subject must respond anyway.
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Figure 2.
Location of intracranial grids on the right hemisphere. For each patient the ECoG grid is
registered to the patient's own structural MRI. For the patients for whom we report a right IFG
response, the probabilistically determined right IFG region is outlined in black (Eickhoff et al.,
2005). For the patients for whom we report M1 results, the hand area of M1, determined by a
neurosurgical expert, is outlined in blue.
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Figure 3.
ECoG analysis procedure. 1) Raw EEG signal (after referencing to common average). 2)
Filtering. The raw signal is filtered using a gabor wavelet technique into many separate
frequencies (only three are shown for visualization purposes). 3) Deriving the analytic signal.
Traces of the filtered signal for three representative frequencies are shown in black. The red
line shows the analytic amplitude (“power”), for each of these frequencies. It is this analytic
value over time for each frequency that is used for the remainder of the analysis. 4) Epoching.
All events of one trial type, e.g. successful stop, are grouped together. The analytic signals
across the length of the trial are averaged together at each particular frequency. The panel
shows one frequency band for illustration.
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Figure 4.
Correspondence between fMRI and ECoG for patient TA341. Functional MRI activation
represents the contrast successful stop - go (red). The time frequency plot (lower left panel)
shows ECoG data from one electrode (marked in black on the MRI) for successful stop trials.
Zero ms is the time of the stop signal. The right panel shows beta power over time for this and
several other electrodes in the region. The color of each trace corresponds to the color of the
electrode shown on the structural MRI. The electrode marked in black was selected for further
analysis and had both the closest spatial correspondence to right IFG fMRI activation and also
the strongest response (z-score ∼6.) [Note, the other electrodes in the IFG were excluded
because of electrical contamination].
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Figure 5.
Right IFG results for ECoG. The figure shows a stronger ECoG response for successful vs.
unsuccessful stop trials. Data are shown for three patients, and for one patient there were two
days (sessions). Zero ms is the time of the stop signal, indicated by a thick vertical black line.
The first two columns show data from each condition relative to the baseline period as a z-
score. The third column shows the difference between conditions (relative to one another, not
to the baseline), also as a z-score. The fourth column shows the same data with power averaged
across the beta band (13-18 Hz), plotted for both conditions over time (red line indicates
successful stopping, blue line indicates unsuccessful stopping). In all cases there is a beta
increase (∼16 Hz) that is larger for successful vs. unsuccessful stop trials. The thin black
outlines in columns 1 and 2 indicate p<.01 FDR corrected. The thin red outlines shown in the
difference column indicate p<.05 uncorrected. The dotted horizontal line marks 16 Hz for all
patients. The bottom row shows the average of z-scores across patients, obtained by averaging
the average z-scores for each patient, down-sampled to 100 Hz to be comparable across
patients.
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Figure 6.
A representative electrode from auditory cortex. This shows a very different pattern of response
for successful vs. unsuccessful stop trials compared to right IFG. These data are from one
electrode for patient TS007 (see Supplementary Figure 2 for other patients). No substantial,
statistically significant, differences are present for the contrast of these event types (see
difference plot). The event-related potential (low pass filtered at 40 Hz) shows an almost
exactly overlapping response between conditions, which begins very shortly after the stop
signal (< 50 ms).
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Figure 7.
Right primary motor cortex results for ECoG. There is a different ECoG response for successful
vs unsuccessful stop trials. Zero ms is the time of the go signal, indicated by a thick vertical
black line. The first two columns show data from each condition relative to the baseline period
(inter-trial interval) as a z-score. The third column shows the difference between conditions
(relative to one another, not to the baseline), also as a z-score. The fourth column shows average
alpha/beta power (8-30 Hz) over time. As for figure 5, thin black outlines indicate p<.01 FDR
corrected, thin red outlines in the difference column indicate p<.05 uncorrected, dotted
horizontal line marks 16 Hz for all patients. The bottom row shows the average of z-scores
across patients. Responses were made with the left hand.
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