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In this work, a high-order gas kinetic flux solver (GKFS) is developed for simulation of two-dimensional (2D)
compressible flows. Different from the conventional gas kinetic scheme, which uses the local integral solution
to the Boltzmann equation to reconstruct the numerical fluxes of macroscopic governing equations, the GKFS
evaluates the numerical fluxes by the local asymptotic solution to the Boltzmann equation. This local asymptotic
solution consists of the equilibrium distribution function and its substantial derivative at the cell interface. To
achieve high-order accuracy in the simulation, the substantial derivative is discretized by a difference scheme
with second-order accuracy in time and fourth-order accuracy in space, which results in a polynomial of the
equilibrium distribution function at different locations and time levels. The Taylor series expansion is then
introduced to simplify this polynomial. As a result, a simple high-order accurate local asymptotic solution to
the Boltzmann equation is obtained and the numerical fluxes of macroscopic governing equations are given
explicitly. A series of numerical examples are presented to validate the accuracy and capability of the developed
high-order GKFS. Numerical results demonstrate that the high-order GKFS can achieve the desired accuracy on
both the quadrilateral mesh and the triangular mesh and it outperforms the second-order counterpart.

DOI: 10.1103/PhysRevE.104.015305

I. INTRODUCTION

Based on kinetic theory, the gas kinetic scheme (GKS) or
gas kinetic flux solver (GKFS) has emerged as one of the
powerful tools for solving the Euler and/or Navier-Stokes
equations (macroscopic governing equations) [1–6]. In this
method, the local solution to the Boltzmann equation at the
cell interface is utilized to calculate the numerical fluxes of
macroscopic governing equations. Since it is reconstructed
directly from the physical equation, the GKS enjoys the ad-
vantages of robustness, positively preserving and satisfying
the entropy condition spontaneously [7,8]. In addition, differ-
ent from the conventional Navier-Stokes solvers which deal
with the inviscid flux and the viscous flux separately, the GKS
calculates these fluxes in a uniform way. Due to these unique
features, the GKS has been applied to various fields, such as
incompressible flow [9–11], compressible flow [12–14], tur-
bulence flow [15,16], multiphase flow [17,18], and chemically
reacting flow [19,20].

The commonly used GKS usually reconstructs the numeri-
cal fluxes of macroscopic governing equations by the local in-
tegral solution to the Boltzmann equation with the Bhatnagar-
Gross-Krook (BGK) collision model [2,6–9,12–17]. This
local solution consists of the equilibrium distribution function
across the cell interface and the initial distribution func-
tion at the surrounding points of the cell interface, which,

*Corresponding author: mpeshuc@nus.edu.sg

respectively, represent the hydrodynamic scale physics and
the kinetic scale physics. The contribution of each part is
determined by the ratio of time step size used in solu-
tion reconstruction and local collision timescale. Under the
continuum assumption, the initial distribution function can
be taken as the first-order truncation in terms of the col-
lision timescale to the Chapman-Enskog expansion of the
Boltzmann equation. As a result, the numerical fluxes of
macroscopic governing equations can be expressed as the
function of conservative variables and their derivatives at the
left and right sides of the cell interface in principle. Since the
physical model used in solution reconstruction is consistent
with the macroscopic governing equations, the conventional
GKS can produce a stable and crisp shock transition in the dis-
continuous region while maintaining accurate Navier-Stokes
solutions in the smooth region. However, due to its tedious
flux reconstruction process, which involves many terms and
coefficients associated with the conservative variables and
their derivatives, the numerical fluxes of the Navier-Stokes
equations are hard to give explicitly for the conventional GKS
in the literature [21,22]. Accordingly, it is usually more com-
plicated and less efficient than the conventional Navier-Stokes
solvers [23–25]. Recently, the high-order GKS has been de-
veloped based on the framework of compact finite-volume
discretization and weighted least-square reconstruction [26],
two-stage fourth-order temporal discretization and Hermite
weighted essentially nonoscillatory (HWENO) reconstruction
[27], discontinuous Galerkin [28], etc. To achieve high-order
accuracy in both space and time for the local integral solution
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to the Boltzmann equation, high-order approximation is
needed for calculation of the equilibrium distribution function
as well as the initial distribution function [26–30]. Therefore
it can be imagined that the full formulations for the high-
order GKS would be far more complex than the second-order
counterpart.

Different from the above conventional GKS, the GKFS
reconstructs the numerical fluxes of macroscopic governing
equations by the local asymptotic solution to the Boltzmann
equation with the BGK collision model [31–33]. This asymp-
totic solution is actually the first-order truncation in terms of
the collision timescale to the Chapman-Enskog expansion of
the Boltzmann equation, which consists of the equilibrium
distribution function and its substantial derivative at the cell
interface. In the second-order GKFS [31–33], the substantial
derivative is discretized by a second-order difference scheme,
resulting in a second-order flux solver in both space and time.
Since the local asymptotic solution to the Boltzmann equation
is simpler than the local integral solution to the Boltzmann
equation, the expressions of reconstructed numerical fluxes
given by the GKFS are more concise than those of the conven-
tional GKS [2,6–9,12–17], which facilitates implementation
and improves computational efficiency accordingly. Given
this, the second-order GKFS will be extended to the high-
order counterpart in this work. At first, we discretize the
substantial derivative of the equilibrium distribution function
at the cell interface by a difference scheme with second-order
accuracy in time and fourth-order accuracy in space, which
results in a polynomial of the equilibrium distribution function
at different locations and time levels. Second, we approxi-
mate these equilibrium distribution functions by a high-order
Taylor series expansion. It can be found that the substan-
tial derivative only involves the first-order derivative of the
equilibrium distribution function at the left and right sides of
the cell interface, which can be calculated by a high-order
interpolation. In this way, a flux solver of the Navier-Stokes
equations with second-order accuracy in time and fourth-order
accuracy in space is obtained and its formulations can be given
explicitly.

Apart from the flux solver, the high-order spatial discretiza-
tion to the macroscopic governing equations is another im-
portant issue for the high-order scheme. The commonly used
methods include high-order finite volume (FV) [34–36], high-
order finite difference (FD) [37,38], discontinuous Galerkin
(DG) [39,40], spectral volume (SV) [41], spectral difference
(SD) [42], and the weighted essential nonoscillatory (WENO)
scheme [43,44], etc. Among them, the high-order FV method
can be extended from its second-order counterpart intuitively,
which is widely used in practical engineering. In addition,
the high-order FV method is easily applied to the unstruc-
tured mesh and inherits the excellently conservative property.
Due to these good features, a recently developed high-order
FV method, namely, the least-square based finite-difference
finite-volume (LSFD FV) method [36,45], is chosen to dis-
cretize the macroscopic governing equations in this work.
In the method, a Taylor series expansion based on the flow
variables and their spatial derivatives at the cell center is
introduced to approximate the distribution of the flow vari-
ables within each control volume. The spatial derivatives are
calculated by the least-square based finite-difference (LSFD)

scheme from the flow variables at the centers of the current
cell and its neighboring cells. By solving the macroscopic
governing equations, the flow variables at each cell center
can be updated accordingly. When the high-order GKFS is
implemented in this framework, the flow variables and their
first-order derivatives at the left and right sides of the cell
interface can be calculated directly by the introduced Taylor
series expansion. The proposed high-order method is vali-
dated by its application to some test examples. Numerical
results well demonstrate its high accuracy and efficiency.

The remaining parts of this paper are organized as fol-
lows. In Sec. II, the high-order GKFS is presented in detail.
In Sec. III, the LSFD FV method is introduced briefly.
Section IV validates the performance of the present method
by several numerical examples. The last section is the Con-
clusion.

II. HIGH-ORDER GAS KINETIC FLUX SOLVER

A. Local asymptotic solution to Boltzmann equation

In GKFS, the local asymptotic solution to the Boltz-
mann equation is used to reconstruct the numerical fluxes of
macroscopic governing equations. To do this, the connection
between these two systems has to be established in advance.
For simulation of compressible flows, the Navier-Stokes equa-
tions can be written as

∂ρ

∂t
+ ∇ · (ρu) = 0, (1)

∂ρu
∂t

+ ∇ · (ρuu + pI) = ∇ · �, (2)

∂ρE

∂t
+ ∇ · [(ρE + p)u] = ∇ · (κ∇T ) + ∇ · (u · �), (3)

where the stress tensor � is defined by

� = μ
[
(∇u + (∇u)T ) − 2

3 (∇ · u)I
]
.

Here, ρ, u, p, T , and E are, respectively, the density, the
velocity vector, the pressure, the temperature, and the total
energy of the mean flow. μ and κ are the dynamic viscosity
and the thermal conductivity, respectively. I is the unit tensor.
u = (u, v) is for the two-dimensional (2D) case considered in
this work, where u and v are the velocity components in the x
and y directions, respectively. For simplicity, Eqs. (1)–(3) can
be cast into a unified form as

∂W
∂t

+ ∇ · F = 0, (4)

where the conservative variable vector W and flux vector F
are given by

W =

⎡
⎢⎢⎢⎣

ρ

ρu

ρv

ρE

⎤
⎥⎥⎥⎦, F =

⎡
⎢⎢⎢⎣

Fρ

Fρu

Fρv

FρE

⎤
⎥⎥⎥⎦. (5)

The Boltzmann equation with the BGK collision model can
be written as

∂ f

∂t
+ ξ · ∇ f = g − f

τ
, (6)
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where τ is the collision timescale. f and g are the distri-
bution function and its equilibrium state, respectively. For
compressible flows, the equilibrium state can be expressed by
the Maxwellian distribution function as follows,

g = ρ

(
λ

π

) 2+K
2

e−λ[(ξx−u)2+(ξy−v)2+∑K
j=1 ζ 2

j ], (7)

where ξ = (ξx, ξy) is the translational particle velocity in
2D space and ζ = (ζ1, ζ2, . . . , ζK ) represents the rest of the
components of the translational particle velocity in three-
dimensional (3D) space and the rotational particle velocity,
i.e., K = 3−2 + N , where N denotes the number of rotational
degrees of freedom. λ = 1/(2RT ) and R is the gas constant.
The specific heat ratio γ is determined by

γ = b + 2

b
= K + 4

K + 2
, (8)

where b is the total number of degrees of freedom of
molecules.

According to the Chapman-Enskog analysis [7,46], Eq. (4)
can be derived from Eq. (6) by the following moment integra-
tion,

∂〈ϕα f 〉
∂t

+ ∇ · 〈ξϕα f 〉 = 〈ϕα (g − f )〉
τ

, (9)

with the first-order expansion to the distribution function in
terms of the collision timescale, namely, the local asymptotic
solution to the Boltzmann equation,

f = g − τDg + O(τ 2), (10)

where 〈φ〉 = ∫ +∞
−∞ φdξdζ defines the integration of φ over the

particle velocity space. Dg = ∂g/∂t + ξ · ∇g is the substantial
derivative of the equilibrium state. ϕα is the moment vector
given by

ϕα =
[

1, ξx, ξy,
1

2

(
ξ 2

x +ξ 2
y +

K∑
j=1

ζ 2
j

)]T

. (11)

According to the compatibility condition, the collision
term makes no contribution to the calculation of conservative
variables. Thus, the right-hand side of Eq. (9) goes to zero
and the conservative variables and numerical fluxes of the
Navier-Stokes equations can be expressed as

W = 〈ϕα f 〉 = 〈ϕαg〉, (12)

F = 〈ξϕα f 〉 = 〈ξϕα (g − τDg)〉. (13)

In addition, the dynamic viscosity and the thermal conduc-
tivity can be calculated by

μ = τ p, (14)

κ = τ p(cV + R) = μcp, (15)

where cV and cp are specific heat capacities at constant vol-
ume and constant pressure, respectively. Equations (12)–(15)
establish the connection between the Navier-Stokes equations
and the Boltzmann equation. More specifically, the numerical
fluxes of the Navier-Stokes equations can be reconstructed
from Eq. (13) directly, but note that the numerical fluxes
calculated by Eq. (13) correspond to the unit Prandtl number,
which should be corrected in the calculation.

For the convenience of application on the unstructured
mesh, the local coordinate system defined at the cell inter-
face is introduced. In the local coordinate system, the x1 axis
points to the normal direction and the x2 axis is aligned with
the tangential direction of the cell interface. Under the local
coordinate system, the conservative variables and numerical
fluxes can be, respectively, expressed as

W = 〈ϕ̄a f 〉 = (ρ, ρu1, ρu2, ρE )T , (16)

F = 〈ξ1ϕ̄a f 〉 = (Fρ, Fρu1 , Fρu2 , FρE
)T

, (17)

with

ϕ̄a =
[

1, ξ1, ξ2,
1

2

(
ξ 2

1 + ξ 2
2 +

K∑
j=1

ζ 2
j

)]T

, (18)

where (u1, u2) and (ξ1, ξ2) are the components of the flow
velocity and the particle velocity expressed in the local co-
ordinate system, respectively. F and F can be correlated by
the following coordinate transformation,

F · n =

⎡
⎢⎢⎢⎣

1 0 0 0

0 nx −ny 0

0 ny nx 0

0 0 0 1

⎤
⎥⎥⎥⎦F, (19)

where n = (nx, ny) denotes the unit normal vector of the
cell interface in the global Cartesian coordinate system.
Equations (17) and (19) indicate that the numerical fluxes of
the macroscopic governing equations can be calculated by the
local asymptotic solution to the Boltzmann equation in the
local coordinate system.

B. High-order approximation to local asymptotic solution

To develop the high-order GKFS, the local asymptotic
solution to the Boltzmann equation at the cell interface has to
be approximated with high-order accuracy. Suppose that the
cell interface is located at x = 0; the discretization form of
Eq. (10) by a difference scheme with second-order accuracy
in time and fourth-order accuracy in space can be written as

f (0, ξ , t n + tp) = g(0, ξ , t n + tp) + τ

6tp
[2g(−3ξtp, ξ , t n) − 9g(−2ξtp, ξ , t n) + 18g(−ξtp, ξ , t n)

− 5g(0, ξ , t n) − 6g(0, ξ , t n + tp)] + O
(
τ 2, τtp, τ |ξ |4t3

p

)
, (20)
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with

g(0, ξ , t n) = H (ξ1)gL
0 + [1 − H (ξ1)]gR

0,

where t n denotes the current time level whose flow variables are known. The superscripts “L” and “R” denote the variables at
the left and right sides of the cell interface, respectively. H (ξ1) is the Heaviside function; H (ξ1) = 1 for ξ1 � 0 and H (ξ1) = 0
for ξ1 < 0. tp is the virtual time step size used in solution reconstruction, which can be calculated by

tp = σp
min (l,r)

max (u1, u2) + cs
. (21)

Here, l and r are the shortest edges of the left and right cells around the cell interface, respectively. cs is the sound speed.
σp is a constant, which is taken as 0.2 and 0.4 for the triangular mesh and the quadrilateral mesh, respectively. In fact, the
truncation error of Eq. (20) can also be obtained by Taylor serial expansion to the terms of g(−3ξtp, ξ , t n), g(−2ξtp, ξ , t n),
and g(−ξtp, ξ , t n) in space.

In Eq. (20), the equilibrium distribution function at the surrounding points of the cell interface can be approximated by the
function of the equilibrium states and their derivatives at the left and right sides of the cell interface, e.g.,

g(−ξtp, ξ , t n) = H (ξ1)gL
0

[
1 − aL

1ξ1tp − aL
2ξ2tp + 1

2 bL
11(ξ1tp)2 + 1

2 bL
22(ξ2tp)2

+bL
12ξ1ξ2t2

p − 1
6 cL

111(ξ1tp)3 − 1
6 cL

222(ξ2tp)3 − 1
2 cL

112ξ
2
1 ξ2t3

p − 1
2 cL

122ξ1ξ
2
2 t3

p

]
+ [1 − H (ξ1)]gR

0

[
1 − aR

1 ξ1tp − aR
2 ξ2tp + 1

2 bR
11(ξ1tp)2 + 1

2 bR
22(ξ2tp)2

+bR
12ξ1ξ2t2

p − 1
6 cR

111(ξ1tp)3 − 1
6 cR

222(ξ2tp)3 − 1
2 cR

112ξ
2
1 ξ2t3

p − 1
2 cR

122ξ1ξ
2
2 t3

p

]
, (22)

where

a1g0 = ∂g0

∂x1
, a2g0 = ∂g0

∂x2
, b11g0 = ∂2g0

∂x1∂x1
, b22g0 = ∂2g0

∂x2∂x2
, b12g0 = ∂2g0

∂x1∂x2
,

c111g0 = ∂3g0

∂x1∂x1∂x1
, c222g0 = ∂3g0

∂x2∂x2∂x2
, c112g0 = ∂3g0

∂x1∂x1∂x2
, c122g0 = ∂3g0

∂x1∂x2∂x2
.

Substituting all expansions of g(−3ξtp, ξ , t n), g(−2ξtp, ξ , t n), and g(−ξtp, ξ , t n) into Eq. (20), we have

f (0, ξ , t n + tp) = g(0, ξ , t n + tp) + τ/tp
{
H (ξ1)gL

0 + [1 − H (ξ1)]gR
0 − g(0, ξ , t n + tp)

}
− τ
{
gL

0

(
aL

1ξ1 + aL
2ξ2
)
H (ξ1) + gR

0

(
aR

1 ξ1 + aR
2 ξ2
)
[1 − H (ξ1)]

}
. (23)

It can be seen from Eq. (23) that only the equilibrium states and their first-order derivatives at the left and right sides of the
cell interface at time level t n and the equilibrium state at the cell interface at time level t n + tp are involved in the high-order
GKFS, which is more concise than the high-order GKS [26–30].

To obtain the explicit formulation of the numerical fluxes, the expansion coefficients aL
1 , aL

2 , aR
1 , aR

2 , and the equilibrium states
should be derived in advance. By taking moment integration to a1g0 and a2g0, we have

〈a1ϕ̄αg0〉 = (∂ρ/ ∂x1, ∂ρu1/ ∂x1, ∂ρu2/ ∂x1, ∂ρE / ∂x1)T , (24)

〈a2ϕ̄αg0〉 = (∂ρ/ ∂x2, ∂ρu1/ ∂x2, ∂ρu2/ ∂x2, ∂ρE / ∂x2)T , (25)

with

a1 = a1,0 + a1,1ξ1 + a1,2ξ2 + 1

2
a1,3

(
ξ 2

1 + ξ 2
2 +

K∑
j=1

ζ 2
j

)
, a2 = a2,0 + a2,1ξ1 + a2,2ξ2 + 1

2
a2,3

(
ξ 2

1 + ξ 2
2 +

K∑
j=1

ζ 2
j

)
.

In the above equations, the superscripts L and R have been omitted for simplicity. It can be seen from Eqs. (24) and (25) that
a1 and a2 satisfy the same equations. Thus, for any expansion coefficient φ, it can be computed by

〈φϕ̄αg0〉 = (h0, h1, h2, h3)T , (26)
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with

φ = φ0 + φ1ξ1 + φ2ξ2 + 1

2
φ3

(
ξ 2

1 + ξ 2
2 +

K∑
j=1

ζ 2
j

)
,

where (h0, h1, h2, h3)T is the right-hand side of Eqs. (24) or (25). Following the derivations given in Refs. [7,46], the solution of
Eq. (26) yields

φ3 = 4λ2

K + 2
(r3 − 2u1r1 − 2u2r2), (27)

φ2 = 2λr2 − u2φ3, (28)

φ1 = 2λr1 − u1φ3, (29)

φ0 = h0/ ρ − u1φ1 − u2φ2 − 1

2
r0φ3, (30)

with

r0 = u2
1 + u2

2 + K + 2

2λ
, r1 = (h1 − u1h0)/ρ, r2 = (h2 − u2h0)/ρr3 = (2h3 − r0h0)/ρ.

As for the equilibrium states gL
0 and gR

0, they can be calculated by the flow variables at the left and right sides of the cell
interface, respectively. g(0, ξ , t n + tp) can be determined by the compatibility condition,

W = 〈ϕ̄αg(0, ξ , t n + tp)〉 = 〈H (ξ1)ϕ̄αgL
0

[
1 − tp

(
aL

1ξ1 + aL
2ξ2
)]〉+ 〈[1 − H (ξ1)]ϕ̄αgR

0

[
1 − tp

(
aR

1 ξ1 + aR
2 ξ2
)]〉

. (31)

Specifically, W is calculated from gL
0 and gR

0 by Eq. (31) and g(0, ξ , t n + tp) is then computed from W by Eq. (7).

C. Numerical fluxes of Navier-Stokes equations at the cell interface

For the convenience of application, the explicit expressions of W and F are given in this section. First, some coefficients of
the integral over the full or the half particle velocity space are introduced as follows:

βL
i = 1

ρL

∫
ξ1>0

ξ i
1gL

0dξdζ , (32)

βR
i = 1

ρR

∫
ξ1<0

ξ i
1gR

0dξdζ , (33)

γi = 1

ρ

∫
ξ i

1g0dξdζ , (34)

χi = 1

ρ

∫
ξ i

2g0dξdζ , (35)

ηi = 1

ρ

∫ K∑
j=1

ζ i
jg0dξdζ . (36)

For calculation of W and F, the following coefficients will be used:

βL
0 =

[
1

2
erfc(−

√
λu1)

]L

, βL
1 = uL

1βL
0 +

[
1

2

e−λu2
1√

πλ

]L

,

βL
2 = uL

1βL
1 + 1

2λL
βL

0 , βL
3 = uL

1βL
2 + 2

2λL
βL

1 , βL
4 = uL

1βL
3 + 3

2λL
βL

2 ,

βL
5 = uL

1βL
4 + 4

2λL
βL

3 , βL
6 = uL

1βL
5 + 5

2λL
βL

4 .

βR
0 =

[
1

2
erfc(

√
λu1)

]R

, βR
1 = uR

1 βR
0 −

[
1

2

e−λu2
1√

πλ

]R

,

βR
2 = uR

1 βR
1 + 1

2λR
βR

0 , βR
3 = uR

1 βR
2 + 2

2λR
βR

1 , βR
4 = uR

1 βR
3 + 3

2λR
βR

2 ,
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βR
5 = uR

1 βR
4 + 4

2λR
βR

3 , βR
6 = uR

1 βR
5 + 5

2λR
βR

4 .

γ1 = u1, γ2 = u2
1 + 1

2λ
, γ3 = u1γ2 + 2

2λ
γ1, γ4 = u1γ3 + 3

2λ
γ2, γ5 = u1γ4 + 4

2λ
γ3.

χ1 = u2, χ2 = u2
2 + 1

2λ
, χ3 = u2χ2 + 2

2λ
χ1, χ4 = u2χ3 + 3

2λ
χ2, χ5 = u2χ4 + 4

2λ
χ3.

η2 = K

2λ
, η4 = 3K

4λ2
+ K (K − 1)

4λ2
.

Note that since the coefficients γ1, . . . , γ5, χ1, . . . , χ5, η2, and η4 at the left and right sides of the cell interface have the same
expressions, the superscripts L and R are omitted in the above equations.

With the above coefficients, the components of W expressed in the local coordinate system can be written as

W(1) = ρLβL
0 + ρRβR

0 − tp
(
ρLh̄L

0 + ρRh̄R
0

)
, (37)

W(2) = ρLβL
1 + ρRβR

1 − tp
(
ρLh̄L

1 + ρRh̄R
1

)
, (38)

W(3) = ρLβL
0 χL

1 + ρRβR
0 χR

1 − tp
(
ρLh̄L

2 + ρRh̄R
2

)
, (39)

W(4) = ρL
(
βL

2 + βL
0 χL

2 + βL
0 ηL

2

)/
2 + ρR

(
βR

2 + βR
0 χR

2 + βR
0 ηR

2

)/
2 − tp

(
ρLh̄L

3 + ρRh̄R
3

)
, (40)

The definitions of h̄0, h̄1, h̄2, and h̄3 are given in Appendix.
Similarly, the four components of F can be computed by

F(1) = ρu1, (41)

F(2) = (1 − τ/tp)ργ2 + τ/tp
(
ρLβL

2 + ρRβR
2

)− τ
(
ρLλ̄L

1 + ρRλ̄R
1

)
, (42)

F(3) = (1 − τ/tp)ργ1χ1 + τ/tp
(
ρLβL

1 χL
1 + ρRβR

1 χR
1

)− τ
(
ρLλ̄L

2 + ρRλ̄R
2

)
, (43)

F(4) = 1
2 (1 − τ/tp)(γ3 + γ1χ2 + γ1η2) + τ/tp

(
ρL�L

3 + ρR�R
3

)− τ
(
ρLλ̄L

3 + ρRλ̄R
3

)
, (44)

The definitions of λ̄1, λ̄2, λ̄3, and �3 are given in Appendix. Note that, in Eqs. (41)–(44), the flow variables without superscripts
L and R are determined from the conservative variables at the cell interface W.

It can be seen from Eqs. (37)–(44) that the inviscid flux and the viscous flux are calculated simultaneously in the GKFS. This
process is different from that in the classic cell-centered second-order FV method to solve Navier-Stokes equations, which deals
with the inviscid flux and the viscous flux separately. Since the derivatives of the conservative variables at the cell interface are
involved in calculating the viscous flux in the conventional algorithm, the deferred correction is often implemented to reduce the
error resulting from nonorthogonality [47–49]. In comparison, the derivatives of the conservative variables at the left and right
sides of the cell interface are directly utilized to evaluate the numerical fluxes in the present method; the deferred correction is
unnecessary.

As mentioned in Sec. II A, the Prandtl number in the GKFS is fixed at 1. To adjust the Prandtl number to any realistic value,
one convenient approach is to modify the energy flux F(4) with a variable Prandtl number Pr [31],

F(4)correct = F(4) +
(

1

Pr
− 1

)
q, (45)

where the heat flux q is computed by

q =
〈

1

2
(ξ1 − u1)

[
(ξ1 − u1)2 + (ξ2 − u2)2 +

K∑
j=1

ζ 2
j

]
f (0, ξ , t n + tp)

〉

=
〈

1

2
(ξ1 − u1)

(
ξ 2

1 + ξ 2
2 +

K∑
j=1

ζ 2
j + u2

1 + u2
2 − 2ξ1u1 − 2ξ2u2

)
f (0, ξ , t n + tp)

〉
. (46)

Using the definition of W and F, Eq. (46) can be reduced to

q = F(4) − u1F(2) − u2F(3) − ρu1
(
E − u2

1 − u2
2

)
. (47)

In Eq. (47), ρ, u1, u2, and E are determined from W.
Theoretically, the collision timescale should be calculated uniquely by Eq. (14). However, for fluid flow problems with strong

shock waves, artificial dissipation is necessary to ensure numerical stability. Thus, the effective viscosity should be a combination
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of the physical and numerical viscosities. To achieve this goal, the collision timescale τ is modified as [2]

τ = μ

p
+ |pL − pR|

|pL + pR|tp, (48)

where pL and pR are, respectively, the pressure at the left and right sides of the cell interface. The second part of Eq. (48)
corresponds to the numerical viscosity, which takes effect in the presence of shock waves.

III. HIGH-ORDER FINITE-VOLUME DISCRETIZATION OF NAVIER-STOKES EQUATIONS

A. Spatial discretization and derivative approximation

In this work, the fourth-order LSFD FV method is used to discretize the macroscopic governing equations [36,45]. To
achieve fourth-order accuracy, the conservative variables in the control volume are approximated by the following Taylor series
expansion:

W(x, y) = Wi + ∂W
∂x

∣∣∣∣i(x − xi ) + ∂W
∂y

∣∣∣∣i(y − yi ) + ∂2W
∂x2

∣∣∣∣i (x − xi )2

2

+ ∂2W
∂y2

∣∣∣∣i (y − yi )2

2
+ ∂2W

∂x∂y

∣∣∣∣i(x − xi )(y − yi ) + ∂3W
∂x3

∣∣∣∣i (x − xi )3

6

+ ∂3W
∂y3

∣∣∣∣i (y − yi )3

6
+ ∂3W

∂x2∂y

∣∣∣∣i (x − xi )2(y − yi )

2
+ ∂3W

∂y2∂x

∣∣∣∣i (y − yi )2(x − xi )

2
. (49)

Here, the reference point (xi, yi ) is the centroid of cell i. The derivatives of W are determined by the LSFD method.
Specifically, by applying Eq. (49) to cell i and its neighboring cells, we have

SidWi = Wi, (50)
where

Si =

⎛
⎜⎜⎜⎜⎜⎝

xi1 yi1
x2

i1
2

y2
i1

2 xi1yi1
x3

i1
6

y3
i1

6
x2

i1yi1

2
y2

i1xi1

2

xi2 yi2
x2

i2
2

y2
i2

2 xi2yi2
x3

i2
6

y3
i2

6
x2

i2yi2

2
y2

i2xi2

2
...

...
...

...
...

...
...

...
...

xiN yiN
x2

iN
2

y2
iN

2 xiNyiN
x3

iN
6

y3
iN

6
x2

iN yiN

2
y2

iN xiN

2

⎞
⎟⎟⎟⎟⎟⎠, (51)

dWT
i =

[
∂W
∂x

,
∂W
∂y

,
∂2W
∂x2

,
∂2W
∂y2

,
∂2W
∂x∂y

,
∂3W
∂x3

,
∂3W
∂y3

,
∂3W
∂x2∂y

,
∂3W
∂y2∂x

]
i

, (52)

WT
i = [Wi1 − Wi, Wi2 − Wi, . . . , WiN − Wi]. (53)

Here, xi j = x j − xi, yi j = y j − yi, j = 1, . . . , N , where N is the number of the neighboring cells of cell i. In this work, N
is taken as three layers of the von Neumann neighborhood for the inner cells and 15 for the boundary cells to avoid ill conditioned
and singular. The solution of Eq. (50) given by the least-square method yields

dWi = KiWi, (54)

where Ki is a 9×N dimensional weighting coefficient matrix, which is uniquely determined by the centroid of cell i and its
neighboring cells.

To update the conservative variables W at the cell center, Eq. (4) should be marched in time. The discretization form of Eq. (4)
by the high-order FV method can be written as

d

dt

(∫
�i

Wd�

)
= −

N f∑
j=1

nGQp∑
k=1

(Fk · nA) jωk, (55)

where i is the index of the control volume; �i and N f represent the volume and the number of faces of the control volume i,
respectively. A denotes the area of the interface of the control volume. nGQp is the number of Gaussian quadrature points on the
cell interface and ωk is the corresponding quadrature weight. Substituting Eqs. (49) and (54) into Eq. (55), we have

d

dt

[(
�i −

N∑
j=1

9∑
k=1

Ci
kKi

k, j

)
Wi +

N∑
j=1

(
9∑

k=1

Ci
kKi

k, j

)
Wi j

]
= Ri, (56)

where Ci
k is the kth component of Ci, which is defined by

CT
i =

[
x1y0, x0y1,

x2y0

2
,

x0y2

2
, x1y1,

x3y0

6
,

x0y3

6
,

x2y1

2
,

x1y2

2

]
i

, (57)
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FIG. 1. (a) Density contours and (b) accuracy test of 2O GKFS and HO GKFS for simulating advection of density perturbation on the
regular quadrilateral mesh.

where xnym
i = ∫

�i
(x − xi )n(y − yi )md� and Ri is the right-

hand side of Eq. (55). By applying Eq. (56) to all control
volumes and considering the problem with fixed mesh, the
following matrix form can be obtained:

M
dW
dt

= R. (58)

Here, M is composed of the coefficients on the left-hand
side of Eq. (56). The solution of Eq. (58) yields W at the cell
center at the next time step.

It should be indicated that the present high-order FV
method requires a large stencil to calculate the high-order

derivatives of flow variables, which is different from the com-
pact scheme. Such a large stencil causes serious challenges
for partition parallel computation, especially for evaluation
of the high-order derivatives at the cells in the vicinity of
the partition boundary. Specifically, except for the exchanging
of information between the direct neighbors of a partition
boundary, the information of cells in a large stencil should
also be communicated. Even so, some efforts have been made
to implement the parallelization for the high-order FV method
[50,51]. These strategies of partition parallelization are also
expected to be introduced into the present method. In this
work, we only use serial computation to do the simulation
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FIG. 2. (a) Density contours and (b) accuracy test of 2O GKFS and HO GKFS for simulating advection of density perturbation on the
regular triangular mesh.
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FIG. 3. (a) Density contours and (b) accuracy test of 2O GKFS and HO GKFS for simulating isentropic vortex flow on the regular
quadrilateral mesh.

since the total computational time of the 2D case is relatively
small.

B. Temporal discretization and computational sequence

To achieve the high-order accuracy in time for unsteady
flow problems, the multistage Runge-Kutta scheme is applied
as the temporal discretization strategy for Eq. (58) and the
point iterative method is used in each stage [45]. For the
steady flow problems, the implicit lower-upper symmetric
Gauss-Seidel (LU SGS) scheme is adopted. The basic solution
procedure of the present solver is summarized as follows:

(1) Calculate the derivatives of conservative variables by
Eq. (54).

(2) Reconstruct the conservative variables and their first-
order derivatives at the left and right sides of the cell interface
by Eq. (49) and its derivatives.

(3) Compute the expansion coefficients aL
1 , aL

2 , aR
1 , aR

2 by
Eqs. (27)–(30).

(4) Calculate the virtual time step size tp by Eq. (21) and
the collision timescale τ by Eq. (48).

(5) Evaluate the conservative variables at the cell interface
by Eqs. (37)–(40).
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FIG. 4. (a) Density contours and (b) accuracy test of 2O GKFS and HO GKFS for simulating isentropic vortex flow on the regular triangular
mesh.
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FIG. 5. Density profiles for isentropic vortex flow at different periods obtained by the second-order and high-order GKFS on the regular
quadrilateral mesh with 6400 cells: (a) 2O GKFS, (b) HO GKFS.

(6) Compute the numerical fluxes of macroscopic govern-
ing equations by Eqs. (41)–(44) and correct the energy flux by
Eq. (45).

(7) Update the conservative variables at the cell center by
solving Eq. (58).

(8) Repeat steps 1–7 until the computation is finished.

IV. NUMERICAL EXAMPLES

The performance of the present high-order GKFS will be
validated and compared with the second-order counterpart in
this section. At first, the numerical accuracy of the high-order
GKFS is tested by the advection of density perturbation and

isentropic vortex flow. Since these two test examples belong
to inviscid flows, in Eqs. (23) and (31), τ and tp are set
as zero and τ/tp is treated as the weight of the numerical
dissipation, which is calculated by a switch function shown in
Ref. [52]. Second, the capability of the high-order GKFS on
the complex geometry is verified by the transonic flow around
the NACA0012 airfoil. Third, the viscous shock tube problem
and the shock-boundary layer interaction are simulated to val-
idate the performance of the high-order GKFS for simulation
of supersonic flows. For convenience, the second-order GKFS
and the high-order GKFS are abbreviated as “2O GKFS” and
“HO GKFS” in the following text, respectively.
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FIG. 6. (a) Computational mesh and (b) streamline pattern for transonic flow around one NACA0012 airfoil.
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FIG. 7. (a) Pressure coefficient distribution and (b) skin friction coefficient distribution for transonic flow around one NACA0012 airfoil
on a mesh with 3600 cells.

A. Case 1: Accuracy test

The first case for the accuracy test is the advection of
density perturbation with the following initial condition,

ρ(x, y) = 1 + 0.2 sin [π (x + y)],

u(x, y) = 1, v(x, y) = 1, p(x, y) = 1. (59)

The exact solutions under periodic boundary condition are
given by

ρ(x, y, t ) = 1 + 0.2 sin [π (x + y − 2t )],

u(x, y, t ) = 1, v(x, y, t ) = 1, p(x, y, t ) = 1. (60)

Numerical tests are conducted on the computational do-
main of [0, 2]×[0, 2], which is discretized by both the regular
quadrilateral mesh and the regular triangular mesh with the
sizes of h = 1/20, 1/30, 1/40, 1/50, and 1/80. The L2 norm
of the error of density field at t = 1 is extracted to validate the
convergence order numerically. As shown in Figs. 1 and 2,
fourth-order accuracy can be achieved by the HO GKFS for
both the quadrilateral mesh and the triangular mesh.

The second case for the accuracy test is the evolution
of a 2D isentropic vortex in a free stream with peri-
odic boundary conditions [53]. The free-stream conditions
are (ρ, u, v, p) = (1, 1, 1, 1). Initially, an isentropic vortex
with no perturbation in entropy is added to the free stream,

(δu, δv) = ε

2π
e0.5(1−r2 )(−ȳ, x̄),

δT = − (γ − 1)ε2

8γπ2
e1−r2

,

δρ = (T + δT )1/ (γ−1) − ρ, (61)

where (x̄, ȳ) = (x − 5, y − 5), r2 = x̄2 + ȳ2 and the vortex
strength is taken as ε = 5. In the simulation, the computa-
tional domain is set as [0, 10]×[0, 10] and discretized by both
the regular quadrilateral mesh and the regular triangular mesh

with the sizes of h = 1/4, 1/6, 1/8, 1/10, and 1/16. Figures 3
and 4 show the density contours and the convergence order of
the L2 norm of the error of the density field at t = 2. Clearly,
the HO GKFS can achieve the desired accuracy on both mesh
types. The comparison of density distribution along the line
of y = 0.5 at different periods (t = 0, T , 5T , and 10T ) is
displayed in Fig. 5. It can be seen that the HO GKFS has
lower numerical dissipation as compared with the 2O GKFS.
As time increases, the density distribution remains almost
unchanged for the HO GKFS, while both the peak and the
phase deviate significantly from the initial distribution for the
2O GKFS at t = 10T .

B. Case 2: Transonic flow around NACA0012 airfoil

In this section, the transonic flows around a NACA0012
airfoil and around a staggered biplane configuration are simu-
lated. In the calculation, the free-stream Mach number is taken
as 0.8, the chord length based Reynolds number is chosen
as 500, and the angle of attack is set as 10°. For the test
case of one NACA0012 airfoil, an O-type grid with 80 points
on the airfoil surface and 41 points in the radial direction
is utilized, as shown in Fig. 6(a). The far-field boundary is
taken 25 times the chord length away from the geometrical
center of the airfoil. The streamline pattern around the airfoil

TABLE I. Comparison of lift and drag coefficients for transonic
flow around the NACA0012 airfoil.

References Cd Cl

GAMM [55] 0.243–0.2868 0.4145–0.517
Jawahar and Kamath [54] 0.27726 0.50231
2O GKFS (3600 cells) 0.29047 0.46283
2O GKFS (7200 cells) 0.28491 0.45776
HO GKFS (3600 cells) 0.28367 0.45060
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FIG. 8. (a) Pressure coefficient distribution and (b) skin friction coefficient distribution for transonic flow around one NACA0012 airfoil
on different meshes.

obtained by the HO GKFS is displayed in Fig. 6(b). A vortex
that extends over 50% of the chord on the upper surface of
the airfoil is well captured, which is in line with the results
reported in Refs. [54,55]. The pressure coefficient and skin
friction coefficient distributions on the airfoil surface obtained
by the 2O GKFS and the HO GKFS on such a coarse mesh
are depicted in Fig. 7. It can be seen that the pressure co-
efficient distribution computed by the HO GKFS is closer
to the reference data of Jawahar and Kamath [54] than the
2O GKFS. The lift and drag coefficients computed by two
schemes are tabulated in Table I. As shown in this table, the
results of the HO GKFS are within the range reported in the
GAMM workshop [55], while the lift coefficient obtained by
the 2O GKFS on this mesh is out of the range. To obtain

results comparable to those of the HO GKFS, a fine mesh
with 120 points on the airfoil surface and 60 points in the
radial direction is required for the 2O GKFS, as illustrated
in Fig. 8 and Table I. In such a circumstance, the HO GKFS is
more efficient than the second-order counterpart as depicted
in Fig. 9.

In the test case of biplane configuration, two NACA0012
airfoils are staggered by half a chord length in the pitchwise
as well as chordwise directions. As shown in Fig. 10(a), a
triangular mesh with 80 points on each airfoil surface and
15 382 cells is utilized to discretize the computational domain.
Figure 10(b) displays the streamline pattern obtained by the
HO GKFS. It can be found that the separation region on the
upper surface of the top airfoil reveals two vortices, which is
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FIG. 9. (a) Convergence history and (b) CPU time for 2O GKFS and HO GKFS when achieving comparable results.
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FIG. 10. (a) Computational mesh and (b) streamline pattern for transonic flow around biplane configuration.

in line with the result reported in the work of Jawahar and
Kamath [54]. Figure 11 shows the comparison of pressure
coefficient and skin friction coefficient distributions on the
airfoil surface. There is a better coincidence between the re-
sults of the HO GKFS and the reference data [54] as compared
with the results of the 2O GKFS. This test case validates the
accuracy of the HO GKFS on complex geometry.

C. Case 3: Viscous shock tube problem

A good test case for validity of the HO GKFS in captur-
ing the complicated flow structure and the shock-boundary
layer interaction is the viscous shock tube problem [26,56,57].

Initially, the gas with two different states in a 2D box
[0, 1]×[0, 0.5] is separated by a membrane located at x = 0.5,

(ρ, u, v, P) =
{

(120, 0, 0, 120/ γ ), 0 < x < 0.5,

(1.2, 0, 0, 1.2/ γ ), 0.5 � x � 1.
(62)

The symmetrical condition is applied to the upper bound-
ary and the no-slip and adiabatic conditions are imposed
on other boundaries. In our simulation, the Prandtl number
is taken as Pr = 0.73 and the Reynolds number is set as
Re = 200. The viscosity is assumed to be constant in this test
example. A shock wave with Mach number of 2.37 comes out
when the membrane is removed at time zero. This shock wave
will move to the right and reflect on the right wall. After that, it
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FIG. 11. (a) Pressure coefficient distribution and (b) skin friction coefficient distribution for transonic flow around biplane configuration.

015305-13



YANG, SHU, CHEN, LIU, WU, AND SHEN PHYSICAL REVIEW E 104, 015305 (2021)

X

Y

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5(b)

X

Y

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5(a)

FIG. 12. Density contours for viscous shock tube problem com-
puted by different schemes: (a) 2O GKFS, (b) HO GKFS.

will interact with the contact discontinuity. Finally, a complex
2D shock-shear-boundary layer interaction is developed near
the bottom wall.

In the current simulation, both the 2O GKFS and the HO
GKFS are applied. To compare with the reference data of
other high-order methods [26,56,57], the same mesh size of
h = 1/500 is used in the present calculation. Figure 12 shows
the density contours obtained by two schemes. It can be seen
that the HO GKFS can resolve the complex flow structure
with higher resolution than the 2O GKFS and it agrees well
with the results reported in Refs. [26,56,57]. The quantitative
comparisons of the height of the primary vortex and the dis-
tributions of density and skin friction along the bottom wall
are made in Table II and Fig. 13, respectively. Clearly, the
HO GKFS outperforms the second-order counterpart, which
validates the capability of the present high-order method for
simulation of supersonic flows.

D. Case 4: Shock-boundary layer interaction

The interaction between an oblique shock wave and a lam-
inar boundary layer is considered in the last test case. The
shock wave hits the bottom wall at x = 1 with the inclined

angle of 32.6◦. In this problem, the free-stream Mach number
is 2, the Reynolds number is 2.96×105, and the free-stream
temperature is 117 K. The dynamic viscosity is computed by
Sutherland’s law. In the simulation, the computational domain
is taken as a 2D box [0, 2]×[0, 1.27], which is discretized
uniformly in the x direction with 101 points and nonuniformly
in the y direction with 81 points or 121 points, and the height
of the cell adjacent to the bottom wall is set as 0.001. The
no-slip and adiabatic conditions are applied on the bottom
wall, the supersonic outflow condition is used on the right
boundary, the supersonic inflow condition is utilized on the
left boundary with y < tan(32.6◦), and the far-field condition
is imposed on the remaining boundaries. For the supersonic
outflow condition, the density, velocity, and pressure in the
ghost cell are taken to have the same values as those in the
inner cell adjacent to the boundary. For the supersonic in-
flow condition, these flow variables are set as the free-stream
state.

Figure 14 compares the pressure contours computed by the
2O GKFS and the HO GKFS on a mesh with 121 points in the
y direction. It can be seen that the flow structures captured by
the HO GKFS are sharper than the 2O GKFS. The quantitative
comparisons of the skin friction coefficient distribution along
the bottom wall and the pressure distribution along the line of
x = 1.5 are shown in Fig. 15. Also displayed in this figure are
the results obtained by the high-order FV method combined
with the Roe solver (HO ROE) using the same mesh [58].
Clearly, the results of the HO GKFS agree well with those
of the HO ROE, while the results of the 2O GKFS deviate
from the reference data. Figure 16 depicts the skin friction
coefficient distribution and the pressure distribution obtained
by the 2O GKFS and the HO GKFS on a coarse mesh with
81 points in the y direction. It is found that the results of the
HO GKFS on such a coarse mesh are basically in line with the
reference data, while a significant discrepancy is observed for
the results of the 2O GKFS.

V. CONCLUSIONS

This work presents a high-order GKFS for simulation of
2D compressible flows under the framework of the high-order
FV method. Different from the conventional Navier-Stokes
solvers, in which the inviscid and viscous fluxes are treated
separately, the GKFS calculates these fluxes simultaneously
by the local asymptotic solution to the Boltzmann equa-
tion. By approximating the local asymptotic solution with
high-order accuracy, the high-order GKFS is then established
and the numerical fluxes of the Navier-Stokes equations can
be given explicitly. As compared with the high-order GKS,
the formulations of the high-order GKFS are more concise.

TABLE II. Comparison of the height of primary vortex for viscous shock tube problem on a mesh of h = 1/500.

Scheme AUSMPW+ [57] M-AUSMPW+ [57] WENO-GKS [26]
Height 0.163 0.166 0.165
Scheme Compact HO GKS [26] 2O GKFS HO GKFS
Height 0.166 0.161 0.165
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FIG. 13. (a) Density distribution and (b) skin friction distribution along the bottom wall for viscous shock tube problem obtained by the
2O GKFS and the HO GKFS.

Several test cases including the advection of density pertur-
bation, the evolution of a 2D isentropic vortex, the transonic
flow around the NACA0012 airfoil, the viscous shock tube
problem, and the shock-boundary layer interaction are sim-
ulated to validate the performance of the high-order GKFS
on both the quadrilateral mesh and the triangular mesh. It
is shown that the high-order GKFS can achieve the desired
accuracy on both meshes and it enjoys better accuracy in
capturing the complex flow structures as compared with the
second-order counterpart. Besides, the high-order GKFS is
more efficient than the second-order one when achieving com-
parable accuracy of solution. Moreover, this method can be
extended to three-dimensional (3D) simulations straightfor-

wardly by applying the local asymptotic solution to the 3D
Boltzmann equation to reconstruct the numerical fluxes of the
Navier-Stokes equations, which will be presented in further
work.
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APPENDIX: SOME COEFFICIENTS FOR CALCULATION OF CONSERVATIVE VARIABLES
AND FLUXES AT THE CELL INTERFACE

In Eqs. (37)–(40), the definitions of h̄0, h̄1, h̄2, and h̄3 are as follows:

h̄0 = a1,0β1 + a1,1β2 + a1,2β1χ1 + 1
2 a1,3(β3 + β1χ2 + β1η2)

+ a2,0β0χ1 + a2,1β1χ1 + a2,2β0χ2 + 1
2 a2,3(β2χ1 + β0χ3 + β0χ1η2), (A1)

h̄1 = a1,0β2 + a1,1β3 + a1,2β2χ1 + 1
2 a1,3(β4 + β2χ2 + β2η2)

+ a2,0β1χ1 + a2,1β2χ1 + a2,2β1χ2 + 1
2 a2,3(β3χ1 + β1χ3 + β1χ1η2), (A2)
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h̄2 = a1,0β1χ1 + a1,1β2χ1 + a1,2β1χ2 + 1
2 a1,3(β3χ1 + β1χ3 + β1χ1η2)

+ a2,0β0χ2 + a2,1β1χ2 + a2,2β0χ3 + 1
2 a2,3(β2χ2 + β0χ4 + β0χ2η2), (A3)

h̄3 = 1
2

[
a1,0β3 + a1,1β4 + a1,2β3χ1 + 1

2 a1,3(β5 + β3χ2 + β3η2)
]

+ 1
2

[
a1,0β1χ2 + a1,1β2χ2 + a1,2β1χ3 + 1

2 a1,3(β3χ2 + β1χ4 + β1χ2η2)
]

+ 1
2

[
a1,0β1η2 + a1,1β2η2 + a1,2β1χ1η2 + 1

2 a1,3(β3η2 + β1χ2η2 + β1η4)
]

+ 1
2

[
a2,0β2χ1 + a2,1β3χ1 + a2,2β2χ2 + 1

2 a2,3(β4χ1 + β2χ3 + β2χ1η2)
]

+ 1
2

[
a2,0β0χ3 + a2,1β1χ3 + a2,2β0χ4 + 1

2 a2,3(β2χ3 + β0χ5 + β0χ3η2)
]

+ 1
2

[
a2,0β0χ1η2 + a2,1β1χ1η2 + a2,2β0χ2η2 + 1

2 a2,3(β2χ1η2 + β0χ3η2 + β0χ1η4)
]
. (A4)

In Eqs. (41)–(44), the definitions of λ̄1, λ̄2, λ̄3, and �3 are as follows:

λ̄1 = a1,0β3 + a1,1β4 + a1,2β3χ1 + 1
2 a1,3(β5 + β3χ2 + β3η2)

+ a2,0β2χ1 + a2,1β3χ1 + a2,2β2χ2 + 1
2 a2,3(β4χ1 + β2χ3 + β2χ1η2), (A5)

λ̄2 = a1,0β2χ1 + a1,1β3χ1 + a1,2β2χ2 + 1
2 a1,3(β4χ1 + β2χ3 + β2χ1η2)

+ a2,0β1χ2 + a2,1β2χ2 + a2,2β1χ3 + 1
2 a2,3(β3χ2 + β1χ4 + β1χ2η2), (A6)

λ̄3 = 1
2

[
a1,0β4 + a1,1β5 + a1,2β4χ1 + 1

2 a1,3(β6 + β4χ2 + β4η2)
]

+ 1
2

[
a1,0β2χ2 + a1,1β3χ2 + a1,2β2χ3 + 1

2 a1,3(β4χ2 + β2χ4 + β2χ2η2)
]

+ 1
2

[
a1,0β2η2 + a1,1β3η2 + a1,2β2χ1η2 + 1

2 a1,3(β4η2 + β2χ2η2 + β2η4)
]

+ 1
2

[
a2,0β3χ1 + a2,1β4χ1 + a2,2β3χ2 + 1

2 a2,3(β5χ1 + β3χ3 + β3χ1η2)
]

+ 1
2

[
a2,0β1χ3 + a2,1β2χ3 + a2,2β1χ4 + 1

2 a2,3(β3χ3 + β1χ5 + β1χ3η2)
]

+ 1
2

[
a2,0β1χ1η2 + a2,1β2χ1η2 + a2,2β1χ2η2 + 1

2 a2,3(β3χ1η2 + β1χ3η2 + β1χ1η4)
]
, (A7)

�3 = 1
2 (β3 + β1χ2 + β1η2). (A8)
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