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Introduction

In psychologicalexperimentson reasoning,participantsare typically presentedwith
premisesvhichrefer togeneraknowledgeor which areintegratedin anoriginal scenariojthen,
eitherthey are asked terive what follows from the premises or they gvidedwith one or
severalconclusions and asked ttecide whetheror not these conclusiorfsllow from the
premises. There iglwaysa logical argumentunderlying the premises and thenclusion,and
the aim of suclexperimentss to studyparticipants'performancewith respect to aheoretical
model,eithernormativeor, as is more usuabwadaysgescriptive.Theexperiment®n judgment
do not differmuch,exceptthat they look more like a problemgolve,wherethe final question is
a request for aomparisonaqualitativeor aquantitativeevaluation,etc. Theexperimat may be
administeredrally during annterview with the experimenterput more often it idministered
in awritten form, using paper angdencil or acomputer.Given that there are twaterlocutors
engaged in @ommunicationa conversationalnalysis isappropriate whetherthe presence of
theexperimenters physicallyreal ormediatedby the support of theritten messages.

After he has beeprovidedwith the instructionsand theinformation that supports the
guestion (thecenariotheargumentthe problenstatementetc.) theparticipantis presenteavith
thetargetquestion. Like anutterancethis question must daterpretedlts meaninggenerallyis
notstraightforwardlyidentifiablebecause theformationmay be more or ledsng, complicated
(andoccasionallyconceptuallyhard). It may also beagueor ambiguous. As for anguestion,
its interpretations determined by thecontentof the putativeanswer:the answer should satisfy
the expectation of relevance attributed by the participant to the experimenter.Now, in
experimentatettings (asvell as ininstructionalsettings and morgenerallyin testingsituations)
theparticipantis awarethat the question put to him is a higher orgeestion thatis, does not
implicate 'the experimerer does not know how to find tleaswer'but rather ‘theexperimenter
knows how to find the answer and she wants to kmbetherl know how to find it'.

Theinterpretatiorof the question isleterminedn part andrevealedby thespecifickind
of knowledge that th@articipantchooses texhibitthrough his response: trohoiceis made on
the assumption thathatis relevantto theexperimenteis to knowwhetherthe participanthas
that kind of knowledge. This choice and the underlying assumptiom®ved in turn the
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participant'srepresentation of the task.his is why knowledgeof the populationtested is
essential.The range of questions aifterestwhich participantsare likely to attribute to the
experimentermust be anticipated by the experimenter(another, higher order, attributional
process) in théght of the participantseducationaland cultural backgrounds. This requires a
macroanalysisf theinformationprovided,includingthe nornverbalexperimentamaterial(e. g. ,
does thematerialused suggest thegactiontimeswill be measured?Bocial psychologist had
relatedconcerns quite soniene ago,albeitmorelimited and focused on thieansparencyf the
experimentg. g., Orne (1962) defined the notiond#mandcharacteristicsas "the tatlity of
cueswhich convey an experimentalhypothesis to the subject”. Onkecently did a few
investigatorof thinking and reasoningHilton, 1995 ;Schwarz,1996, and co-workers)pplied
the so-called « conversational »approach to therelationship between experimenter and
participant, in order to study how participantgxpectationsand attributions affect their
responses.

Thereis, in addition,another kind ofnalysispased orpragmatictheory, which needs to
beappliedto the sentences used to stateatfgeimenbr the problem. The output of this analysis
is thedeterminationof the interpretationof the premises,conclusion or questiowhich the
participantis likely to work out; in aword, it deliversthe actual proposition(s)which will be
processed during theferentialtreatmentfaking intoaccount(aswill be examplifiedbelow) the
frame of the taskepresentationThe reason to perform thimicroanalysisis that it is an
essentialstep toguaranteethe validity of the experimentaltask. Indeed thexperimenteris
interestedn the processing apecificpropositionswhich she expects thgarticipantto recover
from the sentences used in grgumentor problemstatementUnluckily (at least in the early
timesof the experimentalinvestigationof thinking) these sentences used to dier ackward
and artificial formulations inspired by logic textbooks or sentences expressedveny
impoverishedcontextsiand it was assumed that some kinditefal meaningwascommunicated
and then the associated propositions processedcl#asthat a formalogical argumentcan be
deemedo havebeenfollowed or not followed only to theextentthat the propositionshich
constituteit are thosevhich the participanthasactually processed. Fogxample,in the study of
deductiontheendorsemernf a conclusionvhich does nofollow validly from thepremisesor
thenon-endorsememnf a conclusiorwhich follows validly can bedeclaredreasoning errors
only if it can beascertainedhat theparticipantdid construe the propositions (premises and
conclusion) in a way thabincidedwith the formalogical descriptionof theargument.

In brief, knowledgeof how people represent reasoning ardgmentaltasks and of how
theyinterpretthe premises or the questions isiagispensabl@rerequisitefor theinvestigation
of the inferential process proper. Theecommendationthat experimentaltasks should be
submittedto a macro- and anicroanalysisis madewith hindsight. For a long perioghich
ended in théate seventiespsychologists showdittle concern about such problems. The reason
is that most of therwere not yetfamiliar with the tools offered bypragmatictheory (and at an
earliertime pragmaticheory itself was notleveloppedcenough to offer such tools). Asresult,



many erroneousvaluationsof the performanceobservedn experimentsand many unfounded
claimsabout humamationality were made. Thiswill be illustratedby reviewinga number of
tasks, some ofwhich have been extremely influential, and by describing some of the
experimentalwork carriedout in support of th@eragmaticapproach jusbutlined. Studies that
concern reasonin@eductionandinduction)andjudgment(probabilisticand classificatory)will

be considered in turn.

Studies of deduction

Quantifiers.

It will be useful to begiwith aprototypicalcase hamelythe deductionsalledimmediate
inferencesThey areslementaryone-premisarguments invhichthe premise and the conclusion
are quantified sentencesvhich belong toAristotle’'s square of opposition. Iexperiments,
participantsare presentedith one premise such as, e[gn the blackboard] some squares are
white, and asked tevaluate(by 'true’,'false’,or 'one cannot know') one severalconclusions
providedto them,such asll squares are white; no squarewsite, etc. Whereaperformance
for contraries(all...are...to no...are...and vice versa)and for contradictories(all...are... to
some...are not.andvice versa;no...are...to some...are...and vice versg is nearlyperfect,
performancdor subalterngall...are...to some... are..andvice versa; no...are...to some...are
not...andvice versa)is apparentlyery poor (around one quarter of the respons@scidewith
the formalogical response, that is, 'true’ frommiversalto particularsentencesand ‘one cannot
know' fromparticularto universalsentencesyhile a strongmajority opt for the response ‘false’
in bothdirections.The same obtains for subcontrarggsme... are..to some... are not.and
vice versa)to which most people respond by 'true’ instead of the fototatal response 'one
cannot know'which logic textbooks would prescribe (Begg & Harris, 198&wstead &
Griggs, 1983Politzer,1990).

It would be amistaketo attribute poor logicality to participantsin such experiments.
Assuming thaparticipantsprocess the sentences as if thaye utteredin a dailyconversation
(rather than using theonventionsof logicians which require aliteral interpretation),the
microanalysisappliedto quantifierssuggests that people add the scatfglicature not all to
some.lf this is so, all the data amherent.A universalsentencele.g. ,all... are...) and its
particularcounterpar{some... are...peingcontradictoryunder the int@retationof thelatter as
some... but not all are.theinferenceghatinvolve these two sentencesll lead the reasoner to
the conclusion ‘false’. Amglmilarly, both particularsentences beingguivalentto some... are...
but some... are not..the reasoner concludes ‘true' when one is a premise and the other the
conclusion.

As thisexampleshows,pragmatictheory providesthe conceptuatltools toidentify the
propositionsactuallyprocessed bparticipantan psychologicakxperimentsit could be argued
that,in return,the tasks used by psychologists pesvideuseful tools to test sonaaims made



by pragmaticdheory. As far agjuantifiersareconcernedpne of theselaimsis that the hearer's
awarenessf the speaker@pistemicstate can affect himterpretationof some.If the speaker is
known to be fullyinformed, the choice of the weakeritem on the scale doesonvey an
implicaturebased on the fact that the strongem which is moreinformative or morerelevant
was not chosen; but if he is known to be not filfprmed,then thechoiceof theweakeritem
may aswell beattributedto lack ofknowledge and thamplicatureis lesslikely to begenerated.
Consider now thefollowing situation. A radar operator is describing the screen. Some
participantsare told that the operator is workimgthout time pressure andith certainty,i. e. ,
she isomniscientand some others that she is workith time pressure andncertainty(non-
omniscient).Consider thestatementsome spots are larg&/hen she ismniscientthe use of
some maylicensetheimplicaturenot all for the reasons seabove.But when she isot, it
cannot be ruled out that all the spots are large. bxperimen{Politzer,unpublished) that used
thisscenariothe frequency ofestrictiveinterpretationsof somecould be inferred on the basis
of the conclusions thgiarticipantsendorsed (such &l spots are large)When the speaker
was assumed to lmmniscientthe rate ofrestrictiveinterpretationsvas around 75 percent; but
when she was assumed to en-omniscientit dropped onaverageto 50 percent. This
differencewasreliableand it wasobservedn awithin- aswell as in abetween-subjectdesign,
which bears out thegeneral pragmatic prediction. One might wonder why therestrictive
interpretationgdid notcollapsealtogether.This seems tdlustrate one limitation of the paper-
and-penciimethodologynamelythe difficulty for participantsto exploit mentalstatesattributed
to fictitious charactersGiventhe atificiality of themanipulationonemightevenregard itseffect
asimpressive.

Conditionalreasoning.

For manyyears, studies of propositional reasoninghave focused on "conditional
reasoning"thatis, two deductivelyvalid arguments:

- Modus Ponendo Ponens (MH)A then C; A; therefore Cand

- ModusTollendoTollens (MT):if A then C; not-C; therefore not-A,
and twanvalid argumentsyhich are theallaciesof:

- Affirming the Consequenf.A then C; C; therefore Aand

- Denying theAntecedentif A then C; not-A; therefore not-C.

Nearly everyoneendorses the conclusion of MP. Fexample(instantiatingA with it
rains, and Cwith Mary stays at homeJivenif it rains Mary stays at homandit rains, most
peoplanstructedto consider the premises as true endorse the concMsipnstays at home.
However,not everyoneendorses the conclusion of MT: knowing for sure thitrains Mary
stays at homend thaMary does not stay at homenly about two thirdgoncludeit does not
rain. Performanceon the twoinvalid arguments seenmeven less satisfactory:given thatif it
rains Mary stays at homand thait does not rainaround one half of the people endorse the
conclusionMary does not stay at homalthough this does ndbllow deductively. And




similarly, from the premises it rains Mary stays at homeandit does not rainaround one half
of the peopléncorrectlyendorse the conclusidvary does not stay at home&hese are robust
observationgEvans Newsteadk Byrne, 1993).

Invalid arguments. Do all people who endorse the conclusion ofitaid arguments
commitafallacy?Let us first consider thmicroanalysif the task.

Ducrot (1971) proposedminciple (similarto Grice's firsmaxim of quantity), which he
calledthelaw of exhaustivity,"give your intelocutorthe strongesinformation that is at your
disposal and that is supposed to bantérestto him", from which it follows that there is a
tendencyto comprehendh limited assertion as the assertion ofiraitation; in particular, if it
rains Mary stays at homeuggests that it is only in case it rains that Mary dtayse,which
explains thenterpretationof if as asufficient-and-necessargondition (or biconditional for
short).

Geis & Zwicky's (1971) used the now often quotexampleif you mow the lawn, I'll
give youfive dollars to show that in some contextcanditional sentencesuggests aimvited
inference,in the present case tbbverseof theoriginal sentenceif you don't mow the lawn, |
will not give youfive dollars. This inferencewas hypothesised tllow from a principle of
conditionalperfection butLilje (1972) questioned that there is sugiriaciple.He objectedthat
theinferencecrucially depends on theircumstancesas shown by thexamplein which the
targetsentencevould be a reply t6How can | earnfive dollars?" In such acontext,there are
alternativeantecedentg¢cleanup the garage owhatever)that preventmowing the lawn from
being a necessappndition. NevertelessGeis & Zwicky's paper wawvery influential, so that
the conditional reasoning task was the first reasoning task t@Xasminedfrom a pragmatic
point of view (Taplin & Staudenmayer]l973; Staudenmayer1975; Rips & Marcus, 1977).
There are more receftiteoreticaltreatmentsof conditional perfection (Horn, 2000;van der
Auwera,1997);without enteringthetechnicaldebatejt will be assumed that theterpretationof
if as abiconditionalstems from ammplicaturewhichthe hearer magenerateon the basis of his
knowledgebase giventhe aim of theonversationa¢xchange.

This leads us to theacroanalysisBraine (1978) was among the first psychologists to
stress thedifferences between 'practical reasoning'which uses premises as they are
comprehendeth dailyverbalexchangeand formal reasoninghich requires apecialattitudein
order to set asidenplicatures.That there arendividual differencesin interpretationof the
conditional which can be related to educational background (among other factors) was
demonstratedby the results of druth-table task (Politzer, 1981). In such aask, given a
conditionalsentencef A then C,participantsare asked to choosehich of the four possible
contingencies(A and C; A and not-C; not-A and C; not-A and not-C) they judge to be
compatiblewith the sentenceThe choices made by Arts studenisre characteristicof a
biconditionalinterpretation(A and C; not-A and not-C) more often than the choices made by
Sciencestudents; these in turn had more often the formedpretation(all casesexceptA and




not-C). Clearly the Sciencestudents(eventhough theywere untutored in formal logicjvere
more apt to represent the task as a formal game litsimymeaning.

Now animportant point is that under &iconditional interpretationof the conditional
premise the twéallaciousargumentdecomevalid: from if A (and only if A) then C; not-Ahe
conclusiomot-C follows; andsimilarly from if A (and only if A) then C; Cthe conclusion A
follows. Consegently, if a participantendorses the conclusions of the tiwealid arguments
while construing theconditional sentenceas abiconditional, one cannot talk any more of
committingafallacy because under such iaterpretatiorthe argumentsecomevalid. It follows
that the only way to knowhethermpeoplecommit a fallacy, and if so, howoften, is to present a
conditionalpremise ofwhich theimplicatureis cancelledIn order to do soRumain, Connell&
Braine (1983) presented a control grouppafticipaits with the invalid arguments made of a
major premise such akthere is a dog in the box, then there is an orange in the &t the
appropriateminor premise,there is no dog in the bafor the argumentof Negation of the
Antecedent)or there is an orange in the boffor the argumentof Affirmation of the
consequent)hefallacies(namely,concludingthere is not an orange in the boandthere is a
dog in the boxrespectively)were commited70% of thetime. The experimentalgroup was
presenteavith the same two premisésgetherwith an additionalconditionalpremise such ai$
there is a tiger in the box, then there is an orange in the indicatingthat there may be an
orangewithouta dog. Thisaimedatcancellingtheimplicature if there is not a dog, then there is
not an orangethat is held responsible for tiheconditionalinterpretationandthereforefor the
fallacies. Indeed, participantsin this group committed the fallacies only 30% of thetime,
presumably because tbancellatiorof theimplicaturegaveway to theconditionalinterpretation.
(The question of the residual 30%fallaciesis beyond the scope of thekapter).This kind of
manipulationhas beerwidely replicatedand generalisedto various contexts(Byrne, 1989;
Manktelow& Fairley,2000;Markovits,1985).

Valid arguments andredibility of the premises. While it isstablishedhatperformance
on theinvalid conditional argumentscrucially depends on thenterpretationof the major
conditional premise,in the pasttwelve years a number oéxperimentalmanipulationshave
revealednterestingeffects on thendorsemenf the conclusion of the twalid arguments.

Cummins (1995Cummins,Lubart, Alksnis, and Rist, 1991) studied these arguments
with causatonditionals Shedemonstratethat theacceptanceate of the conclusion depends on
the domain referred to in the major premise.&a@mple pf the twaofollowing arguments:

If the match was struck, theriit the match was struck; thereforétit and

If Joe cut his finger, then it bled; Joe cut his finger; therefore it bled,
people are less pronedocepthe conclusion of the first. Thvariablewhich wasmanipulateds
the number of "disabling conditions” that amailable.Disablingconditionsare such that their
satisfactionis sufficient to preventan effect from occurring (and theinon-satisfactionis
thereforenecessary for theffectto occur,e. g. , dampness of thatch,and superficiality of the
cut, respectively)theacceptanceate was a decreasing function of their number.




Thompson (1994, 199%)btaineddifferencesin theendorsementate of the conclusion

with causals asvell as non-causal rules such @lsligations,permissions andlefinitions by
using conditionalsthat varied in ‘perceived sufficiency' (estimatedby judges). Asufficient
relationshipwas defined as one imhich the consequerdlways happens when thantecedent
does; forexamplethefollowing sentencewereattributedhigh and lowsufficiency, respectively:
If thelicensihg board grants them Bcensethen a restaurant isllowedto sell liquor. If an
athletepasses the drug test at the Olympics then the IOC can give them a Stextaidserved
that theendorsementate of the conclusion was arcreasingfunction of the ével of perceived
sufficiency.

NewsteadEllis, Evans,and Dennis (1997) anBvansand Twyman-Musgrove(1998)
used as aariablethe type of speech acbnveyedby the majorconditional premise;they
observedifferencesin the rate oendorsemenof theconclusion:promises and threats on the
onehand,and tips and warnings on the other haonstitutedwo contrastedgroups, the former
giving rise to more frequent endorsements of the conclusion thalattée (These classes of
conditionalswere investigatedin the seventiedy Fillenbaum,1975, 1978). They noted that the
key factor seems to be tkgtentto which the speaker has controVver the occurrenceof the
consequentyhichis higher for promises and threats than for tips and warnings.

George (1995anipulatedthe credibility of the conditionalpremise of MP arguments.
Two groups oparticipantgeceivedcontrastednstructionsOne group was asked to assume the
truth ofdebatableonditionalssuch adf a painter istalented,then his/her works arexpensive
while another group wamindedof the uncertainstatus of suclstatementsAs aresult, 60
percenin the first group endorsed the conclusion of at least three of the foardgdifhentsput
only 25percentdid in the second group.

While each of these authors haseaplanationfor his or her own resultseparatelyit
will be proposed that there is a singiplanatioralong theollowing lines(Politzer,2003).

(i) conditionalsareutteredin a background&nowledge,of which they eplicitly link two
units (theantecedenaind theconsequent)keepingimplicit the rest ofit, which will be called a
conditionalfield;

(ii) the conditionalfield has the structure of disjunctiveform, as proposed by Mackie
(1974) for causals. The mentapresentatioof aconditionalif A then C(excludinganalytically
trueconditionals)in its conditionalfield can bedormulatedas follows :

[A&A1&A2& .)y(B&B1&B2&..)y..] - C.
A is theantecedenof theconditionalunderconsiderationB is analternativeconditionthat could
justify the assertion af B then Cin anappropriatecontext.(The fact thaglternativeantecedents
like B and its conjuncts may nekist,or may be assumed to nexist, is at the origin of thé&
not-A, then not-Gmplicatureconsideredibove,but this is not our current concern). We focus

on the abridgetbrm,
A&A1&A2&. ..) - C.



While (A & A1 & A2 &. . .) is asufficientconditionas awhole, eachconjunctA1 , A2, . . .
separatelyis necessaryith respect to A. These conjuncigll be called complementary
necessaryonditions(henceforthCNC). Each of the CNC's has its owawailability, and this
availability is part ofwhatspecifies theonditionalfield.

(i) it is hypothesised that in asserting ttwnditionalif A then C,the speaker assumes
that the necessity status of gwnditionsA1 , A2, . . . is part of thecognitive environmentand
mostimportantlythat the speaker has no reasobdievethat theseconditionsare not satisfied.
The formula can beewrittenas:

{A1& A2&. .} &A - C,
wherethe bracesndicatethat the CNC's ar&citly assumed to hold. This jsstified on the
basis ofrelevancein utteringthe conditionalsentencethe speakeguaranteeshat theutterance
is worth payingattentionto. But this in turn requires that the speaker hasuencethat the
CNC's are unsatisfiethiling whichthe sentencevould be oflittle use forinferential purposes.
(In making thisassumptionpne musacceptthat theimplicatureconcerns not a singlonstant,
such as A, but avariableA)).

In brief, conditionalsaretypically utteredwith animplicit ceteris paribusassumption to
theeffectthat the normatonditionsof the world (thesatisfactiorof the CNC's that belong to the
cognitiveenvironmenthold to the best of the speakdawwledge.Suppose now that for some
reason the satisfaction of the CNC can be questioned.tyiicglly occurs when it has high
availability. Theconditionalsentence&no longerconveysa sufficient conditionand consequently
the conclusion of thargumentdoes notfollow any more. This explains the results of the
foregoingmanipulationsFor the sake af§implicity the formula can beewrittenas:

{A1} &A - C.
Formally,from
if {A 1} & A)thenC; A,
C follows, whereadsrom
if (A1& A)thenC; A,
C does nofollow.

Compare twargumens defined bydifferentconditionalssuch that one has leasailable
CNC's (ordisablingconditionsin terms ofcausality)than theother, like If Joe cut his finger,
then it bledagainstf the match was struck, theriit in the firstcasethe low aailability of the
CNC's makes it morkkely that theirsatisfactiongoesunchallengedhan in the second case.
This analysiggeneraliseso the non-causal sentences like fleensing board' or théathlete'
scenariogbove.In fact,it makes a step towards tfeemalisationof the conceptof credibility of
aconditionalsentenceonce theantecedenaind the consequehavebeenidentified asrelatedto
eachother,theconditionalis all the moreredibleas there arlewer CNC's whosesatisfactionis
guestionableThere are close linkbetweenthis claim and the classiwiew that belief in a
conditionalis measured by trenditionalbelief of the consequent on tlatecedentand it can



be formally demonstratedhat the former is apecificationof thelatter (Politzer & Bourmaud,
2002).

In theexperimentsnentionedabove,there is arinterestingcasewhere the epistemic
implicatureis reinforced.This is the case of tHevanset al.manipulationmentionedearlier: the
speaker of a promise or a threatrrantsthesatisfactiorof CNC's,which he is not in a position
to do wherutteringa tip or awarning. Thedifferenceis onebetweena warrant"to the best of
one'sknowledge“and awarrantof full knowledgethat renders theonditionalmore credible.

Finally George'smanipulation (mentionedearlier) of the level of credibility of the
conditionalis another way ofjuestioningthe satisfactionof CNC's: by asking to asssume the
truth of suchconditionals, participants were invited to dismiss CNC'sacting as possible
objectiondike the painter must be famoushereastressing th@ncertaintyof the statements
a way tainvite them to take sucbbjectionsinto account.

Valid arguments anshonmonotoniceffects. There are other means aaincelling the
implicature and this iswhat gives rise to nonmonotoniceffects towhich we now turn.
Nonmonotoniaeductions defined by thdollowing property: consider a proposition Q that is
deduciblefrom P; Q is notnecessarilydeduciblefrom the conjunctionof P with another
propositionR, contrary to the case of clasdeduction.

Byrne (1989) asked one control grouppafticipantsto solve standard arguments such
as, for MP:

If Mary meets her friend, then sivél go to a play;

Mary meets her friend;

therefore: (a) Mary will go to a play; (b)Mary will not go to a play; (c)Mary may

or may not go to a play.

As iscommonlyobservednearlyeveryparticipantchose option (a). Aexperimentagroup was
asked tosolvethe same argumenisodified by theaddition of a third premise,if Mary has
enough money, then sivél go to a play.The result is thaewer than 40percentin this group
chose option (a) and the others chose option (simflar effect wasobservedwith MT. Notice
thespecialstructure of thergumentithe third(additional)premise was aonditionalthat had a
necessargonditionin its antecedentsince it had the same consequent as the rpegarise, it
containeda necessargonditionfor the consequent of the major premiseféict, a CNC) and
servedas a means aftroducingit in thecontext.The result has beeaplicatedmanytimeswith
rates ofnon-endorsememniaryingfrom one third to twdhirds, depending orsentencdype and
population.

Within the proposedramework theadditionalpremise raises doubt on the assumption
of satisfactiorof a CNC in the mainonditional. This is made possible by using the CNC in the
antecedenbf anotherconditional:in uttering "if Mary has enough money . . " the speaker
implicatesthat she does not knowhetheror not Mary has enougimoney, so cancellingthe
implicaturethataccompanieshe mainconditional. This now haslecreasedredibility and the




conclusion followsvith alevel of credibility inheritedfrom the premises. This is why in an all-
or-none format of responserejority of people choose option (c).

Thisexplanatiorhastestableconsequences. One, gplacingthe additionalconditional
sentencavith a categoricalsentencehat expressedoubt, such asit is not sure that she has
enough moneyit should be possible (i) tsimulate the effect (a decreasein the rate of
endorsementf theconclusion);(ii) and to bring this rate aéndorsemenin fact to zero since
the doubt stems from axplicit statemenand no more from amplicaturethat may noglways
begeneratedThis ispreciselywhatwasobservedPolitzer,in press).Two, whenparticipantsare
given a chanceto evaluatethe conclusion,the proportion who find it doubtful should be about
the same as the proportion who chose optioal{cye;again this isvhatwasobserved.

Anotherconsequencés that it should be possible toanipulatethe credibility of the
major conditional premise byintroducing various degrees ofsatisfactionof the CNC's and
observecorrdateddegrees obeliefin the conclusion. This was tested Bylitzer & Bourmaud
(2002) who usedifferentMT arguments such as:

If somebody touches abjecton display then the alarm is set off;

the alarm was not set off;

thereforenobody touched aobjecton display(to beevaluatedn afive-point  scale
ranging fromcertainlytrue tocertainlyfalse).

This was aontrol;in the threexperimentatonditions,degrees otredibillity in the conditional
weredefined by way of aadditionalpremise thaprovidedinformationon a CNC:

High credibility: there was no problem with the equipment;

Low: there were some problems with the equipment;

Verylow: the equipment wastally out of order.

The coefficients of corrrelation betweenlevel of credibility and belief in the truth of the

conclusion rangetietween.48 and .71 andvere highly significant. This result supports the
proposedheoreticabpproach all the more as the kind of rule used walemit#d to causals but
includedalsomeans-endiemedial,and decision rules.

Nonmonotonocitys highlydifficult to manageby Atrtificial Intelligencesystems because
of the necessity of looking for possild&ceptionsthrough theentire data base. What have
suggested is some kind @versalbof the "burden of the proof” for humaognition: at least for
conditionalg(but this couldyeneralise)ooking for exceptionss itself anexceptionbecause the
conditionalinformationcomeswith animplicit guarante®f normality.

Hypothesis testing

Some people are professiondtlinedto test their hypotheses; they maydogentistsor
practitionerssuch agletectivesmedicaldoctors ortechniciansspecialisedn trouble-shooting.
But how do lay peopleehavevhen theyhaveto put a hypothesis to the test? One of the classic
laboratorytasks used to answer this question was designed by Wason (196@)jtuétien
resembles a game playbdtweenthe experimenterand the participant. The experimenter



chooses a rule eneratesequences of three numbers. The aim of the game fpatth@pantis

to discoverthis rule. In order to do so, thg@rticipantcan use two kinds ahformation. The
main source oinformationis the result of testahich he carries out a®llows: he submits
triples to the expé@nenterwho repliesverytime by 'yes' (the three numbers obey the rule) or
'no’ (they do not). (ii) The second sourceidbrmationis aninitial exampleof a sequence
conforming to the rulprovidedby theexperimenteat the beginning of thgame:this sequence
is 2, 4, 6.When theparticipantthinks he hasliscoveredherule, he stateg; in case he isvrong,
the game magontinuefor anothercycle until the rule stated isorrector the participantgives
up. The rulevhich theexperimentefollows isthree increasing numbeKitegers). It is usually
observedhat themajority of participantsstate at least orniacorrectrule and thatailure is not
uncommon. Morestrikingly, theincorrectrules proposed bparticipantsoften express one of
the salient features of theitial exemplar(2, 4, 6), such asven numbers, increasing by the
sameinterval, or increasing by twand it seemdifficult for them toeliminatesuch hypotheses.
This is especiallyinterestingfrom apragmaticpoint of view because th&iple 2, 4, 6hasvery
salientfeatures;given that it has beespecially selectedand presented as amstanceby the
experimenter participantsare therebyinvited to assume that its features amdevant; but
unluckily for theparticipantthese featuresverdeterminghe rule (the numbers need notdwen,
they need noincreaseby two, etc. in order tdollow the ruleactually used), so that one can
consider that thevhole situationis deceptive As everyteacheknows,it is misleadingto offer an
exampleof a conceptthat is toospecific. This analysis made otmeoreticalgrounds(Politzer,
1986) haseceivedsupport from the results ofracentexperimenperformed by Van der Henst,
Rossi, & Schroyens (2002). In thesxperimentalprocedure,the 2, 4, 6 instancewas not
presented tgarticipantsas resulting from aleliberatechoice made by theexperimenterput
rather as the output of@mputerprogramwhich randomlygeneratednstances of the rule: the
authorsobservedhat the erroneous first solutiodgminishedby onehalf, and that the mean
number of rules proposed as solutiaimminishedby onethird, presumably because tkalient
features are not presumed to retevantif they are the result of aandom, non-intentional
process.

The 2, 4, 6 task is not the onhductivetask thatleservegragmaticscrutinising.One of
the mostextensivelyinvestigatedasks in the psychology eéasoningalso due to Wason and
also designed to study hypothesistingbehaviour,s the four-card problem (aelectiontask)
in which participantsare required tgelecttheinformationthat they think is necessary in order to
testwhethera conditionalrule is true or false. Studies I8perberCara & Girotto (1995) and
Girotto, KemmelmeierSperber &van der Henst (2001) show that the task as understood by the
experimenteiis rather opaque tparticipants.lronically, the comprehensiormechanismsre-
emptanydomain-specifieeasoningnechanismso that the task cannot be considered as one of
reasoning in thetrict sense.

Studies of probabilistic judgment




There is a hugesychologicaliteratureon probabilisticjudgmentthat dates back to the
sixties. The conclusiomhich has beemetainedespeciallyamong philosophers amtonomists,
is that perfamanceis poor and ofterevealsrrationaljudgments.This widely shared opinion is
essentiallydue to the work of Kahneman afdersky (1982 for anoverview). Whether they are
right or wrong is not an issue debatehere;insteadjt can be argued that thelemonstrations
oftenunconvincingoecause in too many cases they grossiylectedhe pragmaticanalysis of
their experimentaparadigms. Two of these tasks, posssibly the most famous ones, the Linda
problem and theawyer-Engineeproblem,will be discussed.

The conjunctionfallacy (the Linda problerm). In &pical versionof the experimental
paradigm participantsare presentedith thefollowing description:

Linda is 31 yearsold, single, outspoken andrery bright; she majoredin
philosophy. As astudent, she was deeplyconcerned with issues of
discrimination and social justice, and also participated in anti-nuclear
demonstrationéTversky& Kahnemanl1982).

They are then asked decidewhich of thefollowing statementss the most probable:
- Lindais a bankeller (B);
- Linda isactivein thefeministmovemen{F);
- Lindais a bankeller andactivein thefeministmovemen{B+F).

Whateverthe response forménultiple choice,rank ordering,etc)over 80 percentjudge
B+F to be more probable thd) in apparentiolation of a fundamentalaxiom of probability
theorywhich requires that thprobability of aconjunctionbe no more probable than that of any
one of its conjuncts. The authors take this resudvaenceor the use of theepresentativeness
heuristic,that is, an assessment of the degreecofrespondencdetweena model and an
outcomebeing afeministbankteller' (B+F) is morerepresentativef thedescriptionbecause it
has one commadeaturewith thedescriptionwhich ‘bankeller’ (B) is lacking. This explanation
is appealingif only because of itsimplicity but it cannot beacceptedbefore apragmatic
analysis of the task has been madiew, from this point ofview, there are two main problems
with the task.

The first problem is that therucial optionshavean obviousanomaly:in comparingtwo
items B vs (B and F), there are twmermissibleconstruals for B in the firsbption, viz. an
inclusiveconstrualB whether or not F)and arexclusiveone thatarries animplicature(B but
not F).

Theclaim that theimplicatureis licensedby thejuxtapositionof the two options was
supported by the results of tf@lowing manipulation(Politzer& Noveck, 1991; see Dulany
and Hilton, 1991 for asimilar approach). Keeping constant a scenario tiegicteda very
brilliant and determinedstudent,two formulations of the options were presented to two
experimentagroups agollows:

The first group hadlearly nested options (and for this reason it was hypothesised that
conjunctionerrors would be less frequent than inigda-typecontrol):



1) DanielenteredViedical School.

2) Daniel dropped out dfledical School for lack ofnterest.

3) Danielgraduatedrom Medical School.
The second group had the same optionswithitthe explicit mentionof theinclusion structure
of the questiongtroducedby and, which was predictedto trigger animplicature attachedto
option one:

1) DanielenteredViedical School.

2) DanielenteredMedical School_andiropped outfor lack ahterest.

3) DanielenteredMedical School_andyraduated.
Indeed, while 77 percentcommitted the error on thd.inda-type control the rate of errors
collapsedto 31 percentfor the first control, but aspredictedit increasedsignificantly to 53
percenfor the second control.

The second problemwith the task iseven more basic; itrevolves around the task
representatior-rom acomputationajpoint of view, Linda's profile is useless: all the necessary
andsufficientlogical informationis givenin the options. Buparticipantsnormally assume the
descriptionto berelevantand oneobviousway to satisfy this is to consider the task as a test of
one'ssociologicalor psychologicalskills and thedescriptionas a source oinhformation that
providesa themetogetherwith the necessargvidencefor or against the answer to a question
(the possibility that Linda is afeminist): the and-not interpretationof option (B) is then
constrained.

This point isimportantin relation with the between-subjectask. In thisvariant of the
task,only onestatemenis presentedB to one group, anB+F to theother,and participantsare
asked tcestimatethe probability of the statementAs B+F is rated as more probable thBn
manyinvestigatordiavebeenconvincedn favourof therepresentativenesbeory. Butwhat this
demonstrates only thaparticipantsareenclinedto try to render théescriptionrelevantto the
guestion asked: theilentify the kind of activity which provides greater relevanceto the
descriptionof the characterand like when one has tmaginewhat could be the best end of a
story, it does ndtaveto be the most probabdgent- rather,it generallyis not.

The base ratallacy (the Lawyer-Engineeproblem). In thigparadigm participarts are
told that a panel of psychologists hastten personalitydescriptions of 30 engineers and 70
lawyers(theassociategroportionsgprovidewhatis calledthe base rates). A descriptionthat is
assumed thavebeen chosen at random and tt@hcides with the stereotypeof anengineeris
presentedone group oparticipantds asked t@stimateheprobabilitythat the person described
is anengineer;another group is asked to do the same based orethesedbase rates: 70
engineers and 30awyers. Provided some technical assomptions aresatisfied, standard
probabilitytheory requires that trestimategivenby the first group should dewer than that of
the second group. The first study reported Twersky and Kahneman (1973) showed no
difference,hence thevidely held belief that'peopleare insensitiveto the baseates';however,
more recentstudieshave shown that people do take base rates auoount,although "not




optimally or evenconsistently”(Koehler,1996). Tversky & Kahneman'sxplanaion for their
results is again based on thepresentativeheuristic: people would base thejudgment
exclusivelyon theextentto which the descriptionfits the stereotypeThis explanationis again
problematidoecause it does not take imtccounthe @rticipantsrepresentatiof the task. In a
recentseries okexperimentgPolitzer & Macchi,in press) it was hypothesised that peojdes
the task as a requestdrploita psychologicaldescriptionthat is assumed to belevant.If that

is the case,the neglect of base rates should belative and could be suppressed in an
experimental condition where no psychological description is provided but instead the
psychologicalcharacterisatioms providedin a singlestatemento theeffect that the person's
descriptionis typical of anengineerin this way, the outcomeis available (in order to let the
representativeneseeuristicoperatejf at all) but thedetailsare missing in order to suppress the
interpretatiorof the task as one ektractionof a psychologicalprofile from such data. In being
told that thedescriptionis typical, theseparticipantgeceivea near answer to tlggiestion which
makes it lackrelevance;consequentlythey reinterpretthe question as a request for an
unconditionedorobaility, which enables them to render both #tatemenbdf typicality and the
base raténformationrelevantand tofulfill thetask,so that most of them shougive the base
rate as their response. Thisvkatwasobserved85 percentused the base ragsclusivelywhile
the rate of its use in a control group waspgrcent).lt seemshereforethat theparadigmcould

be betterdescribed as showing that peopévedifficulty in combininginformation from two
sources, the base rates and itfteviduating information, and that they focus on the one that
maximisesrelevancePrevious research has shown that whenpyehologicaldescriptionis
uninformative (that is, completely non diagnostic between the engineer and the lawyer
stereotypes}they rely entirely on the base rates.

Class inclusion and categorisation

Classinclusion in _children. One of the most thoroughlinvestigatedparadigms in
developmentgbsychology during the period that goes from the sixties teitidies,andwhich
nowadays isstill subject todebateis class-inclusion,initially createdby Piaget (Piaget &
Szeminskal941; Piaget &nhelder,1959). In atypical experimentthe child is presentedith
the picture of five daisies and threwilips, and thenasked,"Are there more daisies or more
flowers ?" The rate aihatis considered theorrectresponse, "moréowers"”, reaches the 50%
valueonly around 8 or 9 years of age. This highly robust resytuizling given the well-
documentedorecocity in the acquisitionof lexical hierarchies. Wewill consider in turn the
interpretatiorof theinterrogativesentencend theepresentationf the task.

First, the microanalysisindicatesthat therelation of hyperonymy-hyponymyetween
flower andtulip/daisylicenses the use @ibwerto refer toeitherall the flowers or a subclass of
them.Indeed,it can bedemonstratedhat in theexperimentalsetting, flower is indeterminate
betweenaninclusivesense (all the flowers) and amclusivesense (tulip). This was done as




follows. Two groups of 6- and 7-year-attildrenwere presentedvith the picture. The control
group was just asked (i) to first point to tit@vers, (ii) and then to the daisies; aontrastthe
experimentagroup was asked the same questions inmdhersedorder. Whereas in the control
group 90% of thechildren asked to point to the flowers pointed to all tl@vers, in the
experimentalgroup half of thechildren pointed to_all the flowers and the other half pointed to
the tulips. Thiglemonstratethatflowerapparentlyhadbecomecompletelyindeterminaten the
contextof daisy Half of thechildrendecidedthatflower must refer to the flowers that are not
daisies presumably because the waaby had just been used; the other lvadfe not able or
notwilling to make this decision.

Consequentlythe standardalass-inclusionquestion is ambiguous because teeeme
flower canreceiveeither its inclusive/hyperonymor its exclusive/hyponyminterpretation. It
follows that manyhildrenmaycomparehe daisiesvith the tulips(which is well documented),

a comparison that is naobtendedby the experimenterthough semanticallypermitted, and
pragmaticallyjustifiableunder onagepresentatioof the task as w&ill see shortly.

If this explanationis correct, it should be possible teenhance performance by
disambiguatingthe question. This was done in anothlexperimentthat used a double
disambiguationprocedureFirstly, 5- to 8-year-oldchildren were requested to "point to the
flowers™" and then to "point to the daisies” (as ingheviousexperiment).Secondly theywere
asked amnodified class-inclusiomguestion inwhich all three termsappeared:'Are there more
tulips, or moredaisies,or moreflowers?" The 5-year-oldseachedthe 50% rate of success
(control:6%) and the 7- and 8-year-oldgre very close to the 100% rafeontrol: 30%). Two
otherexperimentshowed that eactlisambiguatingprocedure iseffective separatelybut less
than incombination.In brief, the disambiguationof the question hasevealedthat children
acquireinclusionthree to four yearsarlierthanpreviouslyclaimed.

But still a major question remains to #eswered:Why dochildrenchange their response
to the standard question when they are about 8 or 9 years old? The answer is that the younger
choose thexclusiveinterpretationof flowers (tulips) and the older thimclusive interpretation
(all the flowers). Butagain, why ? This question leads us to theacroanalysisand the
representatiorof the task. So long as the chdttributesto the experimenteran interestin
knowingwhetherhe can count (one of the greahievementgluring that period) theelevant
comparison isetweenthe tulips and the daisies (this responsékiedy to produce the more
cognitiveeffects:youwill know that I know how to count). But when the child has progressed
enough in thedevelopmentof metacognitiveskills such aslogical necessity (Cormier &
Dagenais,1983; Miller, Custer & Nassau, 2000) armlvarenessof semantic ambiguities
(Gombert,1990) he caattribue to theexperimenteaninterestin theseabilities,and therelevant
comparison shifts t@womparingall the flowers and thelaisies,which yields the"correct”
response. Irief, this overviewof an oldparadigmin the study oflogical developmenshows
once again that theerbal materialand thespeaker/experimenterhearer/participantelationship
must bepragmaticallyscrutinized.




Categorisationmathematicahierarchies. Althoughthe approach taken hassfocused on
laboratorytasks, the analysis that has been proposed caitbetfy some sources difficulty
in learningmathematicatonceptsmorespecificallythe applicationof the foregoing analysis of
theinclusionquestion tdexical hierarchiegevealsa tensionbetweenthe use that is made of
them by the lay person/student on one hand ansttbetist/teachesn the other hand.

We noticed earlier that the standardlass-inclusionquestion is ambiguous because the
lexical unit flower can receive either its inclusive/hyperonym interpretition or its
exclusive/hyponyminterpretation. This case isreminiscentof markedness: opting for the
inclusiverather than thexclusive meaningamounts to opting for an unmarked rather than a
markedinterpretation.This is at the basis of riddles such"¥¢hat animal barks but is not a
dog?" the solution ofvhichis blocked ifdogis interpretedas unmarked butansparentf dog
is interpretedas contrastingwith bitch. (This ambiguityis sometimegeferred to agrivative).
Now, as far asmathematicalhierarchiesare concerned,the speaker's freedom to use an
ambiguougexical unit is constrainedy the register of theommunicationin dailylife, it seems
that thetemson suchhierarchiesareessentiallyusedexclusively;for instance squarecontrasts
with rectangle,(which in turn contrastswvith parallellogram, etc.), which means that for a
"naive" person no square isractangle.On thecontrary,in the mathematical’ocabulary items
on the samaierarchyare usednclusively: a square is apecialrectangle(which in turn is a
special parallellogram,etc.); hencetechnically all squares areectangles.Similarly, for the
laymanintegers are nalecimalnumbers althougmathematicallythey are. Inbrief, whenever
two items are comparedthe subset-to-setlationsgeneratedby the folk hierarchy and the
mathematicahierarchyarelogical contraries(note 1). It follows that a&rucial difficulty in the
learningof theseclassificationslies in the student'sapability to shift appropriatelyfrom his
familiar classificationto thetechnicalone (Politzer,1991). Thecognitive difficulty is illustrated
in Figures 1a and which show bothhierarchiedor elementarygeometry.

[Insert Figures 1a and 1b about here]

Conclusion

From amethodologicalpoint of view, the experimentaltudy of thinking is among the
mostdifficult in cognitive psychology to carry out. This is the amlaerethe representatioof
the taskinterfereshe moswith the thought process undgudy,to such arextentthat the task
may bedevoid of validity if no precautionis taken. It has been argued tipaécautionary
measures shouidcludetwo kinds of analysis. One, that has bealfedmacroanalysisaims to
determine the task representation,that is the participant/student'sattributions to the
experimenter/teacheabout thelatter's expectationsregarding the former'«knowledge or
performanceThis is based on treontentof eachtask, taking intoaccountthe specificity of the
relationshipbetweerexperimenter/teach@andpartiapant/studentvhich createsa specialelement
of pretense in theicommunication.The other, that has beenralled microanalysis,takes into



accounthe result of the first and aims determinethe disambiguationsteferentialassignments
andimplicatureswhich theparticipant/studentvorks out on the way to his finadterpretationof
the premises, questions, problem statementand the like. When such analyses yield
interpretationghat are atariancewith theexperimenter'sitended meaning is possible towrite

up analternative formulation or to design armalternative task whosevalidity is no more
questionablend tocompareperformancen this new taslith theinitial one. In thepast,many
unwarrantedconclusionshave been drawn fronparticipants'seemingly poor performancein
terms of humarnrrationality. The experimentalmethod that compareisitial and modified
materialson the basis giragmaticheory plays a@rucialrole to redress thealance.
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Footnote



1. Onemight argue that this phenomenon is bupaaticularcase of scalagphenomenonby
whichthe use ofectangle on the scalenplicatesnot squarea higheritem on the scale (Horn,
1972). However,while it is easy tamagineor observein daily life utteranceghatexhibit literal
meaningon variousscalegquantifiersmodalsfrequencyterms,etc.) it seemdebatablahat this
happensvith mathematicatlassifications. Whetherrectangle can refer to a square in a non
mathematicatontextis an open question that could &esweredcempirically. In the absence of
evidenceo thecontrary,it is assumed that there is fexical unit in ordinary English to refer to
the set of figures that conjoins the squares andetttanglesThat it is so isunderstandablan
daily life, it is the exclusive contrast that is useful; theiclusive contrast has only a
metacognitivertheoreticainterestwhichjustifiesits scholar use.
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