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Abstract

Background: Time-course microarray experiments can produce useful data which can help in understanding the
underlying dynamics of the system. Clustering is an important stage in microarray data analysis where the data is
grouped together according to certain characteristics. The majority of clustering techniques are based on distance
or visual similarity measures which may not be suitable for clustering of temporal microarray data where the
sequential nature of time is important. We present a Granger causality based technique to cluster temporal
microarray gene expression data, which measures the interdependence between two time-series by statistically
testing if one time-series can be used for forecasting the other time-series or not.

Results: A gene-association matrix is constructed by testing temporal relationships between pairs of genes using
the Granger causality test. The association matrix is further analyzed using a graph-theoretic technique to detect
highly connected components representing interesting biological modules. We test our approach on synthesized
datasets and real biological datasets obtained for Arabidopsis thaliana. We show the effectiveness of our approach
by analyzing the results using the existing biological literature. We also report interesting structural properties of
the association network commonly desired in any biological system.

Conclusions: Our experiments on synthesized and real microarray datasets show that our approach produces
encouraging results. The method is simple in implementation and is statistically traceable at each step. The
method can produce sets of functionally related genes which can be further used for reverse-engineering of gene
circuits.

Background
Microarrays allow simultaneous measurement of thou-
sands of genes in a short span of time. This approach
provides abundant opportunities for scientists to detect
and experimentally validate the hypothesis that the data
might be generating. Microarray experiments have tradi-
tionally focused on measurement of gene expressions at
a single time point and are increasingly being applied to
measure expression-levels across multiple time points.
Such time-course measurements can help in gaining
insights into the dynamics of gene interactions [1-3].
The computational analysis of temporal microarray data
requires three distinct stages to be performed before
some meaningful hypothesis from data can be derived.
The first stage is the normalization stage where data is
cleaned from the effects of unwanted experimental

biases [4,5]. The second stage requires the grouping of
data based on certain features which helps in reduction
of data dimensions. The third and final stage is the
inference of relationship between various genes of inter-
est and understanding the functioning of smaller subsys-
tems which comprise together to make a bigger system.
Though these three stages have an ordered sequence of
execution, the computational methods applied at these
stages need not be dependent on each other. The nor-
malization method solely relies on the experimental
design of the microarray experiment [5,6]. The cluster-
ing step can be performed using point-based, model-
based or feature based grouping of data [7] depending
on the hypothesis adopted by the practitioner. The final
stage of relationship inference between genes is
restricted to the sets of selected genes which can be stu-
died as a system of bivariate or multivariate causal inter-
actions. Keeping in mind, the final goal of microarray
data analysis being identification of interactions between
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genes at the third level, the quest for this goal should
ideally start when the data is being grouped together at
the clustering stage. One of the ultimate goals of all
gene clustering algorithms is to discover the underlying
gene pathways representing the biological processes.
Genes that are lying in the same pathway are often acti-
vated or depressed simultaneously or sequentially upon
receiving stimuli. The biological signal is typically trans-
mitted through intermediate gene interactions due to
physical or chemical activities. The simultaneous or
sequential activation, or depression, is delineated by the
underlying network connection patterns. In this paper,
we present a novel approach for clustering of temporal
microarray data based on the notion of temporal inter-
action between the genes. The temporal recording of
gene expressions provides an excellent opportunity to
view the gene profiles with respect to time and helps in
understanding the underlying causal processes driving
the behavior of the genes and the system in turn. Like
any dynamical system, in a system with a temporal
expression profile, time plays a crucial role in the way
the system behaves. The primary hypothesis behind the
approach presented in this paper is: the observed effect
on any gene is due to some cause propagated over time.
The observed expression of a gene could be due to the
effect of other genes present in the system which may
be activating or inhibiting the gene under observation
with different time-lags. In other words, we perceive the
system as a set of interacting entities, where each entity
is a stochastic process and the interactions between them
are temporal activities taking place between a pair of
processes.
A system with such behavior is a widely accepted con-

cept in Economics and Neuroscience. Granger [8] pro-
posed a method to evaluate the influence of one time
series on the other time series. Granger causality has
recently been introduced in bioinformatics [9-12] to
reverse-engineer gene circuits from microarray data. We
will utilize Granger causality in conjunction with a
graph-theoretic method to build an association matrix
for the genes and detect the functional modules present
in the data. A functional module can be defined as a
separate substructure of a network having a group of
genes or their products that are related by physical or
genetic interactions. In graph-theoretic sense, a func-
tional module can be represented by highly connected
regions in a network, where the functions are predicted
using connections in a graph based on the assumption
that genes which lie close to one another are more likely
to have similar functions or constitute gene complexes
[13,14]. We will also analyze that how the association
network obtained by us has certain architectural proper-
ties desired from biological networks [15] which distin-
guishes it from a randomly generated network.

Related Work
There are many clustering techniques proposed for clus-
tering of gene expression data. However, majority of
these techniques do not take into account the sequential
nature of time series data, and thus are inappropriate
for clustering such datasets. The earlier proposed
approaches can broadly be divided into three categories.

1. Point-wise distance based methods - group genes
by minimizing an objective function based on a
distance measure computed between gene pairs.
The distance measure could be Euclidean dis-
tance, mutual information, correlation or its
respective variants [16], etc. The point-wise meth-
ods can be further classified into two classes: (a)
partitioning, and (b) hierarchical. Among parti-
tioning methods, k-means [17] and self-organizing
maps (SOM) [18] are widely used approaches.
Hierarchical methods on the other hand create a
hierarchy of relative distances and place multino-
mial points along a one-dimensional axis based
on the relative distance between points. A typical
representation of results obtained from hierarchy
based methods is in the form of a dendrogram
[19]. Point-wise distance based approaches are the
most widely used clustering techniques for gene
expression data due to their computational and
conceptual simplicity. These methods are also
popular due to their implementation in the large
number of software packages designed for analysis
of gene expression data. Some biological case stu-
dies using point-wise methods for clustering gene
expression data can be found in [20-22].

2. Feature based clustering methods - aim at detecting
salient features and local or global shape characteris-
tics of the expression profiles. As opposed to a dis-
tance based similarity measure, looking for general
shape among the gene profiles can uncover more
intricate relationships, such as time shifts and inver-
sion in expression profiles. Ji and Tan [23] proposed
a time-lagged based cluster identification technique
which relies on the directional change of profiles
across consecutive time points. Edge detection
method by Chen et al. [24] sums the number of
edges of two gene expression curves where edges
have the same direction within a time lag to gener-
ate a score. Directional changes were also used to
compute the slope of expression values in Event
method by Kwon et al. [25] to cluster the gene pro-
files. Some of the feature based clustering methods
transform the raw expression data to symbols which
are further analyzed to detect similarity between
profiles [26,27]. Dominant Spectral Component
Method by Yeung et al. [28] decomposes temporal
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expression sequences into spectral components
using the autoregressive modeling technique to
measure gene-gene relationship to form clusters.
Graph-theoretic approaches studying the nature,
properties, structure of the graph where the genes
represent the nodes and the arcs representing asso-
ciation between genes also come under feature
based clustering methods. Graph spectral clustering
[29] and minimal spanning tree methods [30,31] are
other well-known feature based clustering methods.

3. Model based clustering methods - shift the simi-
larity emphasis from the data to the unknown
model that describes the data. Such methods are
based on statistical mixture models which
assume that data is generated by a finite mixture
of underlying probability distributions, with each
component corresponding to a distinct cluster
[32-35]. Model based clustering relies on the
fundamental assumption that the observed
expression profiles are clustered in functional
space based on their characteristics. The focus of
this approach is in functional decomposition of
data, rather than the decomposition of raw data.
The computational approach in model based
clustering methods is based on maximizing the
likelihood of data points. Expectation-maximiza-
tion (EM) is a popular model based clustering
approach to estimate unknown parameters
(mean and standard deviation in case of Gaus-
sian distribution) of underlying probability distri-
bution for each cluster in order to maximize the
likelihood of the observed expression profiles
[36]. Based on similar lines as EM algorithm,
Schliep et al. [37,38] suggested gene clustering
based on a mixture of Hidden Markov Model
(HMM). Along the similar thoughts that a time-
course gene dataset is a set of time series gener-
ated by stochastic processes, Ramoni et al. [39]
suggested the use of autoregressive representa-
tion for each stochastic process defining a clus-
ter. This method relies on regression and groups
together genes whose dynamics can be expressed
with roughly the same auto-regressive equation.
Bar-Joseph et al. [40] presented a clustering algo-
rithm that uses splines to cluster the continuous
representation of time series expression data. In
some cases, prior knowledge has been used to fit
the models to the expression profiles. For exam-
ple, Zhao et al. [41] and Lu et al. [42] have used
sinusoids to identify yeast genes with cyclic
behaviour. Moller-Levet et al. [43] presented a
method based on a predefined comprehensive
set of profiles to cluster genes according to their
match with respective profiles.

The method proposed in this paper for clustering of
temporal gene expression data takes advantage of the
essential behaviour of the Granger causality test, which
determines if one time-series is useful in forecasting the
other time-series or not. The network obtained after
applying the Granger causality test is representative of the
association between gene-pairs which pass the test. In
order to detect the potential functionally related genes, we
use a graph theoretical technique to detect dense regions
in the association network. Our approach shows that the
detection of dense regions in association with Granger
causality test plays an equally important role in the pro-
posed clustering technique. The method is tested using
both synthetic as well as real datasets obtained to monitor
senescence in Arabidopsis Thaliana. To the best of our
knowledge, this is a new approach in clustering of tem-
poral gene-expression data which can be used for auto-
mated grouping of interesting genes from a large dataset.

Results and Discussion
Experiments with Synthetic Datasets
We test our method on three sets of synthetic multivari-
ate datasets. Each set represents a collection of stochas-
tic processes in the form of time-series. We construct
each set in such a way that the processes belonging to
the set are interdependent, whereas the sets themselves
are disjoint from each other.
Dataset 1:
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In the above datasets, �i ~ N(0,1) represents the
uncorrelated random error associated with each process.
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In Dataset 1, x1 is the driving force for x2, x3 and x4
with time lags 2,3 and 2 respectively. x4 further drives
x5 and they both share a feedback loop. Similarly, in
Dataset 2, x1 drives x2 with time lag 3 and x2 in turn
drives x3. x1 and x3 both together drive x4. Similarly, in
Dataset 3, we have x1 driving x2. x2 drives x3 with lag 2
and x3 in turn drives x4. The process x5 is driven by x2
and x4 with time lag 2 and 1 respectively. In the end, x6
receives the drives from x1, x5 and x3 with time lags 2,1
and 3 respectively.
The datasets are disjoint from each other due to dif-

ferent sources of initiation. The datasets show different
arrangements of connections between the processes
which include feedback loops, low and high coefficients
of drive between processes, multiple processes together
driving a single process and all the processes interacting
with other processes on a different time lag.
We apply the Granger causality to infer the interactions

between different entities in each dataset. The Granger
causality test was implemented in Matlab and the source
code is available on request from the first author. The
standard critical value of a = 0.05 was chosen for the F-
test to accept or reject the hypothesis. The causal
hypothesis H0 was tested for each pair of processes
denoted by (X, Y) in both ways i.e, X causing Y, and Y
causing X. Since we are only interested in the presence of

interaction between (X, Y), we ignore the directionality of
causal influence and quantify the association between the
pair with the higher of causality value obtained from
both directions. If there is no causal relationship between
the pair, the association between X and Y is quantified as
zero. The networks obtained after computing the Gran-
ger causality and weighing the edges for all the synthetic
datasets are shown in Figures 1, 2 and 3. The true edges
according to the equations describing the datasets are
plotted with solid bold lines, whereas the extra detected
edges are plotted with thin dashed lines.
We see in Figure 1 for (Dataset 1) that node 1 con-

nects to nodes 2,3 and 4. Nodes 4 and 5 are also con-
nected in the inferred network structure. The equations
describing the Dataset 1 reflect these facts. One of the
extra link present is the interaction of node 2 with node
3 showing the fact that nodes 2 and 3 are both driven
by node 1. They exhibit an interaction according to the
F-test criteria but their strength is very low compared to
other interactions. Since node 1 is also a driving force
for node 4, so according to the previous argument,
nodes 2 and 3 are also found to drive node 4. Node 4
and node 5 share a feedback loop, thus an interaction
between them exists. There is a similar situation with
nodes 1,2 and 3 interacting with node 5 due to node 1
being the common driving force behind nodes 2 and 3.

Figure 1 Inferred network for Dataset 1. The network structure inferred after applying Granger causality test on the synthetic dataset 1.
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The connections are simpler and more sparse in the
case of Figure 2 for Dataset 2 where there is an extra
edge not described by the system of equations is present
in the inferred network. Similarly in the network
obtained for Dataset 3, the influence of node 1 on nodes
3 and 5 can be attributed to the fact that the influence
is propagating through node 2 which is directly regulat-
ing nodes 3 and 5. The influence of node 2 on 6 is due
to node 2 being the driving force for node 3 which in
turn is directly influencing node 6. In the similar fash-
ion, the dashed line between nodes 4 and 6 can be
explained due to node 4 driving node 5 which in turn is
driving node 6.
Having analyzed the individual datasets, we further

investigate what happens when all the three datasets
are put together to form a bigger system of processes
and the pairwise interaction between the processes are
computed. We create a system of 15 entities where the
first 5 entities represented the processes in Dataset 1,
the entities from 6 to 9 represented the processes from

Dataset 2, and the last 6 entities represented the pro-
cesses in Dataset 3. We then test for Granger causality
for all possible pairs of processes (total 210 directional
edges for a complete network with 15 nodes) in the
system. We plot the interaction strength between the
processes in Figure 4 where the x and y axes represent
the 15 × 15 matrix of processes in the system. The
interaction strengths between the processes are shown
on the z-axis. We can clearly see three different island-
like structures in the graph where entities 1 to 5 inter-
act within themselves, 6 to 9 within themselves and 10
to 15 within themselves. The plot clearly shows that
there is no cross talk between the entities across differ-
ent sets even though they are present within the same
system.

Experiments with Real Datasets: Material
We test our method on real biological dataset obtained
from in-house microarray experiment designed to mea-
sure gene-expression level of around 31,000 genes for

Figure 2 Inferred network for Dataset 2. The network structure inferred after applying Granger causality test on the synthetic dataset 2.
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Arabidopsis thaliana plant [44]. This section summarizes
the experimental details at different stages to obtain the
data.
Plant growth and leaf material acquisition
Arabidopsis (COL-0) was grown in a controlled environ-
ment at 20°C, 70% relative humidity, 250 μmol m-2s-1
light intensity, 16 h day length. Leaf 7 was tagged on
emergence and biological replicates were harvested both
the morning and evening (7 h and 14 h into light per-
iod) at 2 day intervals until fully senescent. This resulted
in 22 time point samples from before full expansion to
senescent.
RNA isolation and probe preparation
RNA was isolated from 4 individual leaves as separate bio-
logical replicates using the Triazol method (Invitrogen)
followed by RNeasy column purification (Qiagen). RNA
was amplified using a MessageAmp II (Ambion) and then
labeled with Cy3 or Cy5 using reverse transcriptase
(SuperScript II, Invitrogen). Each amplified RNA sample
was labeled twice with Cy3 and twice with Cy5 giving 4
technical replicates for each leaf sample. Two Cy3 and C5
labelled samples (in 25% formamide, 5× SSC, 0.1% SDS
and 0.5 mg ml-1 yeast tRNA) were mixed in different
combinations for hybridization to microarray slides.

Microarray analysis
Microarrays (CATMA) carrying 31,000 Arabidopsis gene
probes (constructed in house as described in [44]) were
hybridized with labeled samples at 42°C overnight. Slides
were washed and then scanned using an Affymetrix 428
array scanner at 532 nm (Cy3) and 635 nm (Cy5).
Scanned data were quantified using Imagene version 7
software (BioDiscovery, http://www.biodiscovery.com/).
Individual text files quantifying the output for Cy3 and

Cy5 were used in the further data analysis.

Experiments with Real Datasets: Small Example
After testing our method on the synthesized datasets, we
test our method on the Arabidopsis data discussed
above. We test our method on two samples of different
sizes of the same dataset. We first test our method on a
smaller sample of 85 genes belonging to three different
categories of biological processes. This smaller sample
helps us mimic the scenario shown by our synthetic
model. The primary advantages of choosing the smaller
dataset is that it helps us in minimizing the search
space for ontological validation of clusters by mining
on-line repositories which may not be complete for all
the genes. Later, we apply our technique on a larger

Figure 3 Inferred network for Dataset 3. The network structure inferred after applying Granger causality test on the synthetic dataset 3.
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dataset of 1800 genes and study the clusters obtained
and the general structural properties of the network.
For the smaller dataset, we selected 85 genes belong-

ing to three different categories of biological processes
according to the Gene Ontology (GO) database [45].
The selected genes include genes which participate in
maintaining the circadian rhythm of the plant, genes
which are responsible for aging and the genes involved
in plant death. We use the gene ontology (GO) inter-
face provided at the Arabidopsis repository at TAIR
http://www.arabidopsis.org/index.jsp to find the names
of the genes which are experimentally confirmed to
perform above mentioned biological functions. It
should be noted that this interface does not provide
any p-value associated with the GO terms for the
selected genes. This selection should be considered
just as a weak indication of a gene performing the
mentioned biological function. While verifying the
results, we use another gene annotation tool (BinGO)
[46] which provides the statistical significance for the
biological functions for the genes. We selected the
time-series data for those genes from our microarray
dataset described earlier. Some of the selected genes
had at profiles, i.e. the temporal expressions of the
genes did not show much fluctuation across time.
Such genes were filtered out using the 2s technique
and discarded. We finally had a set of 30 genes

responsible for circadian rhythm, 34 genes involved in
the aging process and 21 genes participating in the cell
death, total leading to a set of 85 genes. Figure 5
shows the profiles of the selected genes.
The temporal profiles of genes were adjusted by taking

the first difference of successive time points to obtain
the stationary behavior. We then applied the causality
test to all the pairs of genes in the system. A complete
network with 85 genes has total links equal to 2 ×
� 85

2










�
= 7140. In the second stage, for each 2 pair of

node (X, Y), we selected the maximum of the causality
values for directions X ® Y and Y ® X and assigned
that value as the weight for the edge between X and Y.
To further simplify the network, we applied a threshold
corresponding to 0.975 quantile of all the edge value to
select the dominant edges in the network. The final net-
work is presented in Figure 6. The network is arranged
in a degree sorted layout.
The vertices with higher degree are bigger in size. The

size of a vertex is decided according to the total degree
associated with it. The biological relevance of the degree
distribution of nodes in a biological network is discussed
later in the paper.
To find the modules in the network, we applied the

graph-theoretic approach discussed in the Methods

Figure 4 Simulation results with Dataset 1, 2 and 3 integrated into one system. The association graph obtained after applying the Granger
causality test on the combined dataset is represented in form of a association matrix. We can see three distinct island like modules in the graph,
each module representing a dataset.
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section. The approach detects densely connected regions
in the network. Dense regions are the maximally con-
nected sub-components in the graph and may be repre-
sentative of the complexes in the context of biological
networks. The graph-theoretic analysis gives us 4 sub-
graphs presented in Figure 7. These subgraphs are
obtained by setting the k-core value = 2 and the results
are presented after trimming the nodes with single
degree.
To verify our hypothesis that these subgraphs repre-

sent functional modules, we use the functional informa-
tion stored in the Gene Ontology (GO) database using
the BinGO tool. Table 1 summarizes the information
obtained for all the subgraphs. The first column in the
table represents the GO-ID of the functional category
stated in the Functional Description column. The genes
in the table are grouped together to show the GO cate-
gory they belong to, along with their statistical over-

representations in columns 2 and 3. The p-values in col-
umn 2 are computed by the Hypergeometric Test which
is exact and equivalent to an exact Fisher test. To
reduce the False Discovery Rates (FDR), a multiple test-
ing correction (Benjamini and Hochberg’s FDR correc-
tion [47]) is applied and reported in column 3. The
Functional Description column lists the biological func-
tions the corresponding genes are associated with. The
‘Known/Total’ column represents the ratio of genes
known to perform a certain biological function in the
GO database with respect to the total number of genes
having a reference in GO. We can see that the number
of known genes in GO are less than the total number of
genes submitted. This is due to the fact that the func-
tional annotation of Arabidopsis genomes is incomplete
and a particular type of annotation for a gene may dif-
fer. We may find a gene that has GO classification and
no functional summary text, while other genes have

Figure 5 Temporal profiles of genes selected for smaller dataset for Arabidopsis. The temporal profiles of the genes selected to constitute
the smaller Arabidopsis dataset is shown. A) Genes annotated for circadian activity B) Genes annotated for death and C) Gene annotated for
Ageing.
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functional summary text and no GO classification, while
others have no classification whatsoever.
The subgraph in Figure 7(a) is composed of 8 genes

(AT5G02810, AT1G68830, AT1G63260, AT2G46830,
AT5G65970, AT5G15850, AT1G67070, AT2G25930). 6
out of the 8 genes are known in the GO database. No
annotations could be obtained for the remaining 2 genes
(AT5G65970 and AT1G67070). 4 out of the 6 known
genes are clearly known as the genes participating in the
circadian rhythm process. AT5G15850 is known to be

associated with the regulation of flower development
which is related to the circadian rhythm of the Arabi-
dopsis plant. Gene AT1G63260 is wrongly classified as
it is known to participate in the aging process. Similarly,
in the second network (Figure 7(b)), there are 13 genes
in all(AT1G09530, AT4G14400, AT2G19450,
AT2G02990, AT5G51810, AT5G20250, AT3G16770,
AT2G29350, AT3G45290, AT1G55490, AT1G61560,
AT2G34690, AT5G03280). 8 of the genes have entries
in GO and no annotation could be found for the

Figure 6 Degree sorted network structure. The association graph obtained after applying Granger causality test is displayed in a degree
sorted manner.
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remaining 5 genes (AT1G09530, AT5G51810,
AT5G20250, AT3G45290 and AT3G16770). 5 out of
the 8 known genes are involved with the biological pro-
cess of defense, immune response and cell death.
AT2G19450 and AT2G02990 are known for ‘response
to stress’(GO process ID - 9651). Gene AT2G29350 is
classified for ‘aging’ and is the odd member in the net-
work. The third network shown in Figure 7(c) has 10
genes (AT2G44110, AT5G61380, AT4G08920,
AT5G57360, AT2G46790, AT5G60100, AT1G79230,
AT3G46640, AT5G57810, AT1G22770) with 7 of them
known in the GO database and 3 (AT3G46640,
AT1G79230, AT2G44110) are without any annotation. 5
out of the 7 annotated genes are known to participate in
rhythmic activity. Gene AT5G60100 is known for regu-
lation of circadian rhythm (GO process ID - 42752).
Gene AT5G57810 is known for ‘aging’ and is wrongly
put in this network. The last subnetwork shown in Fig-
ure 7(d) is composed of 8 genes (AT4G23410,

AT5G14930, AT3G44880, AT4G30270, AT2G17480,
AT2G21045, AT2G19580, AT3G12090). 6 out of the 8
genes are known in the GO database. All the 6 genes
are known to participate in aging process of the plant.
No annotations were found for genes AT2G17480 and
AT4G30270.

Experiments with Real Datasets: Bigger Example
We next applied our method on a larger dataset of 1800
genes selected according to their frequency profiles (also
discussed in [48]). We ranked the genes according to
their power spectrum in frequency domain by taking a
Fast Fourier Transformation of the data, and chose the
top 1800 genes for analysis with our method. We con-
structed an association network for all the pairs of genes
using the test for causality to detect the edges in the
network. We applied a threshold corresponding to 0.99
percentile of all the edge values to select the most domi-
nant edges in the network for further analysis. We

Figure 7 Extracted subgraphs indicating potential modules of interest in the smaller dataset. The biological functions performed by
modules in respective figures are A.) Circadian rhythm B.) Immune and Defense response C.) Circadian rhythm and D.) Aging. The GO
annotations for the genes can be seen in Table 1.
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applied the dense region finding method on the network
using different combinations of k-core score which
resulted in a number of different clusters. We present
some of the clusters we found in Figures 8, 9, 10, 11,
12, 13 and 14. The GO descriptions of selected genes in
the shown clusters is summarized in Table 2. The table
reports the information in the same manner as it did in
case of the smaller sized data sample.
Simple network statistics
We computed certain network statistics to confirm that
our network is not a randomly generated network and
has the properties desired in a biological network. A
total of 1353 nodes were present in the network after
filtering out weaker edges. The total number of edges
present in the network was 21,214 which is around 1.1%
of the total possible directed edges in the network,
which is an indication of sparseness, a common charac-
teristics of biological networks [49]. There is one con-
nected component in the network indicating strong
connectivity. The mean shortest path length is 2.6
which means that most genes are close to each other
and the network diameter representing the maximum
distance between two connected nodes is 6. Both the
phenomenon have been described as small world prop-
erties of real networks [50]. We also compute and
report the following widely used topological properties
for our network.
Node degree distribution
We calculated the degree distribution p(k) of the genes,
measuring the probability that a given gene interacts

with k other genes. Barabasi and Albert [49] used the
node degree distribution to distinguish between the
topologies of random and scale-free networks. Our net-
work shows a power-law like distribution on log scale as
shown in Figure 15(a). The plot shows that there are
few nodes with large number of neighbors and they
dominate the connectivity in the network. Also, the tail
of power-law distribution on normal scale indicates that
highly connected vertices have a large degree of occur-
ring. Such networks exhibit preferential connectivity
indicating that a new node will link to established nodes
which are well connected, resulting in a structure where
few hubs hold together numerous small nodes.
Shared neighbor distribution
Figure 15(b) shows the shared neighbor distribution for
the network. P(i, j) is the number of partners shared
between nodes i and j, that is, nodes that are neighbors
of both i and j. The shared neighbors distribution gives
the number of node pairs (i, j) with P(i, j) = k for k =
1,2, 3.... The distribution again shows a power law like
distribution indicating the presence of motifs with large
numbers of connected components in the network.
Closeness centrality
Closeness centrality is a measure of how fast informa-
tion flows from a given node to other reachable nodes
in the network. Closeness centrality (C) of a network
with n nodes is computed as the reciprocal of the aver-
age shortest path length is computed as follows: C(n) =

1
mean L i j( ( , ) where L(i, j) is the length of the shortest

path between two nodes i and j. Figure 15(c) plots the

Table 1 Gene ontology details for the networks shown in Figure 7

GO-ID p-value corr p-
value

Known/
Total

Functional
Description

Gene Names

Figure 7(A)

48511 1.3744E-11 4.1921E-10 4/6 Rhythmic process AT5G02810, AT2G46830, AT1G68830, AT2G25930

7623 1.3744E-11 4.1921E-10 4/6 Circadian rhythm AT5G02810, AT2G46830, AT1G68830, AT2G25930

Figure 7(B)

9814 4.5406E-11 7.6281E-9 5/8 Defense response AT1G55490, AT2G34690, AT5G03280, AT1G61560, AT4G14400

45087 2.5439E-10 2.1369E-8 5/8 Innate immune
response

AT1G55490, AT2G34690, AT5G03280, AT1G61560, AT4G14400

6955 3.8828E-10 2.1743E-8 5/8 Immune response AT1G55490, AT2G34690, AT5G03280, AT1G61560, AT4G14400

2376 5.7329E-10 2.4078E-8 5/8 Immune system
process

AT1G55490, AT2G34690, AT5G03280, AT1G61560, AT4G14400

8219 3.9627E-9 1.1096E-7 4/8 Cell death AT1G55490, AT2G34690, AT5G03280, AT4G14400

16265 3.9627E-9 1.1096E-7 4/8 Death AT1G55490, AT2G34690, AT5G03280, AT4G14400

Figure 7(C)

7623 1.6563E-14 9.8551E-13 5/7 Circadian rhythm AT5G57360, AT2G46790, AT1G22770, AT5G61380, AT4G08920

48511 1.6563E-14 9.8551E-13 5/7 Rhythmic process AT5G57360, AT2G46790, AT1G22770, AT5G61380, AT4G08920

Figure 7(D)

16280 3.0760E-13 1.4149E-11 5/6 Aging AT3G12090, AT4G23410, AT5G14930, AT2G19580, AT2G21045

32502 1.1218E-8 2.5802E-7 6/6 Developmental process AT3G12090, AT4G23410, AT3G44880, AT5G14930, AT2G19580,
AT2G21045
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closeness centrality of all the nodes against number of
neighbors. The isolated nodes have their closeness cen-
trality equal to 0. An increasing trend of closeness cen-
trality in our network further indicates strong
connectivity and ability to form hubs.
Topological coefficient
Another characteristics of interaction networks can be
captured by calculating the topological coefficients
[51,52]. The topological coefficient, TC(k), is a relative
measure for the extent to which a gene in the network
shares interaction partners with other genes. Also the
topological coefficient as shown in Figure 15(d)
decreases with the number of links (close to 1

k
),

demonstrating that, relatively, in our network, hubs do
not have more common neighbors than genes with
fewer links. This indicates that genes with many links
are not artificially clustered together. Moreover, it con-
firms the presence of modular structures in the network
organization.

Comparison With Respect to Other Existing Methods
In order to have a comparison of our proposed method
with some existing methods, we use the synthetic

datasets and the smaller Arabidopsis dataset of 85 genes
discussed in the earlier sections. We apply two widely
used techniques to establish association between the
pairs of genes in the dataset. The association between
genes are measured using a) the Pearson correlation
coefficient and b) the Euclidean distance. First, we com-
puted the correlation coefficients and the Euclidean dis-
tances for the node pairs in the synthetic datasets. The
results are presented in Table 3 and 4 respectively. We
can see in Table 3 that most of the correlation coeffi-
cients for the datasets are very low in magnitude. For
Dataset 1, only the links between Node 2 and Node 3,
Node 2 and Node 4, and Node 3 and Node 4 have high-
est magnitude close to 0.75, the rest of the links show
very weak correlation. Similarly, in Dataset 2, only the
links between Node 2 and Node 4 exhibit higher corre-
lation of 0.6 compared to the correlation shown by
other node pairs in the dataset. In Dataset 3, we have
no pair of node showing any significant correlation. The
analysis of synthetic datasets using Euclidean distance is
presented in Table 4. It can be seen from the values in
Table 4 that the Euclidean distance measure fails to give
any clear indication of association between nodes in any

Figure 8 Extracted subgraph indicating potential module of interest in the bigger dataset - Set 1. The genes belonging to Response to
stress category are highlighted in yellow. The GO annotations of the highlighted genes are presented in Table 2.
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dataset. Our method of Granger causality test produced
much superior results compared to these methods as we
saw in the Results and Discussion section. We then
extend our comparison to the smaller Arabidopsis data-
set of 85 genes.
The small size and the knowledge about the function-

ality of genes are the main advantages of using the smal-
ler dataset for Arabidopsis. The small size of dataset also
allows us to present the results in an easy-to-view gra-
phical format. The genes in the dataset were arranged in
an ordered fashion before computing the association
between them, i.e., the first 30 in the dataset of 85 genes
preformed circadian rhythm related activity, the next 34
genes were associated with aging, and the last 21 genes
participated in cell death. Figure 16 and Figure 17 pre-
sent the graphical representation of the association
matrices obtained for the gene pairs using correlation
coefficient and Euclidean distance respectively. Each cell
in an association matrix is filled with a color based on
the quantitative entry in that cell. The mapping of col-
ors with the magnitudes of cells is displayed by the
color-bars in the figures. We can see that the color cod-
ing starts from blue (for low magnitude of association)
to red (for high magnitude of association). The strongly
associated gene pairs are represented by shades of red in

their respective cells. The diagonal entries of both the
association matrices are drawn in dark red, indicating
maximum degree of association between self-to-self pair.
The association matrices are symmetric, thus, the
inspection of only the lower diagonal entries should suf-
fice in detection of strongly associated gene pairs.
In an ideal scenario, where the genes performing simi-

lar activity group together, we expect three distinct
regions in Figures 16 and 17. The lower diagonal blocks
from cell 1 to 30, cell 31 to 64, and cell 65 to 85 should
indicate a high degree of intra-block association, each
block should be colored in different shades of red
according to the color-magnitude mapping shown in the
color-bars. But, this is not the case in the figures
obtained by us where we can see no clear blocks in the
figures. The lack of any block-wise patterns in the color
coded cells of association matrices indicate the absence
of strong associative information between genes based
on the measures discussed above. This is the first indi-
cation that the measures like correlation and euclidean
distance may not be suitable for our dataset.
To investigate further, we applied a threshold to keep

the strongest edges in the graphs obtained from the
association matrices. The criteria to choose the thresh-
old for selecting the strong edges in the graphs was

Figure 9 Extracted subgraph indicating potential module of interest in the bigger dataset - Set 2. The genes belonging to Cytoplasmic
part category are highlighted in yellow. The GO annotations of the highlighted genes are presented in Table 2.
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Figure 10 Extracted subgraph indicating potential module of interest in the bigger dataset - Set 3. The genes belonging to Response to
stimulus category are highlighted in yellow. The GO annotations of the highlighted genes are presented in Table 2.

Figure 11 Extracted subgraph indicating potential module of interest in the bigger dataset - Set 4. The genes belonging to Response to
abiotic stimulus category are highlighted in yellow. The GO annotations of the highlighted genes are presented in Table 2.
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same as the one used before in case of smaller Arabi-
dopsis dataset. The filtered graphs were analyzed using
the graph-theoretic technique with the similar settings
as used before. The correlation based associative graph
resulted in two subgraphs shown in Figure 18, whereas
the euclidean distance based graph did not yield any
subgraph at all. The gene ontology analysis of the two
subgraphs shown in Figure 18 is presented in Table 5.
We can see that in Network 1, three out of total six
genes belonged to rhythmic process related activity,

whereas, in Network 2, five out of total of twelve genes
belonged to aging process. These networks and their
related biological relevances are much inferior compared
to the subgraphs obtained in section using our techni-
que, where we obtained 4 distinct subgraphs with dis-
tinct biological functions and better gene ontology
results.
We have used a fresh and distinct approach to clus-

ter temporal microarray gene expression data. One of
the key questions that we have tried to address using

Figure 12 Extracted subgraph indicating potential module of interest in the bigger dataset - Set 5. The genes belonging to Catalytic
activity category are highlighted in yellow. The GO annotations of the highlighted genes are presented in Table 2.
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this method is that how some variables are useful for
forecasting others. The proposed method facilitates a
way to study such forecasting relationships between
two variables. In other words, we are asking if a vari-
able X can predict another variable Y. Equivalently, we
can say if X is exogenous in time-series sense with
respect to Y or not. Yet a third expression meaning
the same thing is, if X is linearly informative about
future Y. The basic idea behind this method is, if an
event X causes another event Y, then X should precede
Y in time. This is why our illustrative models are
based on time, and within that time frame the lags like
t - 1, t - 2, ... etc. denote the temporal association
within the processes.
While discussing widely used pairwise association

methods for clustering, like any form of correlation or

distance based methods, the time is static. In these
methods, the time does not play any role. The core of
these methods rely on association rather than predic-
tion. So if we re-order the sequence of observations for
any pair of variables (X, Y), the association measure
between them does not change. As for example, let the
original observation be X = {xt-1, xt-2, xt-3} and Y = {yt-1,
yt-2, yt-3}. The Association measure using correlation/
distance for (X, Y) = C. After reordering of the observa-
tions, let X’ = {xt-3, xt-1, xt-2} and Y’ = {yt-3, yt-1, yt-2}.
The new association measure using correlation/distance
for (X’, Y’) = C’ where C = C’. Hence, this assumption is
not suitable for dynamical systems. This is the reason
why the usual pairwise association methods can give us
less reliable results than the ones by our method. And
hence a comparison between the two methods will not

Figure 13 Extracted subgraph indicating potential module of interest in the bigger dataset - Set 6. The genes belonging to Response to
stress category are highlighted in yellow. The GO annotations of the highlighted genes are presented in Table 2.
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be fair. There has been some work in model based clus-
tering methods based on Bayesian statistics where the
dynamics of profiles (modeled as regressive processes)
have been used to create clusters [39,53]. Such methods
are different from our approach as, first, our approach is
based on the frequentist approach rather than the Baye-
sian approach, and second, the essence of our approach
lies in detecting the causal association between genes.
Another important aspect to consider is the choice of
time lag in our method which is decided using the AIC
criteria. The lag value is not fixed, but is chosen itera-
tively for each individual pair (X, Y) according to what
describes the variables best.
We have demonstrated the performance of the

method using various artificial datasets and examples
from real biological datasets. It is easy to see that the
pair-wise association based techniques, like distance or
correlation based measures, would not work as desired,
when we are investigating a system where the interac-
tion with respect to time is an important concept.

Conclusions
Clustering helps in reducing the data dimensions by
grouping genes with similar profiles or similar function-
alities. In this paper, we proposed a clustering method
to group functionally related genes in a temporal micro-
array dataset. Our method exploits the temporal interde-
pendence between genes. The interdependence was
determined using the test of Granger causality between
two time series. The method is simple in its implemen-
tation, and testable at every stage. We analyze the asso-
ciation graph using a graph-theoretic method to detect
the dense regions in the graph. These dense regions
could be indicators of potential biological complexes
and motifs. The graph-theoretic approach helps us in
detecting the functionally interesting regions in a large
network derived by the Granger causality test. We test
our approach using a set of artificial datasets and two
datasets of different sizes belonging to the Arabidopsis
experiment. The functional similarity between genes

Figure 14 Extracted subgraph indicating potential module of interest in the bigger dataset - Set 7. The genes belonging to Cell part
category are highlighted in yellow. The GO annotations of the highlighted genes are presented in Table 2.
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belonging to detected clusters was verified using the
publicly available gene ontology database. We further
analyzed the structural properties of the association net-
work obtained for the larger of the two datasets for Ara-
bidopsis. We show using different network
characteristics that the computed association network is
not a random network in its structure, and has the
properties expected in a real biological network.
There are few considerations which should be taken

into account while applying this approach. The data
must be cleaned properly using appropriate normaliza-
tion method to remove unwanted experimental biases.
For any time-series based statistical method, it is impor-
tant that the data has been collected at intervals which
capture the natural changes in the system. Selection of
correct lag order using an information based criteria is
also important as the test of Granger causality is
strongly dependent on that decision. Due to the small
number of time points in our dataset, we have used lin-
ear form of Granger causality to establish relationship
between genes in our model. It should be noted that

Granger causality test is not restricted to only linear
models, and it can be readily extended to include non-
linear terms in case we observe any non-linear behavior
in the data. Some examples of non-linear extension if
Granger causality can be found in the publication by
Ancona et al. [54] and Marinazzo et al. [55]. Most
important of all, the experimental design should be able
to support the hypothesis of the practitioner. Further
care should be taken while discovering directional cau-
sal links using Granger causality [9,10]. It should be
noted that multivariate approaches instead of pair-wise
to detect interactions between genes can give better
result while re-engineering a causal network structure
from data [11,48,56,57]. In this paper, our effort was
not to detect a causal network structure from gene
data, but to find a suitable association matrix based on
interactions between them. Once the interesting mod-
ules have been found, different reverse engineering
methods like Bayesian networks, Structural equations
etc. can be applied to infer causal networks from
selected genes of interest.

Table 2 GO annotations for the highlighted genes shown in Figures 8-14

GO-ID p-value corr p-
value

Known/
Total

Functional
Description

Gene Names

Figure 8

6950 5.1715E-13 5.6542E-11 18/38 Response to
stress

AT3G08730, AT5G27600, AT4G33030, AT1G53670, AT2G37220, AT4G34710,
AT4G31550, AT5G54810, AT4G09650, AT4G29040, AT5G24770, AT2G14610,
AT3G51780, AT3G53990, AT4G04020, AT1G16880, AT5G25610, AT5G02500

Figure 9

44444 3.5066E-4 2.0147E-2 7/11 Cytoplasmic part AT5G42020, AT3G62030, AT1G27450, AT4G37910, AT2G45030, AT5G50950,
AT1G69370

Figure 10

51869 5.5701E-12 2.3450E-9 20/41 Response to
stimulus

AT5G20850, AT5G55120, AT3G08720, AT4G37680, AT5G26870, AT1G33560,
AT2G47180, AT2G05520, AT1G48030, AT4G01060, AT5G37780, AT1G63840,
AT2G14580, AT1G58220, AT3G26790, AT3G54320, AT5G10450, AT1G74310,
AT5G45340, AT5G40350

Figure 11

9628 1.1048E-5 1.3147E-3 4/7 Response to
abiotic stimulus

AT5G52310, AT3G17020, AT5G67030, AT5G63890

Figure 12

3824 9.0400E-4 4.2857E-2 10/15 Catalytic activity AT2G17420, AT3G15020, AT5G04590, AT3G13235, AT1G23190, AT3G53160,
AT3G48090, AT4G23600, AT4G08790, AT1G51680

Figure 13

6950 7.0271E-10 6.6055E-8 14/37 Response to
stress

AT5G20230, AT5G61900, AT4G16845, AT3G22370, AT2G04030, AT1G55490,
AT3G11820, AT4G12400, AT4G34990, AT4G23100, AT4G20260, AT3G49910,
AT5G09810, AT5G05410

Figure 14

44464 2.6470E-3 1.8771E-2 25/36 Cell part AT4G27670, AT5G59220, AT4G25100, AT3G58810, AT4G14630, AT3G53620,
AT5G11520, AT3G27300, AT1G42970, AT5G43280, AT4G27430, AT1G49300,
AT2G39460, AT2G37040, AT3G01480, AT5G24550, AT1G72140, AT5G62790,
AT1G25540, AT1G02860, AT4G38970, AT2G43130, AT3G52960, AT3G01220,
AT2G43750
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Methods
Inference of Causal Association
In accordance to general equilibrium theory, econo-
mists assume that everything depends on everything
else; and hence, the notion of causal relationship
between different time-series arises. The idea of causal-
ity is related to the idea of succession in time and that
the cause always precedes the effect. Consider two pro-
cesses X and Y. If Y is causal to X, the current and
lagged values of Y should contain information that can
be used to improve the forecast of X, rather than con-
sidering only the past and present values of X alone.
Granger [8] proposed the definition of causality, widely
known as Granger-causality in the literature to exam-
ine whether the forecast of future values of X can be
improved if along with X’s own values - the current
and past values of Y are also taken into account.
Another reason why lagged values are considered for
corresponding variables is to avoid spurious regres-
sions between dependent and explanatory variables
[58]. The inclusion of past values of both variables
implies that the time-series are filtered. With respect
to the causal relationship between two time-series,

only the corresponding innovations matter [59]. We
assume that our time-series is stationary in nature. Let
It be the total information present at time t. It contains

two time series X and Y. Let Xt be the set of all cur-

rent and past values of Xt i.e. Xt = {xt, xt-1, ...} and

similarly Yt = {yt, yt-1, ...}. Let s2(.) be the variance of

the corresponding forecast error. Granger’s definition
of causality between X and Y included three scenarios.

1. Granger Causality: Y is Granger causal to X if and
only if the future values of X can be predicted
better i.e with a lower variance, if the current and
past values of Y are used.

 2
1

2
1( | ) ( | )x I x I Yt t t t t  

2. Instantaneous Granger Causality: Y is instanta-
neously Granger causal to X if and only if the
application of an optimal linear function leads to
the better prediction of future value of X, xt+1 if

Figure 15 Structural properties of association network obtained for bigger dataset. A) A power-law like distribution obtained for the node
degree distribution. B) A distribution of number of partners shared between a pair of nodes C) Closeness centrality of all the nodes D) Plot for
topological coefficient.
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the future value of Y, yt+1 is used in addition to
the current and past values of Y.

 2
1 1

2
1( | , ) ( | )x I y x It t t t t  

3. Feedback: The feedback between X and Y exists if
X is causal to Y and Y is causal to X.

Feedback is only defined for the case of simple causal
relations because the direction of instantaneous causality
cannot be determined without additional information or
assumption.
The bidirectional Granger causality can be tested in

the context of linear regressive models. For a pairwise
interaction between two variables, we use autoregressive
specification of a bivariate vector autoregression.
Assume a particular autoregressive lag length p, and we
can estimate the following unrestricted equation by
ordinary least squares (OLS):

X X Y ut i t i

i

p

i t i t

i

p

  





  
1 1

(1)

where Xt is the is the prediction of the X at time t
based on its own past values as well as the past values
of Y, ai and bi are the weighting factors, and ut is the
prediction error(residual) with a variance that measures
the strength of the prediction error. If all the weighting

factors bi in Equation (1) are equal to zero then we can
conclude that Y does not contribute towards the predic-
tion of X, but in the case of any bi being not equal to
zero, we will say that the past values of Y are contribut-
ing towards the prediction of the current X. Therefore
we can have two hypotheses as follows -

Null Hypothesis H i p i0 1 2 3 0: { , , , , },    (2)

Alternate Hypothesis H i p i1 1 2 3 0: { , , , , },    (3)

We can conduct a F-test of the hypotheses by estimat-
ing the following equation using Ordinary Least Squares

X Xt i t i t

i

p

 

 ε

1

(4)

where �t is the prediction error or residual.
Let RSS1 and RSS0 be the sum of squared residuals of

Equation (1) and (4), respectively, i.e.

RSS ut

t p

T

1
2

1


 
 ˆ (5)

RSS t

t p

T

0
2

1


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Table 3 The correlation matrix for synthetic datasets 1, 2 and 3.

Dataset 1

Node 1 2 3 4 5

1 1.0000 0.2613 -0.2309 -0.2500 0.0871

2 0.2613 1.0000 -0.7114 -0.7515 0.1351

3 -0.2309 -0.7114 1.0000 0.7654 -0.1283

4 -0.2500 -0.7515 0.7654 1.0000 -0.3125

5 0.0871 0.1351 -0.1283 -0.3125 1.0000

Dataset 2

Node 1 2 3 4

1 1.0000 -0.0944 0.0621 -0.1088

2 -0.0944 1.0000 -0.0940 0.6040

3 0.0621 -0.0940 1.0000 0.0024

4 -0.1088 0.6040 0.0024 1.0000

Dataset 3

Node 1 2 3 4 5 6

1 1.0000 0.1872 0.0449 0.0329 0.1118 0.1531

2 0.1872 1.0000 0.1105 0.0292 0.0748 0.3101

3 0.0449 0.1105 1.0000 -0.0001 0.2516 0.0665

4 0.0329 0.0292 -0.0001 1.0000 0.0821 0.2282

5 0.1118 0.0748 0.2516 0.0821 1.0000 0.0907

6 0.1531 0.3101 0.0665 0.2282 0.0907 1.0000
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and

S
RSS RSS p

RSS T p
Fp T p1 2 1

0 1
1 2 1

 
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( )/
/( )

~ , (7)

If the test statistic S is greater than the specified criti-
cal value specified critical value, we reject the null
hypothesis that Y does not Granger-cause X.
The results are strongly dependent on the number of

lags of explanatory variables. To find a suitable lag value

in Equations (1) and (4) we use Akaike Information Cri-
teria(AIC, [60]). Any value p which minimizes the AIC
value is chosen as the lag order.

AIC p log
m p
n

( ) (| |) 2
2 2

 (8)

where s is the estimated noise covariance, m is the
dimension of the stochastic process and n is the length
of the data window used to estimate the model.

Figure 16 Correlation matrix for smaller Arabidopsis dataset. The association matrix obtained using Pearson correlation for the smaller
Arabidopsis dataset is shown. The strengths of interactions between genes are quantified according to the color-map presented in the figure.

Table 4 The Euclidean distance matrix for synthetic datasets 1, 2 and 3.

Dataset 1

Node 1 2 3 4 5

1 0 50.6180 60.5454 66.3305 53.7858

2 50.6180 0 49.0080 57.3540 35.0406

3 60.5454 49.0080 0 21.1572 36.9004

4 66.3305 57.3540 21.1572 0 46.7355

5 53.7858 35.0406 36.9004 46.7355 0

Dataset 2

Node 1 2 3 4

1 0 57.2707 49.4072 54.0319

2 57.2707 0 35.4161 23.3695

3 49.4072 35.4161 0 28.6682

4 54.0319 23.3695 28.6682 0

Dataset 3

Node 1 2 3 4 5 6

1 0 32.1456 32.0493 31.7813 33.2172 34.6842

2 32.1456 0 25.0916 25.6146 28.3732 27.0407

3 32.0493 25.0916 0 21.9953 22.6557 28.4800

4 31.7813 25.6146 21.9953 0 24.4613 25.7756

5 33.2172 28.3732 22.6557 24.4613 0 30.6190

6 34.6842 27.0407 28.4800 25.7756 30.6190 0
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We will use the test of Granger causality to establish
association between gene pairs in our interaction net-
work. If the test for causality passes in any direction,
either from X ® Y or from Y ® X, we add an edge in
the network. We are not interested in the direction of
the edge and the association network is not directional
at all.

Detection of Dense Regions in Association Graph
Even though most of the biological networks are sparse
in their connectivity, the complexity of connections
increases with the increasing number of nodes. A net-
work of interacting entities can be readily modeled as
a graph where the entities are represented by nodes
and the associations between them as edges. It is often
argued [61,62] that graph theoretic approaches can
help analyze large interacting networks to find clusters
(highly dense regions) in a network. Clusters in a
gene-gene interaction network are often biological
complexes or part of biochemical pathways [63]. Algo-
rithms for finding clusters or highly dense regions are
an ongoing topic of research and are often based on
network flow theory [64] or spectral clustering [29].
We use a clustering method proposed by Bader and
Hogue [65] to detect the dense regions in the associa-
tion network obtained by our Granger causality based
method. The method weighs all the vertices based on

their local network density to detect dense regions in
the graph. The decision to use this algorithm to ana-
lyze our association matrix was based on two reasons:
a) this is one of the earliest methods to use a cluster-
ing algorithm to identify molecular complexes in a bio-
logical network, and hence is widely known, and, b) it
has a publicly available software plug-in for a widely
used network analysis platform called Cytoscape [61].
Thus, the method and its implementation are both
widely used and tested. It should be noted that appli-
cation of other clustering methods to detect dense
regions can produce different clusters and some may
have better performances but these are not tested here.
The functioning of the method by Bader and Hogue

can be understood in the following way. Given a graph
G = (V, E), where V and E being the sets of vertices and
edges respectively, the density of a graph is based on the
connectivity level and is defined as DG = |E|/|Emax|,
where Emax is the total number of all possible edges in a
complete graph G.
The vertex weighting in the graph starts by weighing

all the vertices based on their local network density
using the highest k-core of the vertex neighborhood. A
k-core is a graph of minimal degree, ∀v Î V and the
degree of v ≥ k. The highest k-core of a graph is the
central and most densely connected subgraph. The high-
est k-core component gives us the highest k-core level,

Figure 17 Distance matrix for smaller Arabidopsis dataset. The association matrix obtained using Euclidean distance for the smaller
Arabidopsis dataset is shown. The strengths of interactions between genes are quantified according to the color-map presented in the figure.
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Figure 18 Subgraphs obtained by using correlation as a measure of association in the smaller Arabidopsis dataset. Two subgraphs of
potential interest were detected when correlation coefficient was used to establish association between genes in the smaller Arabidopsis
dataset. The GO annotation of recognised genes are presented in Table 5.
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kmax in the vertex neighborhood. The final weight of the
vertex is the product of kmax and the density of the cor-
responding highest k-core component.
This type of weighting amplifies the weighting of

heavily connected graph regions while removing the less
connected graph regions which are present in
abundance.
Once the vertex weighting is done, the algorithm

seeds a subgraph(complex) with highest weighted vertex
and moves outwards to include vertices in the neighbor-
hood whose weight is greater than a given threshold.
The algorithm propagates through the included neigh-
bors and recursively checks the subsequent nodes. The
process stops when no more nodes can be added to the
complex and is repeated for the next highest unseen
weighted vertex in the network.
In the post-processing stage, the complexes which do

not contain at least 2-core (graph with minimum
degree 2) are filtered out. Finally, all the complexes in
the network are scored and ranked. The complex score
for a given subgraph GC = (Vc, Ec) is defined as the
product of the density of the subgraph and the number
of vertices (Dc × |Vc|). Other scoring schemes are also
possible but are not tested in the original algorithm.
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