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Abstract—Radio waves traversing the Earth’s ionosphere suffer
from Faraday rotation with noticeable effects on measurements
from lower frequency space-based radars, but these effects can be
easily corrected given estimates of the Faraday rotation angle, i.e.,
2. Several methods to derive 2 from polarimetric measurements
are known, but they are affected by system distortions (crosstalk
and channel imbalance) and noise. A first-order analysis for the
most robust Faraday rotation estimator leads to a differentiable
expression for the bias in the estimate of 2 in terms of the
amplitudes and phases of the distortion terms and the covariance
properties of the target. The analysis applies equally to L-band
and P-band. We derive conditions on the amplitudes and phases of
the distortion terms that yield the maximum bias and a compact
expression for its value for the important case where (2 = 0. Exact
simulations confirm the accuracy of the first-order analysis and
verify its predictions. Conditions on the distortion amplitudes that
yield a given maximum bias are derived numerically, and the
maximum bias is shown to be insensitive to the amplitude of the
channel imbalance terms. These results are important not just for
correcting polarimetric data but also for assessing the accuracy of
the estimates of the total electron content derived from Faraday
rotation.

Index Terms—Calibration, Faraday rotation, ionospheric struc-
ture, radar imaging, radar polarimetry.

I. INTRODUCTION

HE presence of the geomagnetic field causes radio waves

traversing the Earth’s ionospheric plasma to suffer from
Faraday rotation, which rotates the plane of polarization of the
propagating wave through an angle given by [1, p. 343]

_ e3 B cos
- 8m2egm?ec  f

TEC sec (1)

where e is the electron charge, m is the mass of the electron,
€ is the permittivity of free space, B is the geomagnetic field
intensity, fo is the radio frequency, 1) is the angle between the
radar beam and the geomagnetic field, TEC is the (vertical) total
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electron content (TEC), and 6 is the angle of the ray to the verti-
cal. Studies at L-band (wavelength ~24 cm) have presented the
likely variations of {2 under latitude, season, and solar activity
variations [2], and they have shown that €2 can take values up
to +£20° for the large values of the TEC encountered under
solar maximum conditions [3]. These calculations can be easily
converted to the P-band case (wavelength ~70 cm) since the
Faraday rotation scales as wavelength squared [see (1)]; hence
it is an order of magnitude greater at P-band than at L-band.
If left uncorrected, this would seriously distort the polarimetric
measurements to be gathered by the European Space Agency
P-band BIOMASS mission [4].

The correction of the Faraday rotation simply involves coun-
terrotating the data once {2 has been measured, which has
prompted the development of several algorithms to estimate 2
from polarimetric SAR data [5]-[8]. These estimates are also
of interest in their own right since (1) indicates that they allow
the TEC to be measured. The sensitivity of the BIOMASS
signal to the Faraday rotation will thus enable ionospheric struc-
ture and dynamics to be routinely monitored along the satellite’s
dawn—dusk orbit, which cuts across such important ionospheric
features as the midlatitude trough and the auroral oval [9].
Furthermore, proposed methods for correcting scintillation ef-
fects in SAR images require accurate estimates of the Faraday
rotation [10], [11].

Faraday rotation transfers energy between polarizations and
needs to be corrected to better than 5° in order to avoid sig-
nificant errors in derived geophysical parameters, such as the
woody biomass [2], [3]. Meyer and Nicoll [12] suggested a
more stringent requirement of 1.2° for accurate applications
of polarimetry over a general set of ground cover types. How-
ever, three factors affect the accuracy of Faraday rotation esti-
mates as follows.

1) Different estimators give different levels of accuracy de-
pending on the type of distortion. For the published es-
timators, the best overall performance against a range of
metrics (see [13] and [14]) is given by the Bickel and Bates
algorithm [5]. In this paper, we therefore exclusively deal
with this algorithm.

2) All published algorithms rely on estimating covariance
terms for distributed targets; thus, they are subject to
the statistical properties of such estimates [15]. However,
it is not easy to relate this knowledge to the statistics
of Faraday rotation measurements, and simulations are
usually required to explore this issue.
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3) Faraday rotation estimates are disturbed by unknown
or imperfectly known system distortions. These include
crosstalk (caused by undesired coupling between polar-
izations on both transmit and receive), channel imbalance
(which describes the system-induced deviations of the
amplitude ratio from unity and the phase difference from
zero for the orthogonal polarizations used by the system
on both transmit and receive), and noise.

This paper is concerned with the third of these factors and
aims to disentangle the complex interaction between system
distortions and Faraday rotation. Earlier studies have made
partial progress with this problem but were largely based on
simulation and made various simplifying assumptions, such as
that all crosstalk components were equal or that the crosstalk
was reciprocal [6], [8], [16], [17]. Here, instead, we provide an
algebraic first-order analysis that illuminates the relative impor-
tance of crosstalk, channel imbalance, and noise in degrading
the estimates of the Faraday rotation, and that makes clear the
role of both the phases and amplitudes of the distortion terms
in controlling the bias in these estimates.

Section II takes the system model in [6] as a basis for
the analysis and gives the key expressions for polarimetric
measurements that have been either calibrated using imper-
fectly known values of crosstalk and channel imbalance or
are left uncalibrated; the underlying details are set out in a
companion paper [18]. In Section III, we use these expressions
to derive a compact differentiable formula for the bias in the
estimated Faraday rotation given the phases and amplitudes of
the distortion terms. The bias is shown to depend on particular
combinations of the crosstalk and channel imbalance terms and
on the covariance properties of the scene. We then exploit this
formula to find the conditions under which the maximum bias
occurs. In the general case, this leads to equations that do not
have simple analytic solutions, but they can be readily solved
when the true value of the Faraday rotation is zero. This case
is important since the analysis applies not only to P-band but
also to L-band, where the Faraday rotation is much smaller;
thus, the bias could become significant relative to the mean
value of the Faraday rotation. In addition, in order to minimize
ionospheric effects, BIOMASS calibration is best performed
near the geomagnetic equator where the Faraday rotation is
small, but account must still be taken of its deviation from zero.
It is also shown in Section V-B that, if the channel imbalance is
negligible, the largest biases occur when the Faraday rotation is
small.

To test the predictions from the analysis, an exact simulation
scheme is also developed, as described in Section IV. This not
only confirms the predictions of the analysis but also allows us
to derive the statistical properties of the estimation errors as the
system distortion and noise vary, as illustrated in Section V.
Conclusions are given in Section VL.

II. FIRST-ORDER ANALYSIS OF SYSTEM EFFECTS

The measured scattering matrix, i.e., M, with Faraday rota-
tion and system errors (channel imbalance, crosstalk, and noise)
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is given in [6] as
_ | Mpn My
M= |:th Mvv:l
w1 62| [ cosQ sinQ] [Sun Sen
_ jo
=A(r,0)e [51 fj {— sin 2 COSQ] [Shv va}
cosQ) sinQ| [1 I3 Nin Non ?)
—sinQ cosQ| |ds fo Npy Nyy

where Syy, Shy, Svh, and Sy, are the components of the true
scattering matrix, €2 is the Faraday rotation angle, f; and fs
are the channel imbalance terms, d;, ¢ = 1-4, are the crosstalk
terms, and Ny, are the noise terms. Note that notations Spq
and M, indicate the scattering into channel q from a received
signal in channel p, whereas several studies use the opposite
(e.g., see [12]).
Equation (2) can be written as

M = A(r,0)e’*GFS + N (3)
where
[ 1 (52 (54 5254
0 fi 616a fila
G = 4
d3 0203 fo fado (42)
16165 f1d3  [f201  fife
[ 2 s —es —s?
—cs & s —cs
F= cs  s* P cs (4b)
|—s* s —es P

Here, the measured and true scattering vectors are M =
[Mhh7 th; Mvh7 Mvv]T and S = [Shh7 ShV7 Svha SVV]T’ re-
spectively, N = [Nuh, Ny, Non, Nyy]? is an additive noise
vector, ¢ = cos {2, and s = sin (). This paper does not deal
with absolute calibration; thus, in the following, we omit the
scalar term, i.e., A(r,0)e’?. In addition, we will write f; as
fi = 1+ g;, where ¢; is expected to be small; this assumes that
the channel imbalance has been corrected for any significant
nonzero mean phase, which is a standard step before level-1A
processing, but there might be a small residual unknown phase
offset.

If the system matrix, i.e., G, is known, the system distortion
can be removed by multiplying (3) by G~! to give

G 'M=FS+GIN. (5)

However, in practice, G and its inverse will not be exactly
known either because the radar is engineered well enough that
correction for the system distortion is considered unnecessary
or because G has been estimated to yield a matrix G. Methods
to derive G using instrumented calibration sites (which nor-
mally require the effects of the Faraday rotation to be accounted
for) are described in [17] and [19]-[23], but for positions close
enough to the magnetic equator, the Faraday rotation can be
neglected, and methods based on either instrumented sites or
distributed targets can be used [24]-[26].
A more realistic form of (5) is therefore

G M =G 'GFS + G IN. (6)
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This also covers the case where no correction is applied, in
which case G is replaced by the identity matrix. It is shown
in [18] that to first order (6) can be written as

M =G M =FS + (E; + E;)FS + N/ (7)

where N/ = G’lN, and E; and E, are matrices only contain-
ing crosstalk and channel imbalance terms as follows:

0 A& As 0

B o_ |[A0 00 A

L= 1A8; 0 0 Ad

| 0 As; A& 0

0 0 0 0

|0 Aep 0 0

E2=10 o Aey 0
0 0 0 Aep+ Aey

Here, Ad; = 6; — Si, and Aeg; = ¢; — &;, where Si and &; are
the estimates of d; and e;, respectively, if calibration is per-
formed, or they are zero if not. If the data are uncalibrated, AJ;
and Ag; should be replaced by 6§, and ¢, respectively, in these
and all subsequent expressions.

The terms on the right-hand side of (7) can be expanded as

C2Shh — S2va
—CS (Shh + va) + Shv
CcS (Shh + va) + Shv
—52Shn + 2 Syy

FS = (8a)

E,FS = : (8b)

E,FS = (8c)

(A{:‘l =+ A€2)[FS]4

where [F'S]; denotes the ith component in the 4 x 1 vector F'S.

III. EFFECT OF DISTORTION UNCERTAINTIES ON
ESTIMATES OF FARADAY ROTATION

Here, we analyze the accuracy with which the Faraday rota-
tion can be estimated using the algorithm in [5] under the first-
order approximations in (7) and (8). When the system distortion
and noise are neglected, we can set

A =My, + Myy = (Shn + Syy) cos 29 (9a)
B =My, — Mpy = (Shn + Syv) sin 2Q. (9b)
Defining
Zy =A + jB = (Spn + Syv)e¥? (10a)
Zy =A — jB = (Spn + Syv)e 9 (10b)
an estimator for (2 is given by [5]
O= iarg (2.23). (11a)
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More generally, since the covariance term in (11a) is subject
to large statistical fluctuations, a good estimate of {2 requires
taking the expected value, which is denoted by (), so that

A~ 1

Q= Zarg(ZlZej). (11b)
In practice, this is approximated by averaging over many pixels
(or looks), and somewhat imprecisely, we use the same notation
for the average.

When the system distortion and noise are present, the expres-
sions in (9) become modified to

A=A+ AA=(Spn+Syy) cos 20+ Ay + A+ N/ + Ny,

(12a)
B=B+AB=(Sun+Su)sin2Q+B1+ By + Ny, — Ny,
(12b)
where
Ay = Spy (ASy 4+ Ady + Ads + AGy)
+ ¢5(Shn + Syv ) (A8 — Ads + Ady — Ady)  (13a)
By = Sin(c?[Ad3 — Ady] — s*[Ady — Ady))
+ Sy (2[Ady — Ady] — s2[Ad3 — ASy]) (13b)
Ay =(Aey + Aer)(—5"Shn + * Siv) (13c¢)

By = ShV(Ae’:‘Q — A&l) + CS(S},}, + SVV)(A€2 =+ At’:‘l)
(13d)

and the Nz’,q terms come from the noise vector G 1N in ).
Set

X331 =Ad3 — Ad = P+ jQ (14a)
Xog =Ad — Aby =U +jV (14b)
35 =A01 + Ads + Ady + Ady (14¢)
Yo1 =Aeq — Agy (144)
Ye=Aeg+ Ay =C+jD. (14e)

Here, X3, is the difference between the corrected crosstalk
from V into H on transmit and the corrected crosstalk from H
into V on receive, whereas Xo4 is the difference between the
corrected crosstalk from V into H on receive and the corrected
crosstalk from H into V on transmit. An involved calculation
(see the Appendix) then yields

(123) ~((A+iB)A-jBy)
~ 419 (<|Shh + s,w|2> + 2Rcose(jp+jU+C))
+ 2637 (P(jeonn — $04p0) + U(—=50hn + jcoy,)
+ C(jsopn + copw)) + 2¢2 Rsin @
X (—jQ + jV + D) + 2%
x (Re ((Shn + Suw) ShoT5)

+ jRe ((Shn + Svv) Sho Y1) - (15)
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where the copolarized backscattering coefficients are written as

Opp = <|Spp‘2>
and the HH-VV covariance is given by
Reje = <Shhs\tv> .

Here, we have assumed that there is no correlation between
the signal and the noise or between the noise in each channel
and that the noise powers are the same in all channels. Hence,
the noise does not lead to bias, although it will cause higher
variability in regions where the signal-to-noise ratio is smaller.
However, if the sum of the noise powers in the copolarized
channels is different from the sum in the cross-polarized chan-
nels, some noise bias will remain (see the Appendix).

The argument of the left-hand side of (15) is, by definition,
4(2; thus, we can write

1 Z| cos QL) = (|Sun + Sev|” ) cos 402
7

— 2(Pcoyn + Ucoyy + Csopy ) sin 3Q

— 2(Psoyy + Usopy, — Ceoyy ) cos 32

+ 2R cosf (—(P+U)sin 4Q+C cos 492)

+ 2Rsinf (—(V—Q) sin 2Q+ D cos 2Q)

+ 2c0s2Q (Re ((Shn + Svv) Stv25))

— 25in 2Q (Re (Shh+ Svv) Sty Y21))
(16a)

(|22,

sin 4Q> — <|Shh+SW\2> sin 40
+ 2(Pconn + Ucoyy + Csopy) cos 382
+ 2(=Psoyy, — Usopy + Ceoyy) sin 3€2
+2Rcosf ((P 4 U)cos 4 + C'sin4Q)
+2Rsinf ((V — Q) cos 22 + D sin 2Q2)
+ 25in 2Q (Re ((Shn + Syv) iy 25))

+ 2cos2Q (Re ((Shn + Svv) Sty Ya1)) -
(16b)

In the Appendix, (16) is used to derive the first-order form
for tan(4€) — 4Q) shown at the bottom of the page, where
quantities 7" and W are target dependent as follows:

T Ohh — Oyy + 2jRsin 6
" Ohn + Oyy + 2R cos 0

w = {(5hn + Sw) Siy)
<|Shh + va|2>

(18a)

(18b)

Hence, the bias only depends on Re(X31 + Xo4), X31 — Xo4,
Ye, T, and W. Note that (17) simplifies under reflection sym-
metry since (ShnSp,) = (SywwSi,) =0, W =0, and the last
terms in the numerator and the denominator vanish. Note also
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TABLE 1
(a) COVARIANCE MATRIX VALUES FOR DIFFERENT BIOMASS VALUES
AND (b) ASSOCIATED VALUES OF T', ¢, 7, AND THE MAXIMUM BIAS IN 2
WHEN 2 = 0° DERIVED FROM THE FIRST-ORDER APPROXIMATION (30)
WHEN THE DISTORTION AMPLITUDES DO NOT EXCEED
(a) 0.1 (=20 dB) AND (b) 0.0316 (=30 dB)

Blomﬁss O o, Oy R o
(tha™) (mQ/mZ) (mQ/mZ) (mQ/mZ) (degs.)
50 0.213 0.250 0.040 ]0.086 -54.6
200 0.649 0.274 0.073 10.150 -96.8
350 1.018 0.281 0.092 10.172| -139.1
(@)
Biomass T t 7(degs.) Q — Q (degs)

(t ha'l) Distortion amps<

0.1 (left); 0.0316 (right)

50 -0.0665-0.2483j | 0.2571 | -105.0 7.0;2.0
200 0.4223-0.3363j | 0.5439 | -38.5 6.6;2.0
350 0.7087-0.2164j | 0.7410 | -17.0 6.1;1.9

(b)

that the presence of system distortion means that the mea-
sured Faraday rotation is no longer decoupled from the target
properties, unlike in the ideal case [the first term in (15)].

Although the focus of this paper is on the bias in the esti-
mated Faraday rotation derived from (17), it should be noted
that the overall error includes a random component arising from
the noise and the fact that (11b) uses an estimated covariance
term, which is subject to an uncertainty that decreases as the
number of looks increases [15]. This does not form part of our
analysis but can be investigated using simulation, as discussed
in Section IV.

The single-look form of 7" can be written as

Shh - va
Shh + SVV

but this is not applicable since averaging is needed to estimate )
with reasonable accuracy. Note also that |T'| can, in principle,
range from O to oo since, if # = 7 and R takes its maximum
possible value /o0y, we have

|0hh - JVV|

Ohh + Oyy — 2\/ OhhOvv

_ (Vom + vow) (Vo — Vo) |
(Vo — v/Fw)”

| Vom Vo
Vi = /Tw)

which tends to oo as o, — onn. However, in the calcula-
tions in Section V, which are based on measurements from
boreal forest for different levels of biomass, 0.25 < |T'| < 0.75
[see Table I(b)].

| =

~ Re{X31 + Xoy + T (X, 5in 2Q + (X31 — X24) cos 2Q) + 2W (—X5 sin 2Q + Y5 cos 2Q) }

E = tan(4Q) — 4Q) =

14+ Re{X. + T (—3. cos2Q + (X31 — Xo4)sin 2Q) + 2W (X} cos 22 + Y5 sin 2Q) }

a7)
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A. Maximizing Bias in 2

Equation (17) can be used to find the largest possible bias
in 2 and the properties of the distortion terms that give rise
to it since this is equivalent to finding the maximum absolute
value of tan (42 — 49). However, this becomes complicated in
the general case; thus, here, we only perform the analysis for
azimuthally symmetric targets, i.e., we set W = 0 in (17). All
references to (17) in the following assume this simplified form.

To carry out the optimization, we set

X31 = U€j¢3

Xo4 =vel?2
Y. =pel?
T =tel™
C = cos 292
S = sin 20 (19)

The reason for indexing the angles in X3; and X4 as 3 and 2,
respectively, will become clear in the following. We can then
write

Sl =

(20a)

where
N =wucos ¢3+vcos pa+Re {S’TZE +CT (uej¢3 — vej¢2)}

= 1 COS 3 + v COS Py + Spt cos[T + V]

+ Ct {ucos[t + ¢3] — v cos[T + ¢o]} (20b)
D =1+Re(E:) — CRe(T%.) + SRe {T (ue’®* — vel??)}
=1+ pcost) — Cpt cos[r + 1]
+ St {ucos[r + 3] — v cos[T + ¢2]} (20c)

are the numerator and the denominator in (17), respectively.
Hence

OF (cos o3 + Ct cos[T + rbg]) D — St cos[T + ¢3| N

o b2
:Dcosgbg+tCOS[T+¢3](CD_SN), (21a)
D2
Similarly
OE _ Dcos ¢y 7tCOS[T+¢)2](CD7SN)' (21b)

ov D2

Set K = Sptcos[t + ] and L =1+ pcost) — Cpt cos|r +
¥]; thus, K and L are independent of u, v, and ¢;. Then,
CD — SN = CL — S(ucos ¢3 + v cos ¢pp + K), and we can
write the numerator of (21a) as

t cos[T + ¢3] {C‘L — S (vcos ¢y +K)}

+ cos ¢3 {L — Stv cos[T + gbg]} . (22a)
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Hence, the sign of OFE/Ou is independent of wu; thus, F is
monotonic in w. Similarly, the numerator of (21b) is

—t cos[T + ¢2] {C’L — S (U cos ¢ + K)}

+ cos ¢ {L + Stu cos[T + (bg,]} (22b)

so that E' is monotonic in v. Similar analysis also applies to
p in (17). Hence, the bias in the Faraday rotation will have
its maximum modulus when each of u, v, and p attains its
maximum value.

The maximum values of u, v, and p can be readily related
to the values of Ad; and Ae,. For given values of |Ad;| and
|Ads|, u will be maximized when Ad; and Adz have opposite
signs, i.e., their arguments are 7 out of phase. If |Ad; | and |Ads|
have the same value, then Ad; = —Ad3, X371 = 2Ad3, and
arg(Ads) = arg(Xs1) = ¢3. Similarly, Ady = —Ada, Xoy =
2A0, and arg(Ads) = arg(Xa4) = ¢2 (hence the choice of
the indexing for the angles). For the maximum Faraday rotation
bias, the amplitudes of AJ; should be as large as possible,
and if they all have the same upper bound, i.e., Adys, then
u = v = 2Ad),. Similarly, if the channel imbalance terms have
the same upper bound, i.e., Aeys, the maximum value of p
occurs when Ae; = Aeg and |Aey| = Aeyy; thus, p = 2Ae,y,
and arg(Aey) = 1. Hence, for the maximum Faraday rotation
bias, X31, Xo4, and X, should be replaced by 2Ad,,e7%3,
2A68)7€7%2, and 2Aepe7?, respectively, in (17).

A relation between the phases of the crosstalk terms giving
the maximum bias can be derived by differentiating (17) as
follows:

OF (u sin ¢; +Ctu sin[T+¢3]) D + Stusin[r + ¢3]N
965 D2

so that

2 ~ ~
D7 oE = —singsD — (CD — SN)tsin[r + ¢3]. (23a)
u Op3
Similarly

2 N ~
gai = —singaD + (CD — SN)tsin[T + ¢].

v 0 (23b)

For the maximum Faraday rotation bias, both these expressions
should be set to 0. Multiplying (23a) by sin ¢5 and (23b) by
sin ¢3 and subtracting leads to the following relation:

sin ¢ sin(7 + ¢3) + sin g3 sin(r + ¢2) =0
which is equivalent to

2cos(T+ @3+ Pa) —cos(T—p3+¢Pa) — cos(T + d3 — P3) =0

or

cos(T + ¢3 + ¢2) — cos T cos(ps — ¢p2) = 0.
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Fig. 1. Relationship between angles ¢2 and ¢3 giving the maximum Faraday
rotation estimation bias for the values of 7 indicated on each curve.

Hence

—2cot T = cot ¢ + cot ¢3. 24)
The plot of (24) for fixed values of 7 in Fig. 1 shows that,
when 7 is close to 0° or 180°, ¢ or ¢3 must be close to zero for
the bias to be a maximum, whereas when 7 is close to 90°,
the maximum bias occurs when ¢2 + ¢3 = 180°. Note that the
phase relation (24) does not depend on (2, but substituting it
back into (23a) and (23b) and setting both to zero yields equa-
tions that depend on both €2 and the channel imbalance terms.

B. Bias in Faraday Rotation Estimate When ) = 0

For a general value of (2, an analytic approach to maximizing
(17) is complicated but can be readily developed if €2 =0,
which, as explained in Section I, is important for both P-band
and L-band. As shown in Section III-A, the maximal bias in 2
requires | X31| = | Xa4| = 2A0) and |X.| = 2Ae )y, assuming
all the crosstalk terms are constrained to have maximum am-
plitude Adps and the channel imbalance terms have maximum
amplitude Ae ;. Hence, when Q2 = 0, (17) becomes

cos 3 + cos g + t {cos[T + ¢3] — cos[T + ¢2]}

E =2A6
M 14 2Ae s {cosyp — tcos[T + 9]}
(25)
The terms in 1/ can be written as
cosp(l —tcosT) +tsinysinT = Rysin(¢) + aq)  (26a)
where
R? =(1—tcosT)? + (tsinT)?
=1+t>—2tcosT =1 -T)? (26b)
1—t
tanay = ﬁ (26¢)
tsinT

Similarly, we can write

cos ¢po(l —tcosT) + tsingosin T = Rasin(¢a + as) (27)
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where Ry, = Ry, and s = a1, and

cos ¢3(1+tcosT)—tsin g3 sinT= Rz cos(pz+as3) (28a)
where
R =1+1t*+2tcosT = |1 + T (28b)
tan ag = % (28¢)
Hence
B — 976, |1+ T)|cos(¢ps + ag) + |1 — T|sin(pa + a2)

1+ 2Aep|1 —T|sin(y) + a2)
(29)

This will be maximized by making the numerator as large
as possible and the denominator as small as possible, which

clearly implies setting ¢35 = —ag, ¢o = 7/2 — g, and ¢ =
—m/2 — ap. Hence, the maximal bias in tan(4€) — 4Q) is
1+T|+1-T
B = onsy LT (30)

1 —2A€]\/j|1 —T|.

This occurs when Ads = —Ad = Adpe™73, Ady =
—Aby = jASpye 7, and  Ae; = Agy = —jAepre I,
thus, arg(Ae;) = arg(Aeg) = arg(Ady), where oy and a3
are given by (26¢) and (28c), respectively.

This analysis makes clear that the Faraday rotation bias
depends not just on the amplitudes of the distortion terms but
also on their relative phases and the relation between these
phases and the phase of the HH-VV covariance in the target
region. Hence, the bias will vary with position in a scene.

IV. EXACT SIMULATIONS

To test the accuracy of the first-order approximations
derived in Sections II and III, we developed a simulator for
the measurement process that makes no approximations and
directly works from the system model (2). The simulator also
contains modules that allow the system distortion terms to be
estimated from a set of point target measurements by a range of
algorithms, e.g., see [16]. These estimates can then be applied
to carry out the calibration procedure in (6). However, in the
simulations in this paper, no calibration is performed, and the
errors in the estimates arise purely from uncorrected system
distortions and noise.

In order to define the values of 1" and W in (17), the
simulation procedure needs as input a covariance matrix char-
acterizing the cover type where the measurement is being made.
Here, we take advantage of the BIOMASS End-to-End Mission
Performance Simulator (BEES) [27], which is able to provide
the P-band covariance matrices of forest regions as a function of
their biomass density based on airborne measurements. In this
paper, we use the values from BEES appropriate to a boreal
forest, the underlying data of which were taken during the
2007 BIOSAR-1 campaign in Sweden [28]. A range of biomass
values is considered that gives a wide variation in covariance
properties (see Table I), from similar copolarized backscatter-
ing coefficients for a lower biomass to a factor five difference
between them for a high biomass, with copolarized phase
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differences varying by nearly 90°. (Note that the simulated
covariance for a biomass of 350 t - ha™! is outside the observed
range but is included here because the increased dominance
of the double-bounce scattering simulated by BEES produces
large HH/VYV ratios and large copolar phase differences.) This
allows the sensitivity of the Faraday rotation errors to variation
in the cover type to be explored in a way that is not specific to
forest regions. It also means that, in the calculations, “biomass”
is effectively just a way of labeling different covariance matri-
ces and is not in itself a relevant variable.

Although it would, in principle, be feasible to do so, the
simulations carried out in this paper do not account for dis-
tortions in the polarimetric covariance matrix caused by topo-
graphic variation (particularly azimuth slopes [29]) and assume
azimuth symmetry (i.e., W = 0) with no correlation between
the copolarized and cross-polarized channels. This is for prac-
tical reasons, i.e., representing topography would involve the
simulation of different topographic conditions in addition to
variability in the distortion terms, which would greatly increase
the computation necessary in order to derive statistically valid
conclusions.

The simulation involves four steps as follows.

1) Scene data generation. For biomass value B, we generate
a large set of independent scattering matrix realizations
from a zero-mean Gaussian distribution with covariance
matrix C(B) using Choleski decomposition. Hence, the
data are exactly characterized and can be used to test the
validity of the first-order theory without complications in-
troduced by interpixel correlation, point-spread function
effects, etc. However, the simulator can readily accept
data from other sources, such as real data or the output
from BEES [27].

2) Data distortion. The data are corrupted with system dis-
tortion, Faraday rotation, and noise, as in (2). Typically, a
set of equally spaced values of 2 in the range —7 < Q2 <
7 is considered, and for each value of (2, many random
realizations of the distortion matrix are generated under
constraints on the amplitude of the distortion terms. In all
the simulations in Section V, the phases are taken to be
uniformly distributed between +.

3) Estimation of the Faraday rotation. Estimate {2 at each
position using (11b).

4) Derivation of measurement statistics and worst case es-
timates. By performing Steps 1-3 for many realizations
of the scene, the system distortion terms, the Faraday
rotation, and the noise, we can derive histograms of the
estimated distortion terms and €. This allows us to assess
the accuracy of the first-order theory and to visualize how
representative the worst case biases are.

Note that discrepancies between exact calculations and the
first-order approximation can arise (see Section V-A) from both
the approximation itself and the fact that the approximation
uses exact values for the covariance terms. In contrast, the
simulations use many realizations derived using the same co-
variance values (as described in Step 1) but are subject to
statistical fluctuation. Hence, for example, the sample values
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of the co/cross-polarization covariance will not be identically
Zero.

V. TESTING PREDICTIONS FROM FIRST-ORDER ANALYSIS

A comparison between the error Q — Q = (tan~! E)/4 from
(17) and that from the exact simulation is shown in Fig. 2(a)
and (b) as a function of Q for two random realizations of
the distortion matrix, in which the amplitudes of all distortion
terms are constrained not to exceed 0.1 (—20 dB) and the noise
is neglected. The covariance values used in the calculations
are for a biomass of 200 t-ha™! [see Table I(a)]. Fig. 2(a) is
typical, with the first-order approximation being very similar
to the exact calculations, whereas Fig. 2(b) is an example of a
less good match. The overall spread of errors is represented in
Fig 2(c), which shows a histogram of the error in €2 using the
exact calculations for 50 000 random realizations of the system
distortion, where each realization was generated by sampling
from uniform distributions over the ranges [0, J,s] and [0,
€] for the amplitudes of §; and ¢;, respectively, whereas the
phases of §;, €;, and  are uniformly distributed on [0, 27];
each of these 13 variables is independently sampled. The error
is unbiased and has a standard deviation of 1.3°. Over the same
set of distortion values, the first-order approximation is also
unbiased and has the same standard deviation. The difference
between these two estimates, whose histogram is given in
Fig. 2(d), is normally small, but for a small proportion of re-
alizations, it can be as large as 0.5°. This suggests that, even for
distortion amplitudes as large as 0.1, the first-order approxima-
tion is tenable. System noise up to NESZ = —20 dB has a neg-
ligible effect on either the bias or standard deviation of the error.

A. Maximum Bias in Faraday Rotation When ) = 0

The first-order estimates of the maximum possible Faraday
rotation bias when {2 = 0 for the covariance values correspond-
ing to biomass values of 50, 200, and 350 t - ha~! are given in
Table I(b). These were calculated using (30), with the covari-
ance values derived using BEES [27] [see Table I(a)]. The cal-
culations use two values of this maximum distortion amplitude,
i.e., 0.1 (—20dB) and 0.0316 (—30 dB). The bias can exceed 6°
for the —20 dB bound and 1.9° even for the —30 dB bound. As
predicted, the maximum Faraday rotation bias varies, although
not greatly, as the covariance properties of the target vary.

Table II gives the maximum Faraday rotation bias when
Q = 0 derived from both (30) and the numerical optimization
for the same three covariance matrices when the maximum
permitted amplitude of the distortion terms is 0.1 (—20 dB) and
0.0316 (—30 dB), and when the noise is neglected. In addition,
the phases of the crosstalk and channel imbalance terms giving
rise to these maximal biases from both approaches are shown
(in the optimization, the amplitudes of the distortion terms are
all found to take their maximum possible values, as expected).
The optimization was carried out as a constrained minimization
problem using the negative of the square of the Faraday rotation
error as the error function and with the amplitudes of the
distortion terms constrained not to exceed the given values of
Adys and Aeyy; the phases were unconstrained. (In fact, since
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Fig. 2. (a) and (b) Comparison of the first-order approximation (dashed
lines) and the simulated values (solid lines) of the error in 2 as a function
of € for two random realizations of the system distortion with amplitudes
< 0.1. (c) Histogram of the error in {2 using the exact simulation, i.e., Qpg,
for 50000 random realizations of the system distortion, with amplitudes
< 0.1 and values of €2 uniformly distributed between +7. (d) Histogram of the
difference between the exact error in €2 and its first-order approximation, i.e.,
Qro, corresponding to the data used in (c). The calculations are for a biomass
0f 200 t - ha—! and neglect system noise.
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TABLE II
MAXIMUM VALUE (IN DEGREES) OF THE FARADAY ROTATION BIAS FOR
THREE LEVELS OF BIOMASS WHEN 2 = 0 DERIVED FROM THE
NUMERICAL OPTIMIZATION AND THE FIRST-ORDER APPROXIMATION
(30) WHEN THE DISTORTION AMPLITUDES DO NOT EXCEED (a) 0.1
(—20dB) AND (b) 0.0316 (—30 dB), AND WHEN THE SYSTEM NOISE IS
NEGLECTED. AT THE MAXIMUM BIAS, THE DISTORTION TERMS ALL
ASSUME THEIR MAXIMUM AMPLITUDE, WHEREAS THEIR
PHASES ARE SHOWN IN THE TABLE

<-20dB Q — Q |arg(8y)|arg(8,)|arg(8s) |arg(8,)|arg(e;) [arg(e,)
T 62 [-166.6] -147 | 134 [ 1655 | 166.6 | 164.5
1order] 7.0 |-165.1] -13.1 | 149 [ 166.9 [ 166.9 | 166.9
optn 63 |-1686] -352 | 11.1 [ 1436 [ 154.1 | 177.1
200 vhar Gl 6.6 [-166.7] 302 | 133 | 149.8 | 149.8 | 149.8
550 thal2P 6.1 [-173.0] -51.6 | 6.8 [ 1273 [-157.7]-143.0
1order] 6.1 |-172.8] -36.6 | 72 [ 1434 [143.4 ] 1434

(a)
-30dB 0 — Q |arg(8,)|arg(8,) |arg(8;) |arg(8,)|arg(e,) |arg(e,)
I 19 [-1656] -13.1 | 144 [ 1665 [ 170.2 | 164.9
1"order] 2.0 [-165.1] -13.1 | 14.9 | 166.9 | 166.9 | 166.9
b00 /ha 2R 20 |-1672] -312 | 125 | 147.9 | 143.6 [ -164.3
1"order] 2.0 [-166.7] -302 | 133 | 149.8 | 149.8 | 149.8
N 1.9 [-172.9] -404 | 6.9 [ 1389 [-166.8]-131.3
1"order] 1.9 [-172.8] -36.6 | 72 | 1434 ] 1434 ] 1434

(b)

the amplitudes always took their maximum possible values at
the optima found by the algorithm, it could be treated as an
unconstrained problem with the amplitudes fixed at their max-
ima.) A variety of algorithms were compared, all of which gave
the same solutions, but the sequential quadratic programming
algorithm [30] was found to be the quickest.

The predicted maximum bias agrees well with that found
by the optimization, particularly when the distortion am-
plitudes are smaller. As predicted, the maximum bias oc-
curs for arg(ds) — arg(d1) = arg(d2) — arg(d,) = 180° (thus,
03 = —0d1, and §; = —0J4), and the phases of the crosstalk terms
are also close to their predicted values, although with larger
differences for the covariance matrices corresponding to the
higher biomass values. However, the prediction that arg(ez) =
arg(e1) = arg(dy) is (approximately) satisfied only for the co-
variance matrix corresponding to a biomass of 50 t - ha~!. The
apparent discrepancies for the other covariance matrices can be
traced to the fact that the sample co/cross covariances in the
simulated data are small but nonzero. It can be shown that this
changes the phase relations between the ¢; terms for which the
maximum bias occurs but with only small effects on the size of
the bias and on the §; terms. The closer approximation between
the theory and the simulation for 50 t-ha~! is because the
sample co/cross covariance was particularly small in this case,
simply as a result of statistical fluctuation in the simulated data.

To assess how representative the worst case biases are, the
simulation was used to derive the histograms of the bias in
Q when 2 = 0 for 50000 random realizations of the system
distortion, with amplitudes less than 0.1 and with no system
noise [see Fig. 3(a)]. Similar calculations were also performed
with all the distortion terms having a fixed amplitude of 0.1 [see
Fig 3(b)]. The calculations are for a biomass of 200 t-ha
thus, the maximum bias in both cases is 6.3° [see Table II(a)].
This bias occurs far out in the tail for both cases, but the corre-
sponding cumulative density functions [see Fig. 3(c)] indicate
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Fig. 3. (a) Histogram of the bias in € when € =0 for 50000 random

realizations of the system distortion with amplitudes < 0.1 and with no system
noise. (b) Similar to (a) but with the system distortion amplitudes fixed at 0.1.
(c) Cumulative distribution of the absolute bias corresponding to (a) (solid line)
and (b) (dashed line). The calculations are for a biomass of 200 t - ha— 1.

that there is a 1% probability of the bias exceeding 3.4° when
the amplitudes are treated as random, and exceeding 5.2° when
the amplitudes are fixed at their largest permitted value of 0.1.

B. Maximum Bias in Faraday Rotation for Nonzero
Values of 2

In order to test whether the predictions are met for other
values of (), the maximum biases derived from the numerical
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TABLE III
MAXIMUM VALUES (IN DEGREES) OF THE FARADAY ROTATION BIAS
DERIVED USING THE NUMERICAL OPTIMIZATION WHEN THE
AMPLITUDES OF THE DISTORTION TERMS DO NOT EXCEED 0.1 AND
WHEN THE NOISE IS NEGLECTED. (a) CHANNEL IMBALANCE ASSUMED
NEGLIGIBLE. (b) ALL DISTORTION TERMS INCLUDED. THE AMPLITUDES
OF THE DISTORTION TERMS ALL ASSUME THEIR MAXIMUM VALUE
OF 0.1, WHEREAS THE PHASES ARE GIVEN IN THE TABLES.
THE CALCULATIONS ARE FOR A BIOMASS OF 200 t - ha=!

Q | [Q—0f | arg(8y) | arg(8,) | arg(8;) | arg(sy)

0 6.1 -166.5 -30.8 13.6 149.1

20 5.9 -168.9 -18.6 11.7 160.4

40 5.7 -179.1 -0.9 2.0 178.0

60 5.8 -10.2 -1722 170.9 6.9

80 6.0 275 -166.5 153.1 13.2

90 6.1 -30.9 -166.4 149.2 13.5

(a)

Q | [Q—Q| | arg(8,) | arg(s,) | arg(ds) | arg(,) | arg(ey) | arg(e,)
0 6.3 11.1 1436 | -168.6 | -352 177.1 154.1
20| 72 8.8 1535 | -1708 | -273 | -158.5 | -160.2
40] 76 32 172.7 | -175.9 8.4 -153.4 | -154.0
60| 74 2129 | -174.4 | 1684 4.7 -146.2 | -145.8
80| 69 2266 | -167.0 | 153.8 12.3 -151.1 | -1475
9| 65 258 | -163.6 | 154.0 15.6 -178.0 | -169.1

(b)

optimization for several values of ) are given in Table III, along
with the phases of the associated distortion terms; the ampli-
tudes of the distortion terms are constrained not to exceed 0.1,
and the noise is neglected. The channel imbalance is set to zero
in the calculations in Table III(a) but is included in Table III(b).
The optimization again confirms the first-order predictions that
the distortion terms will all take their maximum permitted
values and that arg(ds) — arg(dy) = arg(ds) — arg(ds) = 7.
In addition, arg(e1) = arg(e2), although this relation is less
accurately met for 2 = 0° and 90°. Note that, in Table III(a),
the maximum biases occur when €2 = 0° or 90°, which rein-
forces the importance of the case where {2 = 0° considered in
Section V-A.

The behavior shown in Table III can be explained under the
coarse assumption that all the distortion terms in the denomina-
tor of (17) are negligible compared with 1, which is equivalent
to ignoring all second-order terms in the binomial expansion
of (17). Then

E ~ ucos ¢3 + v cos ¢g + pt cos(vp +7)S
+tC (ucos(pz + 1) — veos(dpg + 1)) (31)

where we have used the notation in (19). Using a similar
approach to that in Section III-B, this can be written as

E =1+ CT|ucos(¢s + ws)

+ |1 = CT|vsin(py + wy) + Stpcos(y +7)  (32)
where
1 Ct (1= tC cos T
w3 = tan _— wo = tan _—
1+ Ctcost tC

and T is defined in (18a). By choosing ¢o = 7/2 — wa, ¢3 =
—ws, and ¢ = —7 or m — 7 (depending on the sign of S), E
achieves its maximum positive value as follows:

E = 2A6n (|1 +CT)+ 11— éT|) F20en |8t (33)
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Before examining the behavior of E as a function of 2, it
helps to establish the range of values of its first term. Setting

R =|14+CT| = V1+ €22 + 2Ct cos T

Ry=[1-CT| = V1+ 6262 —2CtcosT
then

d(R1 + R2)

dr (34)

~ 1 1
= CtSiHT <_R1 + R2> .

If C >0, then Ry > Ry, whereas if C' < 0, then Ry > R;.
Hence, in either case, we have

d(R1 + R2)

>0for0<7<7/2
-

and this derivative is 0 only when 7 =0 or 7 = /2. Since
R1 + Ro, as a function of 7, is symmetric about every mul-
tiple of 7/2 and increases from a value of 2 when 7 =0 to a

value of 2v/1 4+ C2t2 at 7 = /2, then Ry + Rs > 2 whatever
the value of ¢, 7, and 2.
Now, consider E in (33) as a function of €. Then

d(R1 + R2) _ o (C’t—l—com‘ N C't—cosr) 35

dQ) Ry Rs

It is easy to show that, in the range 0 < Q < w/4, d(R; +
R3)/d =0 if and only if @ =0 or 7/4 (or if 7 = km, in
which case R + R = 2 whatever the value of (2). Hence,
R1 + Ry either continually increases or decreases over this
range. However, when 2 = (0°, we have

R1+R2:\/1+t2+2tcos7'+\/1+t2—2tcos7'22

whatever the value of ¢ and 7 (with equality only if 7 is a
multiple of 7 or ¢t = 0), whereas when Q = 7/4, Ry + Ry =
2. Hence, R; + Ry decreases as ) increases from 0 to 7 /4.
Furthermore, R; + Rs is symmetric in €2 about every multiple
of 7/4; thus, it will increase from 7 /4 to /2.

For the calculations in Table III, t = 0.54, and 7 = —38.5°
[see Table I(b)]; thus, at Q2 = 0°, R; = 1.46, R, = 0.67, and
the range of R; + Ry is only from 2 to 2.13. Substituting these
values into (33) with Adp; = 0.1 and Aep; = 0 yields Faraday
rotation biases ranging between 5.45° and 5.76°. Hence, both
the overall trend and the range of variation of the biases shown
in Table III(a) are consistent with this analysis, although the ab-
solute values of the bias are less than those found by the numer-
ical optimization. These underestimates are unsurprising given
the coarseness of approximation (31) and the fact that the er-
rors in the amplitudes of the distortion terms are as large as 0.1.

For the full expression (33), F is symmetric about 7 /4 in the
range 0 < Q < 7/2 and

de' =2A5Md(R1+R2)

dQ) 749

When Q =0, dE/dQ = 4tAep >0, and when Q = 7/4,
dE/dQ) = 0. However, whether the turning point at 2 = 7/4
is a maximum or a minimum depends on ¢ and 7, as can be

+4CtAe ). (36)
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seen by examining the sign of the second derivative of F at this
point. Writing

d(R1 + RQ) ~ [ ~ 1 1 1 1
———=-2tS(Ct { —+—= ST — — —

a0 i + s +cosT 7 Ry ,
differentiating with respect to {2, and using the facts that,

when Q=7/4, Ry =Ry=1, dR;/dQ = —2tcosT, and
dRy/dQ) = 2t cos T, then it is readily shown that, at this point

d2 (Rl + R2) 2 .2
— ez - 4t*(1 4 sin” 7).
From (36), we have
d’F d*(Ry + R ~
i QMM% ~8StAeyy  (37)

which therefore takes the value 8¢((1 + sin? 7)tAdyr — Aepy)
at Q = /4. For the calculations in Table III(b), Ady =
Aepr = 0.1; thus, the second derivative (37) is negative, and
the turning point is a maximum, i.e., the bias increases from its
minimum at Q = 0 to its maximum value at 2 = 7 /4, as shown
in Table III(b). Since the range of the values of E is only from
0.426 to 0.508, we again only find a small range of variation in
the bias, i.e., from 5.77° to 6.73°, and these approximate values
are again underestimates of the values found by the numerical
optimization.

The weak dependence of the maximum bias on {2 is a general
property since the maximum value of Ry + Rg is v/1 +t2 +
v/1 — t2, which occurs when cosT = 0. If the values of ¢ in
Table I(b) are typical, then ¢ < 1, and 2 < Ry + Ry < 2V/2,
which implies a variation of at most 20% in the Faraday rotation
bias about its midvalue as {2 varies.

C. Constraining Maximum Faraday Rotation Bias

The aforementioned simulations all assume that the maxi-
mum amplitudes of the crosstalk and channel imbalance terms
are the same and hence do not reveal the sensitivity of the
maximum Faraday rotation bias to the individual types of
distortions. To assess this, the combinations of the crosstalk
and channel imbalance amplitudes giving rise to a defined
maximum bias when {2 = 0 were evaluated using simulation.
These are displayed in the contour plot in Fig. 4, in which
individual contours are labeled with the maximum bias in
degrees; the calculations use covariance values appropriate to
a biomass of 200 t - ha™*.

Note that, except for the largest values of €3, where the first-
order approximation is no longer tenable, the behavior of this
plot is very similar to that predicted by (30) when it is written
in the following form:

(Adar)ap = 201logy,
40— Q) (1 —2 x 10Am)as/201 _ T
[t ) ( 117 .
2 T+ T+ 1T

For example, when O-Q= 1°, the value of Ady; predicted by
(38) declines from —35.5 to —36.7 dB as Ae,, increases from
—60 to —20 dB, whereas when O-Q= 0.5°, the decline in
Adys over the same range of Aeyy is from —41.2 to —42.4 dB.
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Fig. 4. Contour plot derived from the simulation showing the combinations
of the crosstalk and the channel imbalance that give rise to the given maximum
Faraday rotation bias when {2 = O; the bias in degrees is marked on the
contours. The calculations are for a biomass of 200 t - ha=!.

It is apparent that, while the bias in {2 depends on the channel
imbalance, as shown by (17), the key control on its maximum
possible value is the crosstalk amplitude. Unless the crosstalk
is less than —35 dB, the maximum bias is nearly independent
of the amplitude of the channel imbalance term. This plot also
makes clear that keeping the maximum bias as low as 1.2°, as
recommended in [12], requires the crosstalk terms to have an
amplitude less than around —35 dB. However, as Fig. 3(c) in-
dicates, this requirement will be less demanding if we accept
a 99% probability of the maximum bias being less than 1.2°.
The requirement that the Faraday rotation bias be less than 5°,
as suggested in [2] and [3], will always be met if the crosstalk
amplitude does not exceed —21.4 dB. This condition will
depend on the covariance matrix, as shown by (38), but for the
three covariance matrices considered, the variation is slight, i.e.,
the corresponding values for 50 and 350 t - ha™! are —21.1 and
—21.2 dB, respectively.

VI. CONCLUSION

This paper has provided a first-order differentiable approx-
imation to the bias in Faraday rotation estimates caused by
system distortions and noise, from which the conditions on the
amplitudes and phases of the crosstalk and channel imbalance
terms that give rise to the largest possible bias in € are derived,
given the constraints on the amplitude of the distortion terms.
In addition to confirming the predictions from the analysis,
simulation allows the statistical properties of the estimate to
be investigated when the amplitudes and phases of the distor-
tion terms are treated as random variables. In particular, the
cumulative density function of the Faraday rotation bias can be
empirically derived so that the likelihood of the bias exceeding
a given threshold can be quantified.

The following are demonstrated.

1) The phases of the distortion terms have significant effects
on the size of the Faraday rotation bias, and the largest
bias occurs for particular phase relationships between the
distortion terms. These worst case phases depend on the

IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 53, NO. 8, AUGUST 2015

target covariance, thus varying across a scene, as does
the size of the maximum possible bias. However, the
maximum bias only exhibits a weak variation over the
range of covariance matrices considered in this paper.

2) When 2 = 0, a bias exceeding 1.9° can occur even when
the distortion amplitudes are as small as 0.0316 (—30
dB). This makes it hard to guarantee that the bias should
not exceed 1.2°, as proposed in [12]. The condition on
the crosstalk amplitude would be less stringent, however,
if we only require, e.g., a 99% probability that the bias
should not exceed 1.2°.

3) The maximum Faraday rotation bias can be constrained
by assigning a maximum amplitude just to the crosstalk
since the maximum bias is very insensitive to the ampli-
tude of the channel imbalance terms.

This paper has focused on the bias in the Faraday rotation
estimate and hence has not considered the uncertainty arising
from the window size used in the estimate, i.e., the number of
looks. This uncertainty is effectively absent from the simula-
tions since they use 10000 looks to represent the scene, but it
can be readily investigated, at the cost of computer time, using
simulation.

The presence of bias in the Faraday rotation estimates can
be most easily investigated near the magnetic equator. This
is because, from (1), the Faraday rotation is zero if the angle
between the radar beam and the geomagnetic field is 90°. This
condition will be met in some equatorial locations for a polar-
orbiting satellite orbit. The nonzero estimates of the Faraday
rotation at these locations indicate the presence of bias, which
will affect all measurements along the orbit.

Finally, the simulations in this paper have not made any
assumptions about how accurately calibration procedures can
estimate the system distortion terms and, hence, what the
realistic constraints on their amplitudes are. For the Phased
Array type L-band SAR (PALSAR), this has been addressed
in [21] and [23], where values of the crosstalk less than —35 dB
were found; from (38), this corresponds to a maximum Faraday
rotation bias of 1.08°. Significant channel imbalance was found,
but this was largely removed by calibration and is not of major
importance as regards the maximum bias (see Section V).
Further opportunities to assess the L-band system distortion
both before and after calibration and its effects on the estima-
tion of the Faraday rotation will be provided by the Advanced
Land Observing Satellite-2 (ALOS-2) and the Argentine Mi-
crowaves Observation Satellite (SAOCOM) radars, but our first
chance to carry out similar studies at P-band awaits the launch
of BIOMASS.

APPENDIX
FIRST-ORDER ESTIMATE OF FARADAY ROTATION BIAS

Ay =ShyBs — ¢s (Shn + Svv) (X31 + Xo4) (Ala)
By =Sun(c*X31 — s°Xa4) + Suv (¢ Xog — 5° X31)
=X31(c*Shn — $°Svv) + X24(*Syy — s*Stn)  (Alb)
Ay =(—8%Sun + Sy )2 (A2a)
By =Su Y21 + ¢s(Shn + Syv)2e (A2b)
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(A+jB)(A1 —jB1)" + (A= jB)" (A1 + jBi)
= ¥ (Spp+Suv) (SiwEs—e 7 {X31(jeShn + 5Svv) + Xaa(sSun+jcSu)})”
+ €2jﬂ (Shh + va)* (Shvzé + ejQ {Xgl(jCShh - SSVV) + X24(785hh + jCSVV)})
= 2¢¥9Re {(Shn + Swv) Sty S5}
+ ¥ { X351 (Shn + Syv)*(jcSnn — 5Svv) = X3, (Sun + Svv) (—jeSh, + 595,)}
+ €3jQ {X24(Shh + SVV)*(*SShh + jCSVV) - X;4(Shh + va)(ssﬁh - ]CS:V)} (A9)
where Since
X31 :A(Sg—AélEP‘f’].Q A+jB :62jﬂ (Shh+va)
X24 :A§2 — A54 =U +]V o
S5 =A8; + Ady + Abs + Ady A—jB =" (Sun + Siv) (A7)
Yo =Aegg — Agy
Y. =Aes + A1 =C+jD. (A3) the first term in (A6) can be written as
Hence (A+jB)(A—jB)" = Y |Sy, + Sy >, (A8)

A1+7B1 =535
+X51 {—cs (Sun + Svv) + J(c*Shn — 5°Sev) }
+Xo4 {—cs (Sun + Svv) + (¢ Sey — s*Sun) }

=Snv s

+6 { X1 (jeShn — Sww +-X24(—5ShntjeSu )} -
(Ada)

Similarly

A1 —jB1=5nYs

—e X531 (jeShn 455y )+ X4 (8Shm+jeSey ) } -
(A4b)

In addition

Ag + jBa = jSiyYo1 + ¥ (j5Shn + cSiv ) Xe (A5a)
Ay — jBy = — jSuYor+€ 7 (—jsSpn+¢Syy) Be. (A5b)

Expanding (A + jB)*(A — jB) and discarding the quadratic
terms leads to the following expression:

Z2Z3 =(A+ jB)(A - jB)*
~(A+jB)(A—jB)" + (A+jB)(A1 — jB1)"
+ (A+jB)(As — jBa)" + (A - jB)" (A1 + jB1)
+ (A= jB)"(Az + jBy). (A6)

The noise terms are omitted since they occur in products with
the signal and in the following product:

(N,hh + N,VV + j(N,vh - N,hv))
X (N/hh + N/vv + ] (N/vh - N/hv))* .
Hence, if the noise terms are uncorrelated with the signal and

with each other, and are of equal power, the expected value of
all terms containing noise is 0.

The terms involving § are given in (A9), shown at the top of the

page.
Averaging over looks and using the notation in (A3), the
terms involving X3; can be written as

X31 ((Sun + Sov)*(jeShn — 5Su))
= X31 (Swh + Sw) (€S + 550)) (Shn + i)
= (P + jQ)(jconn — soyy + Rljce?? — se779)
+ (P = jQ)(jeonn —

= 2P(jconn — s0vy + jRe?? cos§) — 2jQRe 7 sin 0
(A10)

50y + R[—se?? + jee™1%))

where o, = (|Spp|?), and (SynS%,) = Re’.
The corresponding expression for Xo4 is

Xog <(Shh + va)*(_sshh + jCva)>
— X34 ((Shn + Svv) (8Shn — jeSey))

= 2U(—S0nn + jcoyy + Rje’ cos 0) + 2§V Re 7 sin 6.
(Al1)

Similarly, for the channel imbalance terms, we have

(A+jB)(Ay — jBy)" 4 (A — jB)"(Ay + jBs)

= €% (S + Suv) (=3 SheYa1 + € 7% (—jsSun + ¢Sy ) Te)
+ €% (S + Suv)" (7S Yo1 + €7 (58Shn + cSyv)E:)

= je¥22Re ((Shn + Svv) Siy Y5y)
+ €2 ((C = jD)(Sun + Svv) (78St + ¢Siy)

+(C + jD)(Sun + Sev)* (5Shn + Sy ) -
(A12)
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After averaging, the coefficient of €*! can be more simply the middle lines of (A15) become

written as
—(sin 4Q—sin 2Q)(Poyy+Uonn )+ (cos 4Q+cos 2Q) Coyy

(€ = jD)(Shn + Svv) (F8Shn +€Siy) — (sin 4Q+sin 2Q) (Poywn+ U0y ) — (— cos 4Q24-cos 2Q) Coyp.

+(C 4+ jD)(Shn + Svv)*(§8Shn + ¢Svv))
Hence

=(C + jD) (jsonn + covy + R[jse’® + ce %)) o A
. A <‘ZlZ§‘cos4ﬂ>
+(C —jD) (jSCThh + coyy + Rlce?? +jse’J9])

, , _ 2
=C(2js0n + 2¢oyy + 2R’ cos ) + 2DRe 7 sin d = cos 402 (<‘Shh + Syl > + vy + Conn + 2RC cos 9)

(Al3) —sin4Q (2(P+U)Rcos 0+ Poyy+Uonn+Ponn+Uoyy)
Gathering the terms, we find +c0s2Q (2DRsin 0 + Coyy — Copy)
<(A +iB)(A - j]g)*> +5in 2Q (2(Q—V) Rsin 04 Poyy+Uop— (Popn +Uoyy )

' : 2 cos 20Re ((Sup + Svv) Siy 2

~ e ((|Shn+Suo|*) +2R cos O(jP+5U +C)) +2e% + 2 cos 2QRe ((Sun + Syv) SheX5)
P(i . — 25in 2QRe ((Shn + Svv) Sty Yo

X ( (]C(jhh - SGUU) + U(*SO’hh + jcgvu) m <( ht ) h 21>

FC(jsomn + cous)) which can be written as

+2e*? Rsin 0(—jQ + jV + D) + 2> <‘212§‘cos49>
x (Re ((Shn+Su)ShyX5) +1iRe ((Sha+Su)Shy Ya1)) _ <\Shh s |2> (14 C)cos4Q — (P + U sin 40)
(A14)
+ cos2Q2 (2DRsin 4+ C(oyy — onn))
Hence . .
+s8in2Q (2(Q — V)Rsinf + (P —U)(0ywy — onn))
<‘ZIZ§‘ cos 4Q> = cosdQ2 (<|Shh + SVV|2> +2RC cos 0) + 2 cos 2QRe ((Shn + Svv) S 5)
— $indQ (2(P + U)R cos 0) — 25in 20Re ((Shn + Svv) St Y5,) - (A17)
+ 2c0s3Q(—sPoyy — sUopy + cCoyy) Similarly
— 28in3Q(cPopy + cUoyy + sCopy) <‘Zl 7+ sin 4Q>
2

+2Rsin 0 (D cos 292 + (Q — V) sin 2Q)
+ 2cos 2QRe ((Sun + Syv) Shy 25)
— 25in 20Re ((Spn + Svv) Siy Ys)

- <\Shh + SW|2> ((1+ C)sindQ + (P + U) cos 49)

(A15) +sin2Q (2DRsin 0 + C(oyy — ohn))

<‘Z1Z§‘ sin4Q> = sind@ <<|Shh + va|2> + 2RC cos 9) — 0820 (2(Q — V)Rsinb + (P — U)(ovy — onn))
+ 2sin 2Q)Re <(Shh + va) SflVE§>

+cos4Q (2(P + U)R cos 0
& ) ) + 20820 ((Shn + Svv) Siw Yo1) - (A18)

+ 25in3Q(—sPoyy — sUow, + cCoyy)
Equations (A17) and (Al18) can be combined to give

+ 2c0s 3Q(cPonn + cUoyy + sConp) <|212§| exp(4jQ)>.

+2Rsinf{Dsin2Q — (Q — V) cos 202} Setting

+25in 20Re ((Su + Sov) Sty T5) L = (19w + Swl?)

+2cos 20Re ((Shn + Syv) Sy ¥a1) - (Al6) J =cos2Q (2DRsinf + C(oyy — onn))

Now, using +5sin2Q (2(Q — V)Rsin0 + (P — U)(0yy — ohn))

2 sin 3€2 cos 2 = sin 4€) + sin 2Q2 K =sin2Q (2DRsin6 + C(ovw — onn))
2 cos 3Q sin Q =sin4Q — sin 20 —c0s2Q(2(Q — V)Rsinb + (P —U)(oyy — onn))
2 cos 302 cos © = cos 40 + cos 20 M =2Re ((Sun + Swv) Sy Z5)

2sin 32 sin Q = — cos 4Q + cos 2Q N =2Re ((Shn + Syv) Spy Ya1)
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tan(4Q — 4Q)

_ P+U+ %Re {((SVV—FShh)*(SWfShh)) (X, sin 2Q 4 (X24 — X31) €08 2Q2) +2 ((Shn+Svv) Siiy) (X5 sin 2Q4-Y5; cos 29)}
140+ ERe {{(Sov+Shn)* (Sev —Stn)) (Be €08 22+ (Xas — X31) sin 2Q) + 2((Stn +Sv) Siiy) (55 cos 2Q+V5, sin 202) }

_ Re {X31 + Xoy + T (3csin2Q + (X531 — Xo4) cos 2Q) + 2W (—X% sin 2Q + Y5 cos QQ)}

1+Re {ZE + T (=% cos2Q + (X371 — Xo4) sin 2Q) + 2W (X} cos 22 + Y5 sin QQ)}

(A21)

and using tan(A—B) = (tan A—tan B)/(1+tan A tan B),
then

tan(4Q) — 40)

(14C) sin4Q+(P+U) cos 40+ (K + M sin 2Q+ N cos 29Q2) /L
(14C) cos 4Q—(P+U) sin4Q+(J+M cos 2Q2—N sin2Q) /L
- 1+ (14C) sin 4Q+(P+U) cos 4Q+ (K + M sin 2Q+ N cos 2Q) /L sin 4Q
(14C) cos 4Q—(P+U) sin4Q+(J+M cos 2Q2—N sin2Q) /L cos 49

(A19)

_ sin4Q
cos 4Q2

Since

K cos4Q) — J sin4(Q)

= cos4Q (sin2Q {2DRsin 0 + C(oyy — onn)}
—c0s2Q{2(Q — V)Rsin0 + (P —U)(oyy — 0nn)})
—sin4Q (cos 2Q {2DRsinf + C(oyy — onn)}

+sin2Q{2(Q — V)Rsinf + (P — U)(0yv — 0nn)})

—{2DRsinf + C(oyy — onp)} sin 2Q

—{2(Q —V)Rsin@ + (P — U)(0yy — onn) } cos 29

—Re { <(va + Shh)* (SVV - Shh)>

X (Egsin 204 (X317 — Xa4) cos 2Q) } (A20a)
and similarly
K sin4Q + J cos 492
= Re ({(Syv + Shn)"(Svv — Shn))
X (2:c082Q — (X531 — Xa4) sin 2Q)) (A20b)

(A19) simplifies to (A21), shown at the top of the page, where

<(SVV + Shh)*(svv - Shh)>

T—— _
<|Shh + va‘ >
Ohh — Oyv + 2jRsin 6
= A22
Ohh + 0wy + 2R cos @ ( 2)
W — <(Shh + SVV) hV> (A22b)

(IS +Swl?)
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