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Abstract

As cyberattacks are on the rise, enterprises must find a way to secure and monitor its critical
IT assets in order to minimize any impact upon successful attacks. Critical Infrastructures
are not only reduced to the Government and Public Sector; any kind of running business has
some kind of IT infrastructure that is critical to the development of its daily operations.

The present thesis delivers the design of a secure network architecture to monitor a critical
infrastructure. It features basic perimeter security consisting of high-availability firewalls, a
DMZ to properly isolate the internal network, a central location to store logs from selected
hosts, and a Security Operations Centre based on a SIEM software (Splunk), making real-
time monitoring possible via informational dashboards.

Last of all, an alert scheme is implemented: an e-mail is sent out from Splunk should a critical
service go down in the Critical Infrastructure.
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CHAPTER 1

Introduction

As cyberattacks are on the rise, companies’ have an urgent need to stay one step
ahead, and keep up with effective early detection and incident response in order to minimize
a possible impact on their networks. Budget destined to financing said protection is not
always as substantial as required; while common attacks on infrastructures—such as
ransomwares and DDoS—may render the whole system useless, ultimately affecting revenue
in the best-case scenario.

Furthermore, Critical Infrastructures are not limited to Governments and Public
Industries, most running businesses have elements within its IT architecture that are crucial
not only for their continuity, but also for the well-being of their population and/or customers.

Every single IT system generates thousands of logs per minute, a gold mine of
information that has to be treated wisely in order to have the massive stream working in our
favour.

Having an appropriate structure to harness machine data, coupled with the adequate
tools to interpret it, has the potential to both determine the infrastructure’s operational
health in real time; and its security posture within its regulatory policy.

The present project is defined within the current trend of big data analysis oriented
towards security events, and its aim is to make basic perimeter security and monitoring
affordable to virtually any company—regardless of their sector—by means of open-source
tools and reasonably priced licensing.

1.1. Objectives

a. Design and provision of a network architecture with the intent of monitoring the
performance of a Critical Infrastructure.

b. Alert generation and early reporting on possible attacks against the Critical
Infrastructure.
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1.2. Scope

The design and implementation of a security architecture to monitor a Critical
Infrastructure, comprising High-Availability Firewalls, a DMZ, a Central Logging Server,
Management Thin Clients, as well as the network planning regarding VLANS and
segmentation, the inclusion of an event collection and correlation system (SIEM) in order to
be used as a Security Operations Centre (SOC), the simulation of a Critical infrastructure by
means of PLC emulation software, and finally, early detection of a possible attack against said
Critical Infrastructure, in the form of an e-mail alert containing information regarding the
incident.

Moreover, when monitoring performance, the following parameters are taken into
account: RAM, CPU, and Running Services. Security monitoring will be based on logging
events over any attempt to access configuration folders that simulate the Critical
Infrastructure (C:/EasyPLC), and critical processes’ uptime.

Lastly, the entire architecture will be simulated in a virtual environment using Oracle
VirtualBox.
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1.3. Project Timeline

The present project requires a research stage so as to evaluate and define the appropriate technologies, to define the architecture, sketch
the network planning, and deploy a proof of concept. The technological composition stage follows the research, where the selected instances are
installed, along with the initial configuration and network provision.

The development stage is crucial—and represents the core of the project—as work towards the objectives completion is performed.
Dashboards, event correlation, alert reporting, the core functions of the architecture are configured during this stage. Ultimately, the quality stage
ensures the system’s fine-tuning for optimal performance.

Task Name

- 0. Proof-of-Concept
- Gathering of Information
Splunk, pfSense, EasyPLC
VirtualBox elements test
- 1. Project Definition
Critical Infrastructures
Network Topology and Infrastructure
SIEM and FW Definition
- 2. Project Initial Draft
Splunk
pfSense
Networking
EasyPLC
Architecture Definition
- 3. Technological Composition
- VM Installation
External Network
Internal Nework
- Initial Configuration
FW Log Forwarding, Rules, High-Availability
Central Logging Server
EasyPLC Simulation
Splunk Fowarded Data and Index Modeling
- 4. Development Stage
Splunk Events and Dashboard Customization
Forwarders on Designated Hosts
Performance Logging Customization
Windows Event Customization
- 5. Quality Stage
Fine Tune Performance Logs and Dashboards
Project Check
- 6. Documentation
Thesis Drafting
Presentation
Thesis Corrections and Completion

. Duration

10 days
10 days
10 days
5 days
4 days
1day
2 days
1 day
15 days
5 days
5 days
3 days
1day
1day
13 days
2 days
2 days
2 days
11 days
8 days
1day
2 days
2 days
15 days
15 days
5 days
10 days
7 days
7 days
7 days
0days
30 days
25 days
5 days
5 days

. Start

Mon 15/02/16
Mon 15/02/16
Mon 15/02/16
Fri 19/02/16
Tue 01/03/16
Tue 01/03/16
Wed 02/03/16
Fri 04/03/16
Mon 07/03/16
Mon 07/03/16
Mon 14/03/16
Mon 21/03/16
Thu 24/03/16
Tue 29/03/16
Wed 30/03/16
Wed 30/03/16
Wed 30/03/16
Wed 30/03/16
Fri 01/04/16
Fri 01/04/16
Wed 13/04/16
Thu 14/04/16
Thu 14/04/16
Mon 18/04/16
Mon 18/04/16
Mon 18/04/16
Mon 18/04/16
Mon 25/04/16
Fri 06/05/16
Men 09/05/16
Fri 06/05/16
Wed 18/05/16
Wed 18/05/16
Tue 14/06/16
Wed 22/06/16

. Finish

Fri 26/02/16
Fri 26/02/16
Fri 26/02/16
Thu 25/02/16
Fri 04/03/16
Tue 01/03/16
Thu 03/03/16
Fri 04/03/16
Tue 29/03/16
Fri 11/03/16
Fri 18/03/16
Wed 23/03/16
Thu 24/03/16
Tue 29/03/16
Fri 15/04/16
Thu 31/03/16
Thu 31/03/16
Thu 31/03/16
Fri 15/04/16
Tue 12/04/16
Wed 13/04/16
Fri 15/04/16
Fri 15/04/16
Fri 06/05/16
Fri 06/05/16
Fri 22/04/16
Fri 29/04/16
Tue 03/05/16
Tue 17/05/16
Tue 17/05/16
Fri 06/05/16
Tue 28/06/16
Tue 21/06/16
Mon 20/06/16
Tue 28/06/16

15 Feb 16
T M| F|T

—_—

]
—

29 Feb '16
S |w

14 Mar '16 28 Mar '16 11 Aps
TIM|F | T|S|W|S|T|M

r'16 25 Apr'16 09 May 16 23 May '16 06 Jun 16 20 Jun '16
FIT|S|W[S|T|M|F[T|S[W[S|T[M|F|T|[S5|W

Figure 1. Task list with Gantt chart as extracted from Microsoft Project planning
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CHAPTER 2

Background

2.1. Virtualized Environment

The process of virtualization pertains to the creation-by software means—of a
virtual version of a technological resource (such as an operating system, a hardware
appliance, or even a shared network resource). The available hardware resources are pooled
in an abstraction layer accommodated between the host (physical machine) and the guest
(virtual machine). [16]

Said abstraction layer manages the host's four main resources (CPU, Memory,
Network Adapters, and Peripherals) so as to dynamically allocate them among the guests,
enabling the cohabitation of multiple virtual machines on the same physical computer.

There are three main types of virtualization:

a. Para-virtualization:

Guest programs are executed within their own isolated environments;
however, since a hardware environment is not completely simulated, said programs
need to be modified in order to run successfully.

b. Partial Virtualization:

Most hardware environment instances are simulated, though not all,
requiring some guest programs to be modified in order to run in the virtualized
environment.

c. Full Virtualization:

The virtual environment is simulated in its entirety [15], enabling an
unmodified guest operating system to run with all its native configuration.
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2.2. Firewall Usage

Provides means to control incoming and outgoing network traffic based on a
predefined set of rules, it can be either hardware based or software based. Its target is to
establish a barrier between a trusted internal network and an external network (which is
untrusted by default). [13]

There are different types of firewalls, according to their placement within the network and
where exactly is the communication directed:

Packet filters: Operating on a low level TCP/IP layer, they function by preventing packets
from passing through the firewall unless they match an established rule. It may be stateless
or stateful, depending on their capability to maintain context about active sessions to speed
packet processing (where active session information includes IP address, TCP/UDP ports,
connection lifetime, handshakes, etc.)

Application layer firewall: Working on the application level of the OSI model, it may intercept
all type of communication generated by—or towards—a specific application. It analyses all
traffic so as to identify malicious content and drop the packets without acknowledgement to
the sender)

Proxy servers: mainly for internal usage, it acts as a gateway by relaying input packets in the
manner of an application, while blocking other requests. It is widely used to filter user access
by content to ensure the conformity of a policy.

2.3. Dual-Firewall DMZ

Term derived from “demilitarized zone”, it constitutes a perimeter subnetwork
(either physical or logical) that contains external-facing services accessing a largely
untrusted network (e.g. The Internet) [14]

Its purpose is to add an extra layer of security to an organization LAN (Local Area
Network), since no external element has direct access to the internal hosts. It is devised as a
neutral zone, belonging neither to the external network nor the internal network.

The most secure approach is to use two firewalls for this purpose. The first firewall is
external-facing or “front-end” and allows the traffic from the Internet to the DMZ. A second
firewall is internal-facing or “back-end” and only allows traffic from the DMZ to the internal
network.

Any service that requires external access is provided by the front-end firewall and
then forwarded on to the LAN through the back-end firewall.
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Figure 2. Dual Firewall DMZ architecture
(Retrieved from http://i.stack.imgur.com/JjaRg.png)

2.4. Critical Infrastructure

A critical infrastructure represents an asset or system which is essential for the
maintenance of vital societal functions. It constitutes a wide range of facilities, depending on
the governments’ security directives; however, a common denominator among the USA NIPP
and the EPCIP [1] are:

c. Supply Plants (Gas, Electricity, Water)

d. Oil Production (and subsequent distribution chain)
e. Telecommunications

f.  Public Health (hospitals, ambulances)

Transportation System.

= @

Financial Services (stock exchange, banks)

—n

Security Services (military, police)

Any threat against said structures is regarded as a hazard in security, national economic
security, public health. [2]

2.4.1. Critical Infrastructures within a business

A critical infrastructure is also an element within a business’ IT infrastructure that is
crucial to ensure daily operation continuity. Consequently, its protection should not be
specifically oriented towards governments and municipalities; but accessible at an
Enterprise level as well.
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2.5. Log Files

Virtually every process within a system automatically generates a log instance, where
new lines are appended at the end of the file correlating to the most recent events. These are
critical to have an insight of what the system is actually doing. Since logs are written on local
disks, when the system grows in number of hosts, log management may become a dire task,
overcomplicating the troubleshooting of a particular error. The pragmatic approach is to
setup a centralized logging server in order to aggregate all log information in a common
location.

2.5.1. Syslog implementations

There are native daemons that allow the processing and forwarding of log messages
in UNIX systems, such as rsyslog and syslog-ng. Depending on the scalability requirements
other solutions may be implemented, offering distributed log collectors designed for high-
volume and high throughput event collection (e.g. Splunk, Logstash) [3]

2.5.2. Event Log Monitoring and Event Correlation

The main input for security and performance analysis is via event messages
generated by network assets. A comprehensive record can be maintained, resulting very
useful for later audit procedures.

However, it is of the utmost importance to have an appropriate event correlation.
Only a cross-relation among all events in the system may actually detect an anomaly in the
network, a potential harmful activity may go undetected should the correlation fail to
associate the appropriate events.

A conceptual interpretation procedure where new meaning is assigned to a set of
events that happen within a predefined time interval [4]. During the event correlation
process, new events might be inserted into the event stream and original events might be
removed.

The following event correlation approaches may be taken:

a. Rule based, events correlated according to conditions and actions, specifically
tailored by security analysts.

b. Codebook based, a specific chain of events interpreted as a main transaction
events. In order to correlate a stream of events, the codebook interprets vectors
to its own codebook of main events.

c. Graph based, the focus shifts to hardware devices, where a relation among these
is established beforehand. A graph is constructed and then is used to find the root
cause of a fault event.

d. Neural network based, the highest known type of detection. Based on neural net
training to detect anomalies based on a big data learning approach of an event
stream.



i

UNIVERSITAT POLITECNICA DE CATALUNYA
BARCELONATECH

2.6. Security Information and Event Management (SIEM)

Common endpoint for logs and events, network-wide, assisting security analysis, and
enhancing the possibility to react faster upon any security threat [5]. Its main functions are:

Data aggregation: receiving data from various sources. Centralization of information.

Correlation: Linking events together, finding common attributes in order to turn data into
useful information.

Alerting: Correlated events provide a deeper insight into what needs to be investigated with
the utmost importance.

Dashboards: Aiding in real-time monitoring, enhances the assistance in recognising patterns
and anomalies-that otherwise would be very hard to find out via log entries.

2.6.1. Choosing a SIEM

The basic requirement is that of a tool to help manage and analyse log files on
premise, centralized, that is able to support a wide range of log formats, and handle the
majority of Operating Systems without overcomplicating its initial setup and configuration.
Preferably open-source and counting with a free licensing alternative.

Not only does Splunk counts with all of the above, it also offers wide options to
organize and display the information by means of charts, dashboards and tables, it also
counts with the possibility to include plugins in order to process most types of log formats
and technologies.

9 4!
3

® 7
oh

Logic ®

[71{'7] Z uora

Q0 -

3-1(9

~ splunk>

Figure 3. Splunk Integrations
(Retrieved from http://blog.takipi.com/log-management-tools-face-off-splunk-vs-logstash-vs-sumo-logic/)

There is little difference between its free, open-source version, and its paid version.
Mostly differentiating in technical support and indexing capacity. The user is able to perform
a full deployment with no limit to the number of hosts, searches, alerts, correlations or
reports, having the only constraint of a daily indexing volume of 500 MB, which is enough for
a controlled environment at a reduced scale. Furthermore, there are different licence types
according to the needs.
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CHAPTER 3

Project Development

3.1. Architecture Overview

The highlighting feature of the design is its High-Availability cluster, provided by a
stand-by redundancy both in the front-end and internal Firewalls. The synchronization is
routed towards a separate VLAN, and should the failover be performed, the stand-by backup
Firewall will receive the signal over said VLAN and immediately take over the routing and
firewalling tasks.

Moreover, a DMZ has been implemented in order to minimize to the minimum degree
the external exposure of the critical network. All outbound traffic towards the Internet
generated by the internal network should expressly be routed towards the DMZ and then
towards the exterior, making a two-step rule through the aforementioned Firewalls.

Lastly, any attack from the exterior will be focused solely on a single interface on the
front-end Firewall, shielding the internal network and the Critical Infrastructure.

3.1.1. Subnets Definition

There are no DHCP servers in the architecture, mainly to prevent queries from
unknown hosts to associate to the network as well as a possible spoofing. Consequently, a
static routing has been established, ensuring the most secure approach from the networking
perspective.

All subnets have been defined within the Internet Engineering Task Force’s (IETF)
RFC1918 “Address Allocation for Private Internets’, corresponding to 24-bit block addresses
(single class A networks, beginning in 10.0.0.0/8), expressly reserved by the Internet
Assigned Numbers Authority (IANA) for private networking.
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The network is consisted of 7 subnets:

10.0.0.0/24: Internal network - Internal FW management, Syslog Server
10.0.15.0/24: Internal network - Internal FW high-availability synchronization
10.0.25.0/24: Internal network - SIEM traffic

10.0.35.0./24: Internal network - Critical Infrastructure

10.0.100.0/24:Internal network - External FW management
10.0.115.0/24:Internal network - External FW high-availability synchronization
10.0.125.0/24:DMZ - Services gateways

Internet
¢ 2N
Front-End b W Front-End
Firewall ‘“;!)Nd(up Firewall
| mEmEE LA B N N}
10.0.125.11 10.0.100.1 10.0.100.0 /24 19-9-100-2| 10.0.125.12
10.0.100.20 |
L &
Front ThinClient
10.0.115.1 10.0.115.8 /24 10.0.115.2
Primary Firewall Backup Firewall
EmEES LA B NN ]
10.0.125.1 10.0.125.0 /24 10.0.125.2
=
1e.e.a.1e= } E 10.0.0.20
o p— N
syslog Server Internal ThinClient
10.0.0.1 10.0.0.0 /24 10.0.0.2
10.0.15.1 10.0.15.0 /24 10.0.15.2
10.0.25.10 |‘i§
SIEM
10.0.25.1 10.0.25.0 /24 10.9.25.2
10.0.35.10 |§.
Critical Infrastructure
10.0.35.1 10.0.35.0 /24 10.0.35.2

Figure 4. Top level view of the network architecture
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3.1.2. Resources

The main Operation System choice is based on open-source availability and clarity in
development documentation. Debian and Ubuntu have been chosen for the ThinClient,
Syslog Server, and SIEM implementations; whereas FreeBSD has been chosen for the firewall
deployment (by default, due to pfSense platform). The distribution is as follows:

MACHINE 0S INT IP VIRTUALIP | GATEWAY USERS
WAN Default - -

. admin

Firewall 2.2.6x64 | SyNC | 10.0.115.1 | 10.0.115.15 -
DMZ | 10.0.125.11 | 10.0.125.15 -
WAN Default - -

Front pfSense LAN 10.0.100.2 | 10.0.100.15 - _
Backup admin
Firewall 2.26x64 | SYNC | 10.0.115.2 | 10.0.115.15 -

DMZ | 10.0.125.12 | 10.0.125.15 -

Thfrl;gﬁtent 1[5”1‘(1)“;2 4 | enp0s3 | 10.0.100.20 i 10.0.100.15 fwmgmt
DMZ | 10.0.125.1 | 10.0.125.5 -
Internal LAN 10.0.0.1 10.0.0.15 -

X pfSense .
Primary 226x6a | SYNC | 100.15.1 10.0.15.15 - admin
Firewall SIEM | 100251 | 10.0.25.15 .

INFR | 10.0.35.1 10.0.35.15 -
DMZ | 10.0.125.2 10.0.125.5 -
LAN 10.0.0.2 10.0.0.15 -
Backup pfSense .
Firewall 226x64 | SYNC | 100.15.2 10.0.15.15 - admin
SIEM 10.0.25.2 10.0.25.15 -
INFR | 10.0.35.2 10.0.35.15 -
Tlhri;eél‘:;llt 8’?8‘?24 eth0 | 10.0.0.20 i 10.0.0.15 fwmgmt
Syslog Server 8])3681524 eth0 | 10.0.0.10 - 10.0.15.15 logadmin
Splunk 115{[;%11;614 enp0Os3 | 10.0.25.10 - 10.0.25.15 splunkadmin
Infrg?trt‘siiure Windows 7 Ethi”‘et 10.0.35.10 i 10.035.15 | infradmin

Table 1. Active resources
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3.1.3. Oracle Virtual Box

& X
File Group Help

i::} ir\.:r?_ h 4 g |Ed Snapshots (1)
New Settings Discard Show
» Work m System ~

Boot Order: Floppy, Optical, Hard Disk

Acceleration:  VT-x/AMD-V, Nested Pagin
<7 External Network / ! ang

%}‘ FRIPRIM (12/04/2016) [ system
Eé} Running Base Memory: 512 MB
Boot Order: Floppy, Optical, Hard Disk
Eﬂ, FRNBCKP Acceleration:  VT-x/AMD-V, Nested Paging
LS G Running
m System
@-f Front ThinClient (12/04/2018)
G Running Base Memory: 512 MB
4 Boot Order: Hard Disk
Acceleration:  VT-w/AMD-V, Nested Paging, KVM
<7 Internal Network Paravirtualization
[64] INTPRIM (12,04/2016)
"1 & Running (] svstem
Base Memory: 1024 MB
E!, INTBCKP Boot Order: Hard Disk, Optical
| S G Running Acceleration:  VT-x/AMD-Y, Nested Paging
[B3E5] Internal ThinClient (12/04/2018) [#] system

l{e,‘ :;} Running

Base Memory: 1024 MB

] syslog Server (12/04/2016) Boot Ordgr: Hard Disk, Optical ]
[f@u‘ & Running Acceleration:  VT-x/AMD-V, Nested Paging
[64FF Critical Infrastructure (02,/05/2016) [# system
=1 Runni
W E“> unning Base Memory: 512MB
Boot Order: Hard Disk
[ Splunk (04/05/2016) Acceleration:  VT-x/AMD-V, Nested Paging, KVM
‘ Running Paravirtualization

Figure 5. Architecture deployment in Oracle Virtual Box Manager

A virtualized environment has been chosen in order to simulate the system, and test-
drive the theoretical design. Oracle Virtual Box provides a reliable and scalable platform to
manage Virtual Machines, along with its own Network Manager to host local connections
within the environment.

For a full description of all network interface configuration, including Internal
Networks, Drivers, and number of adapters by Virtual Machine, appendix (section 1) may be
consulted.

3.1.4. Virtual Switch Configuration

Given that all routing among Virtual Machines is static, it would be necessary to
incorporate a Virtualized Switch to handle all VLAN traffic. However, Oracle Virtual Box
reckons said need, and provides internal networking switching via its /nternal Network
option when configuring virtualized hardware adapters in a Virtual Machine. It suffices to
specify the correct VLAN name, the rest is handled seamlessly, provided that all subnet
segmentation is done properly within the guest OS.

12
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Attached to: | Internal Network
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Figure 6. Oracle Virtual Box Available Internal Networks

VLAN mapping onto Oracle Virtual Box, achieved via the aforementioned Internal
Network option, has been implemented as follows:

10.0.0.0/24:

int_management

10.0.15.0/24: int_sync
10.0.25.0/24: int_siem

10.0.35.0./24: int_infrastructure

10.0.100.0/24:front_management
10.0.115.0/24:front_sync
10.0.125.0/24:front_dmz

The visual interface constraints the maximum number of available adapters to four;
however, more may be added via command line using the VBoxManage.exetool [6], as can be
seen in the following figure:
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nProgram FilessOraclesUirtualBox>*UBoxManage . modifyum INTBCKF ——nic5 intnet

sProgram Files“OraclesUirtualBox>UBoxManage . modifyom INITBCKF ——intnet5 int
infrastructure

nProgram FilessOraclesUirtualBox>*UBoxManage . modifyum INTBCKF ——nicpromisch
allow—vms

sProgram Files“OraclesUirtualBox>UBoxManage . modif yom INTBCKFP

FC27ER

nProgram FilessOraclesUirtualBox>*UBoxManage . modif yum INTBCKFP
ed5 on

sProgram Files“Oracle“UirtualBox>
»Program Files“OraclesUirtualBox>
nProgram FilessOracle“UirtualBox>

3.

14

Figure 7. Extra interface configuration via VBoxManage.exe tool

Looking at figure 7, the step-by step configuration is interpreted as follows:

d.

Modify Virtual Machine INTBCKP, enable Network Interface Card #5 (NIC5) and
attach to an internal network.

NIC5’s internal network is “int_infrastructure” (correlating to 10.0.35.0/24 in the
architecture design)

Set the promiscuous mode on NIC5 to “Allow VMs” (hides all host traffic from this
VM but allows the VM to see traffic from/to other VMs) so, the only networking
that can be done is within the design.

Emulate the FEthernet Am79C970A PCnet-PCI Il onto NIC5 (selected as the
standard network hardware for all the elements in the design, for its driver is
supported in most OS distributions by default)

Set the cable connection to on (may be turned off in the event of a hot-plug
troubleshoot)

1.5. Thin Clients

Clients with reduced functionality, their only purpose is to serve as an administrative
tool to manage firewalls. They're completely isolated from the Internet, and their only
interface is attached to the LAN network of their respective firewall.

The static routing has been configured as follows:
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fwmgmt@internalthinclient: ~

File Edit VWiew Search Terminal Help

fwmgmt@internalthinclient:~$ cat /etc/network/interfaces
# This file describes the network interfaces available on your system
# and how to activate them. For more information, see interfaces(5).

source Jfetc/network/interfaces.d/*

# The loopback network interface
auto lo
iface 1o inet loopback

auto ethld

iface ethl® inet static
address 10.0.0.20
netmask 255.255.255.0
dns-nameservers 10.0.0.15
gateway 10.0.0.15

fwmgmt@internalthinclient :~$ I

Figure 8. Network configuration for Internal Firewall Client Manager (Debian)

& Ffwmgmt@frontclienk: ~

fwmgmt@frontclient:~$ cat fetc/network/interfaces
# interfaces(5) file used by ifup(8) and ifdown(8)
auto lo

iface lo inet loopback

auto enpBs3

iface enpfs3 inet static
address 10.0.100.20
netmask 255.255.255.0
dns-nameservers 10.0.100.15
gateway 10.0.100.15

# Internet Access through External FW (disable to isolate):
# up route add -net 0.0.0.0 gw 10.0.100.15 dev enp0s3
fwumgmt@frontclient:~5%

Figure 9. Network configuration for External Firewall Client Manager (Ubuntu)

3.1.6. Firewall Installation and Configuration

PfSense is chosen as a free, well-documented, open-source project running on top of
a FreeBSD Linux distribution. It serves both as a firewall and routing platform. It offers a
wide range of features and a packaging system, enabling its further expansion without
adding unnecessary bloatware and its inherent security vulnerabilities.

The installation is carried out with an ISO image over a FreeBSD instance in Oracle
Virtual Box, said ISO can be found in the official website and is free to download.
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FreeBSD-amd64 (FRNPRIM.externaldomain) (ttywd)

=w#x llelcome to pfSense 2.2.6-RELEASE-pfSense (amdb64) on FRNPRIM s

WAN (wan) -> le® -» wi-DHCP4: 19Z2.168.237.67-24
LAN (lan) -» lel -» vl 10.0.100.1-24

Logout (SSH only) 9) pfTop

fizsign Interfaces 10) Filter Logs

Set interface(s) IP address 11) Restart webConfigurator
Reset webConfigurator password 12) pfSense Developer Shell
Reset to factory defaults 13} Upgrade from console

Reboot =system 14) Enable Secure Shell (sshd)
Halt system 15) Restore recent configuration
Ping host 16) Restart PHP-FPM

Shell

Enter an option: [

Figure 10. Initial pfSense configuration setup

The above figure shows the opening display after completing the wizard for the
initial configuration (setting time zone, hostname, domain, interface recognition and IP
assignment). Further setup must be done using the webConfigurator, accessible only via the
LAN IP (10.0.100.1) from a terminal’s browser within the same network segment (in this
case, an external thin client with the IP 10.0.100.10)

v — et = iEix:
€« C' | & b#ps://10.0.0.1/ind , Bl O =

¥Ksense

Username:
&«

Password:

Enter username and password to login.

Login

Figure 11. WebConfigurator’s login prompt for the External Primary Firewall
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3.1.6.1. Firewall Interfaces

One of the main reasons to choose pfSense over other open-source firewall projects
is its scalability. PfSense is able to accommodate as many interfaces as the network requires,
along with its rulesets and services. These may be configured using the webConfigurator Ul
or the command line. [7]

Four firewalls are required for the implementation, two for the external network, and
two for the internal network (each network has its primary firewall and a backup one in
order to enable high availability). The DMZ separates both networks.

The necessary interfaces are allocated via the command line following the design in
figure 4, assigning as many interfaces as network segments attached to each Firewall, and
naming them accordingly. Thus, rendering the following configuration:

FreeBSD-amdb4 (FRNPRIM.externaldomain) (ttyvd)

=x lelcome to pfSense 2.2.6-RELEASE-pfSense (amd64) on FRNPRIM s

WAN (wan) le@ v4-DHCP4: 19Z2.168.237.67-24
LAN (lan) lel vi: 10.0.100.1-24
S3YNC (optl) le2 vi: 10.0.115.1-24
DHZ (optZ) 1e3 vd: 10.0.125.11-24

Figure 12. Interface configuration for External Primary Firewall
reeB3D-samd64 C(INTPRIM. internaldomain) (ttywd)

#=# Welcome to pfSense 2.2.6-RELEASE-pfSense (amd64) on INTPRIM s

DHMZ (wan) -> led > vl 10.0.125.1-24
LAN (lan) -» lel > vi: 10.0.0.1-24

SYNC (optl) -» lel -> vi: 10.0.15.1-24
SIEM C(opt2) -» le3 -> vi: 10.0.25.1-24
INFR (opt3) -> led -> vi: 10.0.35.1-24

Figure 13. Interface configuration for Internal Primary Firewall.

Similarly, the interface configuration on the backup firewalls is equivalent:

reeBSD-amd64 (FRNBCKP.extermaldomain) (ttywd)
=»x lWelcome to pfSense 2.2.6-RELEASE-pfSense (amd64) on FRNBCKP s

WAN (wan) -» le@ -

LAN (lan) -» lel -» wvi: 10.0.100.2/24
SYNC (optl) -> led ->» wd: 10.0.115.2-24
DMZ (opt2) -> le3 ->» vd: 10.0.125.12-24

Figure 14. Interface configuration for External Backup Firewall.

FreeB5D- amd64 (INTBCKP.intermaldomain) (ttyvd)
=xx lJelcome to pfSense 2.2.6-RELEASE-pfSense (amd64) on INTBCKP ===

DHZ (wan) le@ vi: 10.0.125.2-24

LAN (lan) -> lel vi: 10.0.0.2-24

3YNC (optl) -» led vi: 10.0.15.2-24
SIEM (optZ) -> le3 vi: 10.0.25.2-24
INFR (opt3) -> led vi: 10.0.35.2-24

Figure 15. Interface configuration for Internal Backup Firewall.

17



UNIVERSITAT POLITECNICA DE CATALUNYA
BARCELONATECH

3.1.6.2. pfSense User Interface

Once all the interfaces have been assigned with their respective IP addresses, further
configuration may take place. By logging in into the webConfigurator on the Primary Internal
Firewall (IP address: 10.0.0.1), the Home Dashboard is displayed.

This dashboard may be customized to the client’s need, but it generally displays the
Firewall’s hostname, domain, its version, CPU, system’s time, DNS servers, and interfaces’
information and status (up/down).

» System ¥ Interfaces  » Firewall  » Services  » VPN » Status  » Diagnostics  * Gold } Help *INTPRIM.intErnaldnmain

Status: Dashboard
(1]
System Information

Name INTPRIM.internaldomain autoselect

Version 2.2.6-RELEASE (amd64) 10.0.125.1
built on Mon Dec 21 14:50:08 CST 2015 roselect
FreeBSD 10.1-RELEASE-p25 autoselec

10.0.0.1

Unable to check for updates. autoselect

Platform pfSense 10.0.15.1

CPU Type Intel(R) Core(TM) i5-5300U CPU @ 2.30GHz autoselect

Uptime 1 Day 05 Hours 20 Minutes 13 Seconds 10.0.25.1

autoselect
S Wed May 25 15:28:34 CEST 2016
i 10.0.35.1
DNS
server(s)

Last config
change

10.0.125.15

Wed May 25 15:26:31 CEST 2016

Figure 16. Internal Primary Firewall Home Dashboard

There’s also a top toolbar with the following options:

a. System (General configuration, high availability and user management)
b. Interfaces (Interfaces setup, renaming, IP addresses, etc)

c. Firewall (Aliases, NAT, rules configuration and Virtual IP setup)

d. Services (configuration of NTP, DHCP, SNMP, WoLAN, among others)

e. VPN (VPN access configuration)

f. Status (event information, from failovers to system logs, FW logs, traffics graphs,
etc)

g. Diagnostics (tools to troubleshoot connectivity issues, firewall states, tables,
packet capture, and its own command prompt )

h. Gold (licensing and membership)

i. Help (wide range of documentation, including community forums, e-books and
Wikis)
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» System » Interffaces  ~ Firewall » Services » VPN » Status » Diagnostics  *» Gold
Aliases
NAT
Status: Dashboardif’=
Schedules

Traffic Shaper

Figure 17. pfSense Top Toolbar

3.1.6.3. Shared Virtual Addresses

In order to set up the High-Availability cluster, a common gateway must be placed on
each network segment, so as to avoid gateway duplication (or misdirection) once clients join
the network. This can be achieved by creating a Virtual IP (figure 18) that can be used by the
Primary and Backup Firewall interchangeably, regardless of their default interface IP
address.

CARP (Common Address Redundancy Protocol) handles the Firewall Cluster’s high-
availability in pfSense, so a Virtual IP of said type must be added on each interface of the
Primary Firewall.

Type IP Alias '® CARP Proxy ARP Other
Interface DMZ A
IP Address(es) Type: single address ¥
Address: l\ 10.0.125.5 /32 ¥ | This must be the network's subnet mask. It does not

specify 3 CIDR range.

Virtual IP Password sesesse

Enter the VHID group password.

VHID Group 9 v
Enter the VHID group that the machines will share

Advertising Frequency Base: |1 v Skew:|o ¥

The frequency that this machine will advertise. 0 means usually master. Otherwise the lowest combination of
both values in the cluster determines the master.

Description [, Internal DMZ Gateway.
You may enter a description here for your reference (not parsed).

Figure 18. CARP-type Virtual IP creation
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» System » Interfaces » Firewall » Services » VPN » Status » Diagnostics » Gold

Firewall: Virtual IP Addresses

VUL JEIR I CARP Setlings

Virtual IP address Interface Type Description

10.0.125.5/24 (vhid 4) DMZ Internal DMZ Gateway

10.0.0.15/24 (vhid 5) LAN Internal LAN Gateway

10.0.15.15/24 (vhid &) SYNC Internal SYNC Gateway.

10.0.25.15/24 (vhid 7) SIEM SIEM Gateway.

10.0.35.15/24 (vhid 8) INFR Infrastructure Gateway.

Figure 19. Final Virtual IP configuration for common gateway usage

3.1.6.4. Failover Implementation

According to pfSense documentation [7], pfSync transfers state insertion, update, and
deletion messages between firewalls. Each firewall sends these messages out via multicast
on a specified interface. Following the documentation advise, a dedicated interface for said
handling has been defined (SYNC) due to the amount of synchronization traffic.

~ System » Interfaces » Firewall » Services » VPN » Status » Diagnostics » Gold

Advanced

Cert Manager

Frmware

General Setup
High Avail. Sync

g0

Figure 20. High-Availability configuration is accessed through the main toolbar

The failover configuration is stated in the Primary (master) Firewall, said
configuration will be mirrored in the specified Backup Firewall by means of pfsync protocol.

As shown in the figure below, after the interface choice, the peer IP address is
entered. It is important that both firewalls have mirrored management settings so as to act
as a single cluster.
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State Synchronization Settings (pfsync)

Synchronize States "

pfsync transfers state insertion, updats, and deletion messages between firawalls. Each firewall sends these messages
out via multicast on a specified interface, using the PFSYNC protocol (IP Protocol 240). It also listens on that interface
for similar messages from other firewalls, and imports them into the local state table.

This setting should be enabled on all members of a failover group.
NCTE: Clicking save will force a configuration sync if it is enabled! (see Configuration Synchronization Settings below)

Synchronize Intarfacs SYNC Y
If Synchronize States is enabled, it will utilize this interface for communication.
NOTE: We recommend setting this to a interface other than LAN! A dedicated interface works the best.
NOTE: You must define a IP on each machine participating in this failover aroup.
NOTE: You must have an IP assigned to the interface on any participating sync nodes.

pfsync Synchronize Pesr TP "% 10.0.15.2
Setting this option will force pfsync to synchronize its state table to this IP address. The default is directad multicast.

Configuration Synchronization Settings (XMLRPC Sync)
Synchronize Config to IP %% 10.0.15.2
Enter the IP address of the firewall to which the selected configuration sections should be synchronized.

NOTE: XMLRPC sync is currently anly supportad over connactions using the same protocol and port as this system -
make sure the remaote system's port and protocol are set accordingly!

NCTE: Do not use the Synchronize Config to IP and password option on backup cluster members!

Remats Systam Usermame " admin
Enter the webConfigurator username of the system enterad above for synchronizing your configuration.

NCTE: Do not use the Synchronize Config to IP and username option on backup cluster members!

Remate System Password @) ssssesnees
Erter the webConfigurator password of the system entered above for synchronizing your configuration.

NCTE: Do not use the Synchronize Config to IP and password option on backup cluster members!

Figure 21. PFSYNC protocol handles sync communication between the firewalls

Following the sync communication setup, it is time to choose what states shall be
synchronized by selecting the specific settings:

Configuration Synchronization Settings (XMLRPC Sync)

Synchronize Config to IP % 10.0.15.2
Enter the IP address of the firewall to which the selected configuration sections should be synchronized.

NOTE: XMLRPC sync is currently anly supportad over connections using the same protocol and port as this systam -
make sure the remote system's port and protocol are set accordingly!

NCOTE: Do not use the Synchronize Config to IP and password option on backup cluster members!

Remate Systam Lisermame " admin
Enter the webConfigurator username of the system entered above for synchronizing your configuration.

NOTE: Do not use the Synchronize Config to IP and username option on backup cluster members!

Remaote System Password @) ssssssnses
Enter the webConfigurator password of the system enterad above for synchronizing your configuration.

NCTE: Do not use the Synchronize Config to IP and password option on backup cluster members!

Synchronize Users and o
Groups When this option is enabled, this system will automatically sync the users and groups over to the other HA host when
changes are made.

Figure 22. Synchronization settings between the Primary and Backup Firewall
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Furthermore, the current state of the redundancy setting may be checked at all times
following the main toolbar: Status > CARP (failover)

» System » Interfaces » Frewall b Services » VPN b Status

» Gold

» Diagnostics

+ Help &= INTPRIM.internaldomain

Status: CARP Faa

| Temporarily Disable CARP | Enter Persistent CARP Maintenance Mode

CARP Interface Virtual IP Status
DMZ@4 10.0.125.5 3 MASTER
LAN@S 10.0.0.15 3 MASTER
SYNC@6 10.0.15.15 3 MASTER
SIEM@? 10.0.25.15 3 MASTER
INFR@8 10.0.35.15 3 MASTER

» Firewall » Services » VPN » Status »+ Gold

» Interfaces

» System + Diagnostics + Help ﬁnIN‘I‘BCKP.intemaldunain

Status: CARP HE@

| Temperarily Disable CARP | Enter Persistent CARP Maintenance Mode

CARP Interface Virtual IP Status
DMZ@4 10.0.125.5 BACKUP
LAN@S 10.0.0.15 BACKUP
SYNC@6E 10.0.15.15 BACKUP
SIEM@7 10.0.25.15 BACKUP
INFRE@8E 10.0.35.15 BACKUP

Figure 23. CARP status on the Internal Firewall Cluster

3.1.6.5. Gateway Services

A set of services have been put in place in order to let the system run smoothly. A key
component, for example, is the system time. All elements across the network should be
synchronized so as to achieve the required precision when logging an event. The very
implementation of a SIEM is purposeless if the recorded events are off time. No early
response can be carried out for events arriving with irregular timestamps.

In order to synchronize all timestamps, a central NTP (Network Time Protocol)
service has been conceived. The External Firewall Cluster gets its time from the closest
Network Time Foundation's pool server [8] and listens on the DMZ interface for any NTP
queries.
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» System » Interfaces

Services: NTP

E sereicrs | s |

NTP Server Configuration

Interface(s)

» Frewall  » Services »VPN  »Status b Diagnostics » Gold  » Help ﬁn FRNPRIM.externaldomain

DE@aue

WAN
LAN

SYNC

DMZ

10.0.100.15 (LAN Gatewsy)
10.0.115.15 (SYNC Gataway)
10.0.125.15 (DMZ Gateway)

Interfaces without an IP address will not be shown.

Selecting no interfaces will listen on all interfaces with a wildcard,
Selacting all interfaces will explicitly listen on only the interfaces/TPs specified.

Time servers

"\, 0.es.pool.ntp.org prefer noselect
\_ 0.europe.pool.ntp.org prefer naoselect
\_ 2.europe.pool.ntp.org prefer naoselect

For best results three to five servers should be configured hers.
The preferoption indicates that NTP should favar the use of this server more than all others.
The mossfect option indicates that NTP should not use this server for time, but stats for this server will be collectad and

displayed.

Figure 24. NTP service configuration on the External Firewall Cluster

@ - 0 splunkadmin@SIEM: Jetc

GNU nano

# Specify

2.4.2 File:

one or more NTP servers.

# Use servers from the NTP Pool Project. Approved by Ubuntu Technical Board

# on 2011-

02-08 (LP: #104525). See http://www.pool.ntp.org/join.html for

# more information.

server 10.
#server 0.
#server 1.
#server 2.
#server 3.

.- . . |
ubuntu.pool.ntp.org
ubuntu.pool.ntp.org
ubuntu.pool.ntp.org
ubuntu.pool.ntp.org

# Use Ubuntu's ntp server as a fallback.
server ntp.ubuntu.com

detatils.

HEHHERRR

Access control configuration; see fusr/share/doc/ntp-doc/html/accopt.html for

The web page <http://support.ntp.org/bin/view/Support/AccessRestrictions>

might also be helpful.

Note that "restrict" applies to both servers and clients, so a configuration
that might be intended to block requests from certain clients could also end
up blocking replies from your own upstream servers.

§f Cet Help @Y Write out [@8 Where Is ald Cut Text al Justify Qe Cur Pos
W Exit Wil Read File [@ Replace Al Uncut Text @l To Spell Wl Go To Line

Figure 25. NTP server configuration on SIEM system

Moreover, the Internal Firewall Cluster listens on all its interfaces and solves internal
NTP queries after getting the time from the External Firewall Cluster by querying the DMZ
gateway. Internal clients, such as the SIEM and Syslog Server query directly their respective
gateways (Internal Firewall Cluster’s Virtual IP) for time synchronization.
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» Gold 2} INTPRIM.internaldomain

» VPN

» Status » Help

» Frewall » Services » Diagnostics

» System » Interfaces

Services: NTP DEEEU®
w EIEIED

Interface(s) DMZ N
LAN
SYNC
SIEM
INFR
10.0.125.5 (Internal DMZ Gateway)
10.0.0.15 (Internal LAN Gateway)
10.0.15.15 (Internal SYNC Gateway.)
10.0.25.15 (SIEM Gateway.)
10.0.35.15 (Infrastructure Gateway.) =

Interfaces without 2n IP address will not be shown.

Selacting no interfaces will listen on all interfaces with 2 wildcard.
Selecting all interfaces will explicitly listen on only the interfaces/IPs spacifiad.

Time servers "\, 10.0.125.15 I prefer nosslact
\, prefer noselact
\. prefer noselect

For best results three to five servers should be configured hers.

The preferoption indicates that NTP should favar the uss of this server more than all others.

The naselact option indicates that NTP should not use this server for time, but stats for this server will be collected and
displayed.

Figure 26. NTP service configuration on the Internal Firewall Cluster

Following the same basis, a DNS Resolver and DNS Forwarder have been
implemented. The Internal Firewall Cluster receives DNS queries from the internal network
(listening on all its interfaces) and forwards said queries towards the External Firewall
Cluster via the DMZ Upstream Gateway (DMZUPSTRM).

» System  » Interfaces  » Frewall » Services » VPN P Status b Diagnostics  » Gold  » Help ﬁn INTPRIM.internaldomain
Services: DNS forwarder DeaUa
Enable

¥ Enable DNS forwarder

Figure 27. DNS Forwarder enablement on the Internal Firewall Cluster

Moreover, the External Firewall Cluster listens on its own interfaces, and solves all
queries by using Google’s servers.
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» System

Enable

» Interfaces

» Firewall  » Services »VPN  »Status b Diagnostics » Gold  » Help ﬁu FRNPRIM.externaldomain

Services: DNS Resolver DE&EU@
e

#| Enable DNS Resolver

Listen Port

The port used for responding to DNS queries. It should normally be left blank unless another service nesds to bind to
TCP/UDP port 53.

Network Interfaces

Interface IPs used by the DNS Resolver for responding to queries from dlients. If an interface has both IPv4 and IPvE IPs,
both zre used. Queries to other interface IPs not selacted below are discarded. The default behavior is to respond to queries
on every available IPv4 and IPv6 address.

All a
WAN

Lan

SYNC

DMZ

10.0.100.15 (LAN Gateway)
10.0.115.15 (SYNC Gateway)
10.0.125.15 (DMZ Gateway)
Localhost &

‘Outgoing Network

Interfaces

Utilize different network interface(s) that the DNS Resolver will use to send gueries to authoritative servers and recsive
their replies. By default all interfaces are usad.

Al a
WAN

LaN

SYNC

DMz

10.0.100.15 [LAN Gateway)
10.0.115.15 (SYNC Gateway)
10.0.125.15 (DMZ Gateway)
Localhast

Figure 28. DNS Resolver configuration on the External Firewall Cluster.

CEsnaiE [, INTPRIM
Name of the firewall host, without domain part
e.g. firewall
rrnziy [, internaldomain
Do not use ‘local’ a5 a domain name. It will cause local hosts running mDNS (avahi, bonjour, etc.) to be unable
ta resolve local hosts not running mDNS.
e.g. mycorp.com, home, office, private, etc.
DNS servers

DNS Server Use gateway
r\. 10.0.125.15 DMZUPSTRM - wan - 10.0,125,15 ¥

Figure 29. The DNS Server on the Internal Firewall Cluster is the External Firewall Cluster

Hostname

[\, FRNPRIM

Name of the firewall host, without domain part
e.g. firewall

Domain

[%, externaldomain

Do not use ‘local’ 25 2 domain name. It will cause local hosts running mDNS (avahi, bonjour, etc.) to be unzble
to resolve local hosts not running mONS.

e.q. mycorp.com, home, office, private, efc,

DNS servers

DNS Server Use gateway

I\ 8.8.8.8 WAN_DHCP - wan - 132.168.337.1 ¥

Figure 30. The DNS Server on the External Firewall Cluster is Google.

Lastly, the DMZUPSTRM has been envisioned to route traffic from the internal
network through the DMZ towards the external network, and even to the Internet (if allowed
by the firewall ruleset)
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» Gold

» Services P VPN P Stahs aunwmu.imnmaldmnain

b System b Interfaces P Firewall » Help

Status: Gateways D@GFaue

Gateways [Le=12T=00E T

» Diagnostics

Name Gateway Monitor RTT Loss Status Description
Cnline
DMZUPSTRM | 10.0.125.15 | 10.0.125.15 0.6ms 0% Last chack: Intemnal Intemet Access

Fri, 27 May 2016 13:25:13 +0200

Gateways on the Internal Firewall Cluster: DMZ (10.0.125.0/24)

» System » Interfaces  » Firewall » Services  F VPN » Status P Diagnostics » Gold  » Help ﬁn FRNPRIM.externaldomain
Status: Gateways CEREREU®
RIS Gateway Groups
Name Gateway Monitor RTT Loss Status Description
Intemal 001255 | 1004255 | 0dms | 0% | ek Sy B

Fri, 27 May 2016 13:25:06 +0200 network.

©Onlina

WAN_DHCP | 192.168.237.1 | 192.168.237.1 | 12.7ms 0% Last check:
Fri, 27 May 2016 13:25:06 +0200

Interface WAN_DHCP
Gateway

Figure 31. Gateways on the External Firewall Cluster: DMZ (10.0.125.0/24) and Internet (WAN DHCP)

3.1.6.6. Firewall Rulesets

In order to control what traffic is allowed to enter an interface on the firewall, a
ruleset must be established. Firewall rules on interfaces process traffic in the inbound
direction, following a top-down manner and stopping on the first match. If no user-defined
rule is matched the traffic in question is denied by default; however, the default rule on the
LAN interface prevents a possible lockout by allowing the LAN subnet to any destination (to
be used for management purposes). Only traffic explicitly allowed in the interface ruleset
shall be passed.

sy | ovz [N svvc | st | v

ID Proto  Source Port Destination  Port Gateway Queue Schedule Description (o
> * * * LAN Address 443 | * Anti-Lockout Rule |8
B0 o |
> IPv4 | INTCLIENT * CARP_LAN * * none Allow internal (i &
* management access. L-g L.B
(»] IPv4 | CARP LAN * SYSLOGSERVER | 514 * nong Allow Intemal FW logs @ @
LIDP to SYSLOGSERVER. L...g L.B
(»] IPv4 SYSLOGSERVER | * SPLUNK 8089 - | * nong Allow splunkforwarder @ @
TCP 99497 from SYSLOGSERVER = -
to SPLUNK. L-g L-a
(»] IPv4 | INTCLIENT * SPLUNK 9997 | * nona Allow splunkforwarder @ Lﬁ
TCP from INTCLIENT to —l—
SPLUNK. L-g L.a
> IPv4 | SYSLOGSERVER | * CARP_LAN 53 * nane Allow DNS queries. (@
LiDp (DNS) L-.; L@
o4
pass match B block rejact O log
pass (disabled) match (disabled) block (disabled) reject (disabled) log (diszbled)

Figure 32. Internal Firewall Cluster Rules: LAN interface
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They are managed via the main top toolbar in Firewall > Rules. There is a tab for
each defined interface. Moreover, system aliases can be defined to simplify the ruleset
definition and make it more user-friendly. By navigating to Firewall > Aliases, not only can
client IP addresses be defined, but also groups, ports, and even URLs.

Ll ports [ uris [ a1

Name Values Description L.‘b]
CARP_DMZ 10.0.125.5 D
CARP_INFR 10.0.35.15 D
CARP_SIEM 10.0.25.15 _ (N
CARP_SYNC 10.0.15.15 _ (N
EXT_DMZ 10.0.125.15 _ (N
INTCLIENT 10.0.0.20 D
INT_CARP_INTERFACES | CARP_DMZ, CARP_LAN, CARP_INFR, CARP_SIEM, CARP_SYNC _ R
INT_DNS_CLIENTS SYSLOGSERVER, INTCLIENT, SPLUNK, INFRA _ flR
SYSLOGSERVER 10.0.0.10 _ (N

Hu

Figure 33. Internal Firewall Cluster Aliases

3.1.6.7. Log Forwarding

Each firewall has been set up to forward all of its logs towards the Central Logging Server, as
illustrated in the following figure:

Remote Logging Options

Source Address 10.0.100.15 (LAN Gateway)

This option will allow the logging daemon to bind to a single IP address, rather than all IP addresses. If you
pick a single IP, remote syslog severs must all be of that IP type. If you wish to mix IPv4 and IPv6 remote
syslog servers, you must bind to all interfaces.

NOTE: If an IP address cannot be located on the chosen interface, the daemon will bind to all addresses.

IP Protocol IPv4 -

This option is only used when a non-default address is chosen as the source above. This option only
expresses a preference; If an IP address of the selected type is not found on the chosen interface, the other
type will be tried.

Enable Remote Logging & send log messages to remote syslog server

Remote Syslog Servers

server1 [ 10.0.0.10

Server 2 E
Server 3 E

IP addresses of remote syslog servers, or an IP:port.

Remote Syslog Contents n Everything
& System events

& Firewall events

| DHCP service events

& portal Auth events

~ vpN (PPTP, IPsec, OpenVPN) events
n Gateway Monitor events

& server Load Balancer events

Wireless events

Save

Figure 34. Remote logging configuration for the External Firewall Cluster
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3.1.7. Centralized Logging Server

In order to maintain an organized stream of security events, a central logging server
has been implemented. All firewall security logs, as well as any system events—including
failover and synchronization—are being routed towards a central location for convenient
storage and forwarding towards the SIEM.

3.1.7.1. Network Configuration

The Syslog Server belongs in the Internal Network, more specifically in the
10.0.0.0/24 subnet, its gateway is the Internal Firewall Cluster LAN interface (10.0.0.15),
and its DNS nameserver is the Internal Firewall Cluster’s DMZ gateway. By default, its traffic
is routed through its aforementioned Firewall gateway.

GMU nano 2.2.6 File: sefcsnetwork/interfaces

This file d ihes the network intert
and how to activate them. For more info

source Setcsnetworksinterfaces.ds=
The loophack network interface

auto 1o
iface lo inet loopha

yp route add -net 0.0.0.0 gw 10.0.0.15 dew etho

Figure 36. Central Logging Server’s Routing Table
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3.1.7.2. Log Reception

Log reception has been provided by Linux’s native service rsyslog (Rocket-Fast
System for Log Processing), enabling listener modules on TCP and UDP ports 514.

slog_conf.html

iR
Had# MODULES H&##

M 0 ol im . C : ing suppor

#EModload immark avides K e Ccap

= UDP
e
514

+
+ 1

OGRAMMNAME

R AR R R R RS
wE#E GLOBAL DIRECTIVES ####
AR R R R R AR R

comment out the following line.

fActionFileDefaultTemplate R LOG_TraditionalFileFormat

Set the default permissions for all log files.

Figure 38. Logging template on rsyslog.conf

Logs are organized and stored in the central server using a template
definition, as seen in figure 39. The template is named “security” and registers every

log by filing them under the directory /var/log/security by hostname and program
name.
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GMU nano 2.2.6 File: rsyslog.conf

HRHRR AR R
HiEi# RULES #é#s#
HAHARERE AR AR

[
# First some standard log files. Log by facility.

h,authpriv.
auth,authpriv.none

Figure 39. Inherent rsyslog logging rules

Moreover, the configuration rules inherent to rsyslog capture all standard linux log
files and stores them by facility (figure 40), resulting in an orderly tree that reinforces an
efficient SIEM event lookup. In the figure below, the Internal Firewall Cluster’s logs are
shown: ntp synchronizations, logins, ruleset matchs, shutdowns, among other system events.

curitys

sudo 1s -1tr 10.0.0.15

3 ay oz ntpdate. log
oot 1010 M: 16:04 ntp. !
~oot ae
oot

oot

o0t

oot

oot

oot

oot

o0t

atus.log

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

Figure 40. Central Logging Server Directory tree, Internal Firewall Cluster Logs

30



UNIVERSITAT POLITECNICA DE CATALUNYA
BARCELONATECH

3.1.7.3. Log Forwarding and Folder Monitor

Finally, once all the system’s logs are properly received and stored, it is time to
forward them on to the SIEM. For said purpose, an instance of Splunk has been used: “Splunk
Universal Forwarder”.

This instance is based on a daemon named splunkd that monitors specified folders on
the local disk and forwards them on to an specified host in outputs.conf(as shown in the
figure below, in this case, on to the SIEM over TCP port 9997)

‘splunkforwardersetcs/systemslocald cat
faultGroup = default-autolb-g2roup

[tcp

[ty
root@

LAsplunk list monitor

og

-utility.log

ESPLUNME _HOME / {
‘op I de A1lo unksmetrics. log

plunkd. log

Figure 42. List of monitored folders, towards the end: /var/log/security
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Critical Infrastructure

The main objective of the project is to be able to monitor the system performance of
an infrastructure that is deemed critical by EU directives. The physical performance (e.g.
Main function of the Infrastructure) and physical security (Access Controls, Procedures, etc.)
are considered out of scope of the project, so as to focus on a software level functionality.

3.1.7.4. Network Configuration

Internet Protocol Version 4 (TCP/IPv4) Properties @

General

You can get IP settings assigned automatically if your network supports
this capability, Otherwise, you need to ask your network administrator
for the appropriate IP settings.

(7 Obtain an IP address automatically

(@) Use the following IP address:

IP address: 0., 0 .35 .10
Subnet mask: 255,255,255 . 0
Default gateway: 0. 0 .35 .15

Obtain ONS server address automatically
(@) Use the following DMNS server addresses:

Preferred DMS server: 0., 0 .35 .15

Alternate DMNS server:

[ validate settings upon exit

Figure 43. Critical Infrastructure’s network configuration

The Critical Infrastructure belongs in the Internal Network, more specifically in the
10.0.35.0/24 subnet, its gateway is the Internal Firewall Cluster INFRA interface

(10.0.35.15), as well as its DNS nameserver. By default, its traffic is routed through its
aforementioned Firewall gateway.
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Persistent Routes:
Metwork Address Gateway Address Metric
A.A.A.A a 1i8.8.35.15 Defau

Metric Hetwork Destination Gateway
3B -:1-128 On-1link
266 feBB:: /64 On-1link

feBA::21%h:1h4:667f :1AA5 7128
On-1link

ffaa: - -8 On-1link
On—1link

Routes:

C:wUszersspc>NSLOOKUP GOOGLE.COM
Server: UnKnown
Address: 1A.A.35.15

Mon—authoritative answer:

Mame = GOOGLE . COM

fddresse 2aAA:1450: 4009 : 863 : : 200
216.58.208.142

C:=“Usersspcr>

Figure 44. Critical Infrastructure’s routing table and DNS query

3.1.7.5. EasyPLC

In order to emulate a Critical Infrastructure within the EU security mainframe, a PLC
program running on Windows has been put in place for the purpose of simulating a water
supply facility. EasyPLC has been the software of choice, following the open-source focus and
its convenient library. Furthermore, a demo sequence has been modified and customized for
said purpose, accommodating two tanks (a digital one and an analogue one) along with a
control panel to simulate the entire physical environment.

€ EasyPLC Editor =N R =]
File Hardware Progm Connection Tools Window Help  Exit
D0 H D0 &Y i |

|p"31“.‘5‘F"“’E’ | =1/ Main Sequence 1 | H 0 11
=63 Project 5 = — = —
5| Harduare VOGS HEEARS 2 2> TR I QaQlil Row: 3 Col

e Virtual PLC CPU -
=z 1/O Devices Fillon TMR.L Tank1 Value Tanki_Value
L.EB #0: SimulatedDriver
B Software
1} 1L L
~[Z] Variables 1T 1T 1T {
=-:5 Program MRL
B 5 Init
H . Tnit_Sequence_1
=% Main
- R
: Il Main_Sequence_1 —
: g Functions Tank2_valus Tank2_Value
=} Data Blocks
.. #0: Data Block L .
it Pluging 1T i )—|
£
= ML EmptyOn TMR.2 Tank2_Value Tank2_value
5 HMI Page 0
I 1} I} ¢ >
I 1T 1T 1S
TMR.2
- j I
Tank1_Value Tank1_Value
I} ¢ ¥
1T <
Started Stopped
I ¢ ¥
>\ L

Figure 45. EasyPLC Program Editor: Main sequence for water tank filling
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 EasyPLC HMI System - [HMI Page 0] =3 o %)
4 _|=]x

Critical Infrastructure

v y L ’

Running Stopped Cydle Tank 1 Cydle Tank 2

-

PLCin RUN Mode Connected in Local Mode.

Figure 46. Water Supply Tank simulation on EasyPLC. HMI System is running.

Moreover, the crucial aspect of the project is to ensure the real-time monitoring of
said simulation, regardless of its physical function. The critical processes that must be
reported on are:

a. VirtualPLC.exe *32: in charge of the PLC virtualization, a program is loaded onto
said virtual PLC and then set in run mode.

b. HMI System.exe *32: “Human Interface Module”, responsible of presenting the
visual information of the system to the operational personnel.

52} Critical Infrastructure (Final) [Corriendo] - Oracle VM VirtualBox =

Recycle Bin

% Windows Task Manager
File Options View Help

Applications | Processes LSerchs 'Perforrmranc}mNVetqurhr}grlVL}ngri

Image Name User Name (SPU Memory ... Description Virtual PLC CPU
VirtualPLC.exe *32  pc 33 15.480K  VirtualPLC CPU ResetPLC  Close Console HMI  About Exit
HMI_System.exe *32 pc 00 89.916K HMI_System
taskmar.exe pc 00 2.664K Windows Task Manager|
VBoxTray.exe pc 00 2.972K  VirtualBox Guest Additic
taskeng.exe pc 00 1.824K  Task Scheduler Engine
=, explorer.exe pc 00  23.544K Windows Explorer
ety dwm.exe pc 00 1.520K  Desktop Window Manag
taskhost.exe pc 00 2.328K Host Process for Windo|
Skl winlogon.exe 00 2.296K
csrss.exe 00 1.612K
J RUNMode
| J 1 k @ STOPMode
ié,,\ Fyl Show processes from all users End Process
m Processes: 35 CPU Usage: 33% Physical Memory: 32% & - 8- [0,0000 msec. | Disconnected | @~

@O Q=i @ @ @ cruDREHA

Figure 47. Critical Infrastructure Processes. VirtualPLC is running.
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The objective is to set up an alarm in the Security Operation Centre should any of the
aforementioned processes go down; however, Windows registers an abundant amount of
security logs for every single system event.

3.1.7.6. Processing and Forwarding Windows Security Events

Forwarding the entirety of Windows events towards the SIEM presents a burden on
the network in traffic volume, while also diminishing the SIEM’s index capacity (500MB per
day for the free version).

In order to avoid noise and unessential event logging in the network, there must be a
pre-processing and log filtering before the forwarding. Two widely available, open-source
tools are used for said purpose, each with different intent:

a. SNARE

Acronym for System Intrusion Analysis and Reporting Environment, collects Windows
audit log data from a host system and pushes said data to a server in order to facilitate a
centralized log analysis and reporting. It is considered as the “de facto standard for Windows
event retrieval” and complies with the majority of information security guidelines related to
eventlog collection and system auditing. [9]

It functions as an agent on the host system with a web-based interface for configuration,
reachable on https://localhost:6161.

T P A
[ C [ localhost:6161/remote ok

SNARE for Windows Open Source

INTER\ o r

ALLIANGE

Latest Events SNARE Remote Control Configuration

Network Configuration
Remote Control Configuration
L _ The following remote control configuration parameters of the SNARE unit is set to the following values:
Objectives Configuration
HeartBeat and Agent Log Restrict remote contrel of SNARE agent to certain hosts rd
View Audit Service Status IP Address allowed to remote control SNARE 127.0.0.1

Apply the Latest Audit Require a password for remote control? t

Configuration

Password to allow remote control of SNARE

Local Users ACTIVE: Please enter a new password if required

Domain Usars

Local Group Members Change Web Server default (6161) port

Domain Group Members

Registry Dump Web Server Port 6161

| Change Configuration || Reset Form |

(c) Intersect Alliance Pty Ltd 1593-2012. This site iz powered by SHMARE for Windows.

Figure 48. SNARE Remote Control Configuration
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Several parameters may be configured both in the Network Configuration and Objectives
Configuration tabs, more specifically and relevant to the project:

Override detected DNS Name with:

Destination Snare Server address

(Multiple destinations available in the enterprise version} 10.0.25.10
Destination Port 6160

Allow SMARE to automatically set event log max size
[Enterprise version only)

Event Log Cache Size
(MNote that if you wish to shrink the size of the cache, you will need to clear each 0 ME
event log)iEnterprise version only)

Use UDP or TCP ® UDP TCP
(TCP, TLS/SSL In the enterprise version only)
TLS/SSL

Encrypt Messages
(Requires Snare Server 4.2 and above, enterprise version only)

Perform a scan of ALL objectives, and display the maximum criticality?
Allow SMARE to automatically set audit configuration? v
Allow SNARE to automatically set file audit configuration? v

Export Snare Log data to a file?
Use Coordinated Universal Time (UTC)?

(Enterprise version only)

Use Dynamic DNS Names?
[Enterprise version only)

Enable USB Auditing?
(Enterprise version only}

Custom Event Log?
[Enterprise version only)

Enable SYSLOG Header? '
SYSLOG Facility Syslog *
SYSLOG Priority Emergency

Figure 49. SNARE Network configuration

The Destination Server Address is targeted towards the SIEM over UDP port 6160.
SNARE is given the appropriate permission to automatically set the audit configuration for
the objects that are to be monitored.

The output format is set to Syslog, so as to keep compatibility with UNIX systems, and the
Priority (available only if Syslog is selected) is set to “Emergency”, overriding the criticality
at the reception.

Said configuration has been tailored to reach the main objective for which SNARE
implementation within the project has been devised: monitoring folder access.
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Action 2o e ([Event ID User User (|General Match |General
Required Criticality Include/Exclude Event ID Match Include/Exclude||Match||Include/Exclude||Match Relurn Event Src| Order|
Success
Delete Failure Security
l—.l Exclude 4656,4688,4690 Include [ Exclude [ Error System Ll
Modify Information  |[application|
Warning
Success
Delete Failure i
|—_| Clear Include Process_Ewvents Include F Exclude Splunk Error Security .
Modify Information
Warning
Success
Delete Failure A
l—_‘ Warning Include User_Group_Management_Events|[Include [ Include [ Error Security -
Modify Information
Waming
Delete _
=== | Information |[Include Reboot_Events Include F* Include F* Success Security
| Modify | Failure v
e ooy
Delete System
l—_‘ Critical Include File_Events Include F Include C:\EasyPLC IEr:Fg:mat\on Active i
|—|Mod|fy Warning Dlret_:tory
ActivityTracing ——

Figure 50. SNARE Objectives Configuration

For the event filtering, the following guidelines were configured via the Objectives
Configurationtab, as shown in the figure 50:

Exclude Event IDs:

4656 (A handle to an object was requested)

4688 (A new process has been created)

4690 (An attempt was made to duplicate a handle to an object)
Exclude Processes matching any instance of “Splunk” (such as Splunkd)
Include User Group Management Events
Include Reboot Events

Include File Events that match the directory C:|EFasyPLC|*

Date System E;E:\i EventID Source UserMame UserType|ReturnCode |Strings
An attempt was made to access an object.
Subject: Security ID: 5-1-5-21-601726129-
2585706830-2321343950-1000 Account Name:

Mon May Sgcurity pc Account D_omain: CRITICALINFR Logen ID:

10 o e Ml_croso?c— =D 0x15923 ObJ_ect: Object Server: Security Qb]ect

l:‘ 18:17:30 criticalinfr| 2659 (File l\windows- CRITICALINFR\pc N/A £ Type: File Object Name: C:\EasyPLC\HMILib
gil7/3 System) . Audit a
3016 Security- Handle [D: 0x1324 Process Information: Process
Auditing ID: 0x560 Process Name:

C:\Windows\explorer.exe Access Reguest
Information: Accesses: ReadData (or
ListDirectory) Access Mask: 0x1

Figure 51. Log in Lastest Events tab: C:\EasyPLC\HMILib was accessed

Lastly, all filtered events may be seen in the Latest Fvents tab, a very useful tool when
troubleshooting log collection within the SIEM.
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b. Splunk Heavy-Forwarder

In order to complement SNARE’s share of log forwarding, an instance of Splunk has been
installed onto the Critical Infrastructure, specifically to cover the rest of the objective: to
monitor the system performance.

Said instance is configured to monitor exclusively performance counter parameters, and
forward a certain set of field extractions on to the SIEM. This is commonly known as a Heavy

Forwarder, since it performs a previous processing before data forwarding. It provides a
stream of cooked data.

[ C' | [ localhost:8000/en-US/account/login?return_to=%2Fen-US%2F %oy

Figure 52. Splunk Enterprise login page

The Local Performance Monitoring may be found by navigating through the main
toolbar in Data Settings > Data Inputs > Local Performance Monitoring. Three performance
counters have been defined: CriticallnfraMemory, CriticallnfraProcessor, and
CriticallnfraProcess, in order to monitor the percentage of committed memory bytes in use,
percentage of processor time, and monitor both VirtualPLCand HMI System, respectively.

The polling interval may be adjusted as required, in seconds, so as to accommodate
the real-time monitoring feature of the proposed main objective.

Local performance monitoring

Data inputs » Local performance monitoring

Showing 1-3 of 3 items Results perpage | 25 v

Collection name = Counters 2 Instances « Palling interval = Index = Status 2

% Committed Bytes In Use * a0

Actions
Criticallniral

main Enabled | Disable Clone | Delete

CriticallnfraPro % Processor Time * 90 main Enabled Clone | Delete

CriticallnfraProcess Elapsed Time HMI_System, VirtualPLC 90 default Enabled | Disable Clone | Delete

Figure 53. Local Performance counter definition
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Analoguely, a full list of running services may be obtained via Settings > Data Inputs >
Local Windows Host Monitoring, and selecting “services” in the event types to register.

AddData —@ <

Select Source

A . - i Collection name | CriticalinfraServices
Active Directory monitoring

Eventtypes? AVa lable type(s) add al Selected type(s) « remove all
Local Windows host monitoring Processor - Service

Disk

NetworkAdapter

Process -

Windows netwark monitori ng

Interval | 30

Local Windows print monitoring

Figure 54. Adding logging for running services

Upon restart, Splunk Heavy-Forwarder will begin logging performance events at the
selected polling interval rate, as shown in the figure below. The field extractions (value,
counter, host, object, source, etc.) are performed seamlessly, as the sourcetype is assigned to
“Perfmon’ and natively supported by the system.

> 5316 05/03/2016 14:31:24.077 +0200
2:3134.077PM  collection=CriticalInfraProcessor
object=Processor
counter="% Processor Time"
instance=0
Show all 6 lines
7.6385351592389128 % Processor Time criticalinfra Processor Perfmon:CriticallnfraProcesser
> | 5/3/16 05/03/2016 14:31:34 077 +0200
2:31:34077PM  collection=CriticalInfraMemory

object=Hemory

counter="% Committed Bytes In Use"
instance=0

Show all 6 lines

27.037968308233523 % Committed Bytes In Use criticalinfra Memory Perfmon:CriticallnfraMemory

Figure 55. Sample of event logging for memory and processor counters

Finally, to forward the processed events towards the SIEM, the configuration is
reached via the main toolbar in Settings > Forwarding and Receiving > Configure
Forwarding. As illustrated in the figure below, forwarding has been enabled on to 10.0.25.10
(SIEM IP address) over TCP port 9997.

Forward data

Forwarding and receiving » Forward data

Appcontext | Search & Reporting (search) ¥ | Owner | Any v a

Show only objects created in this app context [ Learn mare

Showing 1-1 of 1 item Resultsperpage | 25 ¥

Host + Automatic Load Balancing Status ¥ Actions

Enabled Enabled | Disable Clone | Delete

Figure 56. Forward Data configuration on the Critical Infrastructure
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3.2. SIEM

3.2.1. Network Configuration

The SIEM belongs in the Internal Network, more specifically in the 10.0.25.0/24
subnet; its gateway is the Internal Firewall Cluster SIEM interface (10.0.25.15), as well as its
DNS nameserver. By default, its traffic is routed through its aforementioned Firewall
gateway.

® — 0 splunkadmin@SIEM: fetc

GNU nano 2.4.2 etc/network/interfaces

B interfaces(5) file used by ifup(8) and ifdown(8)
auto lo
iface lo inet loopback

auto enpOs3

iface enp®s3 inet static
address 10.0.25.10
netmask 255.255.255.0
dns-nameservers 10.0.25.15
gateway 10.8.25.15

# up route add -net ©.0.0.0 gw 10.8.25.15 dev enp@s3

Figure 57. SIEM static network configuration

3.2.2. Splunk

The package corresponding to the Enterprise Edition was retrieved from Splunk’s
official website and decompressed onto the root folder. The corresponding scripts and
libraries are appropriately set in place by default, as shown in figure 58, so no further action
must be taken apart from running the program for the first time.

#® - 0 splunkadmin@SIEM: ~
:~§ s -1tr /splunk

total 1848

r--r--r 1 splunkadmin splunkadmin 63969 mar 26 04:85 license-eula.txt

r--r--r 1 splunkadmin splunkadmin 57 mar 26 04:05 copyright.txt

r--r--r 1 splunkadmin splunkadmin 842 mar 26 04:07 README-splunk.txt

drwxr-xr-x 3 splunkadmin splunkadmin 4096 mar 26 04:40

drwxr-xr-x 3 splunkadmin splunkadmin 4096 mar 26 04:40

drwxr-xr-x 3 splunkadmin splunkadmin 4096 mar 26 04:40

drwxr-xr-x 6 splunkadmin splunkadmin 4096 mar 26 04:45

drwxr-xr-x 4 splunkadmin splunkadmin 4096 mar 26 04:45

r--r--r 1 splunkadmin splunkadmin 1786388 mar 26 04:46 splunk-6.4.0-f2c836328108-1inux-2.6-x86_64-manifest

drwx--x--- 6 splunkadmin splunkadmin 4096 abr 11 15:55
drwxr-xr-x 16 splunkadmin splunkadmin 4096 may 4 09:55
:~5 1s /splunk/bin/

setSplunkEnv

copyright.txt

Figure 58. Splunk installation directory tree and scripts
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Figure 59 shows the command to run Splunk, it binds several ports on start-up (such
as TCP 8000 for management), validates indexes, starts the Splunk Server daemon, among
other preliminary checks.

@ - 0 splunkadmin@SIEM: ~
:~$ sudo fsplunk/bin/splunk start

splunk> Australian for grep.

Checking prerequisites...

Checking http port [8608]: open

Checking mgmt port [8889]: open

Checking appserver port [127.0.0.1:8065]: open

Checking kvstore port [8191]: open

Checking configuration... Done.

Checking critical directories... Done

Checking indexes...

Validated: _audit _internal _introspection _thefishbucket history main msad perfmon summary windows

wineventlog winevents

Done

Checking filesystem compatibility... Done

Checking conf files for problems...

Done

Checking default conf files for edits...

Validating installed files against hashes from '/splunk/splunk-6.4.8-f2c836328108-11inux-2.6-x86_64-manifest’
Could not open '/splunk/etc/apps/gettingstarted/default/app.conf': No such file or directory

Problems were found, please review your files and move customizations to local
All preliminary checks passed.

Starting splunk server daemon (splunkd)...

Done

Waiting for web server at http://127.8.0.1:8000 to be available..... Done
If you get stuck, we're here to help.

Look for answers here: http://docs.splunk.com

The splunk web interface is at http://SIEM:80600

Figure 59. Starting up Splunk Enterprise

Upon start-up completion, a web server is made available on 127.0.0.1 (alternatively,
localhost, or siem, being the latter its hostname) and TCP port 8000, thus providing the main
user interface for configuration. Furthermore, the main GUI is loaded, accessible from any
common web browser (figure 60)

J Bl Home |splunk 6.4.0  x ‘\nﬂ:

€ ) @ | siem:8000/en-US/app/launcher/home € ||Q search w8 + & O =

Administrator es Settings

Searches, reports, and Data inputs

alerts Forwarding and receiving
Data models Indexes

Search & Reporting Add Data Event types Report acceleration

Tags summaries
Fields Virtual indexes
Lookups Source types

User interface
Alert actions DISTRIBUTED ENVIRONMENT

Explore Data Advanced search Indexer clustering

All configurations Forwarder management

Distributed search

Server settings USERS AND AUTHENTICATI
Server controls Access controls

Licensing

Figure 60. Splunk home and Settings tab
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3.2.3. Getting Data In

In order to index data coming from the Centralized Logging Server and the Critical
Infrastructure’s Heavy Forwarder, a listener on TCP port 9997 must be configured. This may
be done by navigating to Settings > Forwarding and Receiving

€ @ siem c wvBe O 3 4 O

Receive data

Forwarding and receiving » Receive data

—

Showing 1-1 of 1 item Results per page 50 _-I

Listen on this port = Status Actions
9997 Enabled | Disable Delete

Figure 61. Splunk listening on TCP port 9997 for cooked data

On one hand, the SIEM is able to index events coming from said sources without
worrying about field extractions or source types, since the data stream has been pre-
processed in the origin. Its task is to identify and index incoming events for further analysis.

On the other hand, there is still uncooked data that is being forwarded to the SIEM
(i.e. Snare) that must be indexed in order to ultimately have the complete network event
stream. For this purpose, a new listener must be configured, as shown in the figure below, in
Settings > Data Inputs > UDP

€ | siem c wvEe O 3 4 0 =

Data inputs

Local inputs

Set up data inputs from files and directories, network ports, and scripted inputs. If you want to set up forwarding and receiving between two Splunk instances, go to Forwarding
and receiving.

Type Inputs Actions

Files & directories 7 Add new
Index a local file or monitor an entire directory.

HTTP Event Collector 0 Add new
Receive data over HTTP or HTTPS.

TCP 0 Add new
Listen on a TCP port for incoming data, e.q. syslog

UDP 1 Add new

Listen on a UDP port for incoming data, e.g. syslog.

Scripts 4 Add new
Run custom scripts to collect or generate more data.

Figure 62. Splunk Data Inputs
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Snare is forwarding Windows Security Events targeting UDP port 6160, so a new
listener is to be created, in order to acknowledge said stream. Additionally, the source
hostname is overridden so as to match the data coming from the pre-processed events (i.e.
criticalinfra), along with the source type “windows_snare_syslog”, which provides the
adequate field extractions to index the data uniformly.

€ siem c wBe O 3 4 O

6160

Data inputs » UDP » 6160

Source
Source name override
criticalinfra

if set, overrides the default source value for your UDP entry (hostport)

Source type
Set sourcetype field for all events from this source.
Set sourcetype *
Manual j
Source type *

windows_snare_syslog

) More settings

Figure 63. Splunk listening on UDP port 6160 intended for Snare logs

Moreover, a host restriction is set in place by accepting exclusively UDP data from the
Critical Infrastructure, with the aim of making up for the lack of handshake in the UDP
protocol.

B More settings

Host

Set host
2P O pNs @ custom

Set the host with this value.

criticalinfra

Index
Set the destination index for this source.

Index
main j
Restrict to Host

Only accept requests from this host.
10.0.35.10

Figure 64. Host resquest restriction
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3.2.4. Search App and Big Data Analysis

The core development of the project, apart from providing the supporting
architecture to monitor the performance of a Critical Infrastructure, is analysing what is
going on in the network. Being able to differentiate, group, correlate and manage a massive
amount of events in order to extract relevant information, and present it to the Security
Analyst in a convenient and orderly manner.

s/app/search/search @ | |Q search i B8 + A& O

splunk App: Search & Administrator
Search Pivot Reports Alerts Dashboards Search & Reporting
Q Search
alitime~ | Q
No Event Sampling v B verbose Mode v
How to Search What to Search

If you aren't familiar with searching in Splunk, or want to learn more, 29,092 Events 5 menths ago 2 minutes ago
checkout cne of the following resources. MDEXED EARLIEST EVENT ATEST EVENT

Documentation [2 Tutorial (2 Data Summary

Search History

> Expand your search history.

Figure 65. Search App main screen

Once the information stream is being properly indexed by Splunk, the appropriate
field extraction is performed (according to the incoming source type), by extracting the
relevant information from the raw logs and made available for subsequent querying over
field tags.

Splunk Search App’s commands provide the required flexibility to handle from the
most basic functions to the most complex ones. A Splunk search is performed by means of
commands and arguments that chained together in conjunction with a pipe character “|”
results in a filtered event output.

[t supports keywords, quoted phrases, Boolean expressions, wildcards, field names,
and comparison expressions. Generally, a common query will include a field (from the
available extracted fields) and an argument or value. When entering several fields, the AND
operator is implied. For example:
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NeW Search SaveAs v  Close
host=criticalinfra source="Perfmon:CriticalInfraProcessor"” 1 minute window ~ Q
V.

3 of 3 events matched Job~ M W A & B Verbose Mode v
Events (3) Patterns Statistics Visualization

Figure 66. Example search query

The query above returns three events from the host “criticalinfra” and source
“Perfmon:CriticallnfraProcessor” (associated to the % of CPU Committed Bytes) within a 1
minute window.

Moreover, subsearches may be performed by means of brackets and the usage of the
“search” command. For example:

N ew Sea rc h Save As v  Close

source="Perfmon:CriticalInfra®*" [ search host=criticalinfra head 5 ] Alltime v Q

~ 5 events (before 6/2/16 9:50:39.000 AM)  No Event Sampling Job v s & 4 B verbose Mode ~
Events (5) Patterns Statistics Visualization

Figure 66. Example sub search query

The figure above shows a query for the latest 5 events from the host “criticalinfra”
having “Perfmon:CriticallnfraProcessor” as their source.

A table with the full command guide has been annexed in the appendix (section 2)
with their usage. The most relevant and applicable to the project are: transaction, eval, table,
and search.

3.2.5. Relevant Events

Once all the information can be located in the SIEM, it is of the utmost importance to
identify which events are relevant to the actual monitoring, especially for Windows, given
the high amount of event types generated.

For instance, for security events generated by attempts to access an object, Windows
Event ID 4663 [11] is of interest. However, due to the high amount of irrelevant events
generated by Windows, several of them must also be filtered out (such as Event ID 4656,
4688, and 4690)

3.2.6. Correlating Events

The key aspect of data analysis is finding a relationship among seemingly unrelated
events to work out the system analysis and monitoring, whether it is matching time, source,
object, or even a combination of relevant fields.

45



UNIVERSITAT POLITECNICA DE CATALUNYA
BARCELONATECH

Splunk supports event correlations using time and geographic locations, transactions,
sub-searches, field lookups, and joins. However, the main focus will be on the command
transaction, since it enables event grouping (ideal for the high amount of Windows events)
when a unique ID identifier is not sufficient to discriminate between events (Windows’
Handle and PID are reused) [10]

The command transaction aggregates events according to specified constraints, it
functions by analysing the raw data from each event, along with the time and date of the
earliest member. Additionally, two new fields are generated to help the analysis: duration
and eventcount.

New Search SaveAsv Close

Event_ID=4663 AND Object_Name=*EasyPLC* | transaction Process_Name All time Q
| table _time eventcount Process_Mame Object_Name Account_MName

-~ 4 events (before 6/8/16 6:24:34.000 PM)  No Event Sampling v Job v ~ & L1 B Verbose Mode v

Events (4) Patterns Statistics (4) Visualization

100 PerPage v ~#Format~  Preview v

_time eventcount Process_Name Object_Name Account_Name
2016-05-03 18:37:05 63 C\EasyPLC\HMI_System.exe C\EasyPLC pc
2016-05-03 18:36:45 54 C:\EasyPLC\VirtualPLC.exe C\EasyPLC pc

C:\EasyPLC\Drivers
2016-05-03 18:36:07 15 CA\EasyPLC\Eas) C pc
2016-05-03 18:35:49 26 C:AWindows\explorer.exe CAl pc

CAl

G\

Gl

Gl

CAl

C:\EasyPLC\Slot

Figure 67. Transaction command usage

Take the query above, for example, and all requests for objects contained in the
EasyPLC folder. The transaction command is used to group events that have the same
process as object requester, narrowing down the information from 158 events (the total sum
of the column eventcountdown to just 4 main events.
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3.2.7. Dashboards

In order to present the relevant information in a visual manner, dashboards have

been configured so as to aid the security analyst in identifying anomalies in the Critical
Infrastructure’s performance. Several parameters have been selected for said task:

Percentage of CPU Utilization

Q. New Search SaveAsv  Close
Host=criticalinfra AND source="Perfmon:CriticalInfraProcessor” AND instance= Total | eval Time=strftime(_time," Last 2 days v Q
%H:%M") | eval Processor=round(Value,2) | table Time Processor|
~ 294 events (6/1/16 12:00:00.000 AM to 6/3/16 7:54:20.000 PM) Mo Event Sampling + Job v s B L 4 Fast Mode v
Events Patterns Statistics (294) Visualization

100 PerPage v #Format v Preview v 1 2 3 Next>

Time
17:54
17:49
17:44
17:39
17:34

17:29

Processor
6.82
10.62
827
13.11
3.40
7.30

Figure 68. Search query for % of CPU utilization

The above figure illustrates the query to retrieve the counter for the CPU utilization.

It is described as follows: all events from the Critical Infrastructure are evaluated, more
specifically, those generated by the performance counter “Perfmon:CriticallnfraProcessor”.
Afterwards, a timestamp modification is performed in order to keep exclusively the hour in
24H format, followed by an evaluation with the purpose of rounding the Processor
percentage to the most significant two decimals. Finally, a table is drafted to visualize the
formatted time with their respective value.

The query is then routed onto a panel in the Home Dashboard, as depicted in the

figure below:

% CPU Utilization

100

w
[7=]
&
=]

75

50

25

A b i

Timestamp
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— Percentage of Memory in Use

NeW Sea rch SaveAs v Close

Host=criticalinfra AND source="Perfmon:CriticalInfraMemory” | eval Time=strftime(_time, "%H:%M") Last 5 days v Q

| eval Memory=round(Value,2) | table Time Memory|

v
295 events (6/1/16 12:00:00.000 AM to 6/6/16 10:16:48.000 AM) Mo Event Sampling v Job v~ s & 4 4 FastMode v
Events Patterns Statistics (295) Visualization

100 PerPage~  #Formatv  Preview v 2 3 Next>
Time Memory
17:54 3486
17:49 3493
17:44 3493
17:39 35.20
17:34 3495
17:29 34.96

Figure 70. Search query for the % of Memory Utilization

Analogously, for the memory performance counter, a similar query is performed and
described as follows: gather all events from the Critical Infrastructure generated by the
Memory performance counter. Create a variable named “Time” in order to store the
timestamp in 24H format. Similarly, create another variable named “Memory” and store the
Memory percentage value rounded to the two most significant decimals. Finally, draft a table
with Time and Memory.

Next, a Home Dashboard is created with the information from the previous table
(Time in the X-axis, and Memory in the Y-axis) for its monitoring.

% Memory In Use

100
75
50
36.92
25 24.94
Timestamp
Q 4+ i D

Figure 71. Memory in Use dashboard

48



UNIVERSITAT POLITECNICA DE CATALUNYA
BARCELONATECH

— Access to Configuration Folder

The access to the PLC’s configuration folder is yet another feature to monitor in the
Critical Infrastructure. This is slightly more complicated, since a number of previous on-site
Windows configurations must be performed in order to have the required security events.

First, the Local Security Policy must be accessed, and via Local Policies > Audit Policy
any success or failure attempt to access a directory must be audited.

T Local Security Policy [o]= =]
flemicicoppiieapnlicln Audit directory service access Properties 7))
v = | H R
= HEIXE =8 Local Securty Setting | Bxplain
T Security Settings Policy ~
. [ Account Policies it j. Aud directory semvice access
4[4 Local Policies it 4
& Audit Policy o
> [ User Rights Assignment ""A it
| Audi
> [ Security Options Audit Audi these attempls:
> ] Windows Firewall with Advanced Security Al [ Sucoess
< Network List Manager Policies Audit
» 7] Public Key Policies Audit [] Faiure
» ] Software Restriction Policies Audit
> ] Application Centrol Policies Audit
» {8, IP Security Policies on Local Computer i, This seting mig not be erforced f ather poicy s corfigured to

% ovemde category level audt policy.

> (£ Advanced Audit Policy Configuration For more Information, see Audit dirsctory service access. [Q921468)

Figure 72. Audit Directory Service Access

Then, the target folder’s advanced properties (in this case, C:\EasyPLC\) allow a special
security configuration. By following Security > Auditing > Add, a new auditing entry may be
added as seen in the figure below:

@Uv\f_’, b Computer b Local Disk (C) +

For special permissions or ad| Virite extended attributes
dlick Advanced

Delete subfolders and files

Organize v [ Open | Includeinlibrary ¥ | Sharewith v Newfolder I
A Favorites Name Date modified Type Size
B Desktop . EagyPLC 04/04/2016 1157  File folder
Downloads MSOCach =
= L ache J. EasyPLC Properties =
%] Recent Places . Perflogs —
Program Files Secuty Advanced Security Settings for EasyPLC =] 1
4 Libraries . Program Files 686) | | Opctpame:  C\EasyPL
[ Documents ProgramDsta Audiing | Owner| | 4vanced Security Settings for EasyPLC | |, Auditing Entry for EasyPLC (==
h Group or user names:
o Music | Users Objectname:  C:\EasyPL( “
82 Autherticated Users Audtng object
&) Pictures Windows 8 system
B videos 52 Adminsiadores CAIT | () Tocotiue youmustbe| | T0Veworedtdemisformadingenty, g |\
82, Usuarios (CRITICALIN
B Computer Do you want to continue Objectname:  C:\EasyPLC Apply onto: [This folder and subfolders -
& Local Dk (©) To change pemmissions, cic ) Continue Auditing enties: Access: Successfil  Faled
8 SharedFolder (vl Eig!}“'m for Athenticateq Type Name Full contral a B |a
Fp— Al Everyone Traverse folder / execute file
ull cortrol
O Network st folder /read data
Vodfy Read atirbutes ] ]
Read & excoute Read extended attibutes ] B |z
Listfolder contents Create fles / wite data
Read Create foiders / append data
Wt Virite attributes o =]
o =]

Leam shout access contrl [Clinclude inheritable auditing entries from thi Delete -
Loam sbout socsss contilar] | JRePlace all existing nheritable auditng ent 7 Appy these sutiing enies o bjects
9 T andor containers within this container only
What are the requirements for auditing object Manacing auditing

EasyPLC Date modified: 04/04/2016 11:57
File folder

Figure 73. Windows Folder Audit configuration
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The folder has been configured to generate an audit security event with any of the
following attempts on its main folder or subfolders:

a. Traverse folder / execute file
b. Listfolder / read data

c. Create files / write data

d. Create folders / append data
e. Delete subfolders and files

f. Delete

Furthermore, back in the SIEM, the following search query renders the dashboard to
monitor the aforementioned accesses.

New Search SaveAsv Close
Event_ID=4663 Object_Name="C:\\EasyPLC*" Process_Name!=*PLC* All time v Q
| eval Action=if(Message="An attempt was made to access an object”,"Folder Accessed",null)

| transaction _time,Object Name | table _time Action Object_Name Process_Name Account_Name

)

-~ 108 events (before 6/8/16 4:26:30.000 PM)  No Event Sampling Job v s & L $ FastMode v
Events Patterns Statistics (108) Visualization

100 PerPage ~  #Format~  Preview v 2 Next>
_time Action Object_Name Process_Name Account_Name

2016-06-08 13:51:05 Folder Accessed C:\EasyPLC\Slot wslexplorer.exe pc
2016-06-08 13:51:01 Folder Accessed C:\EasyPLC\Docs pc
2016-06-08 13:50:54 Folder Accessed C:\EasyPLC\Help pc
2016-06-08 13:50:43 Folder Accessed C:\EasyPLC\Plugins \explorer.exe pc
2016-06-08 13:50:43 Folder Accessed C:\EasyPLC\Slot pc

Figure 74. Search query

The search query has the following rationale: gather all Windows 4663 events with
message “an attempt was made to access an object” that were generated on the folder
“C:\EasyPLC” and its subfolders, and explicitly not generated by a PLC process. Then, the
variable Action will host the message “Folder Accessed” instead of the actual system message
“An attempt was made to access an object”

Now, in order to group and consolidate duplicated events onto a single event, the
transaction command is used to correlate folders accessed at the same time, regardless of its
Handle ID. Finally, a table is drafted with the most relevant information: timestamp, the
action, folder accessed, process name, and account name, as represented in the figure below.

Access To Configuration Folder

Last 60 minutes v
_time Action Object_Name Process_Name Account_Name
2016-06-06 14:46:11 Folder C:\EasyPLC C:\Windows pc
Accessed \Projects \explorer.exe
2016-06-06 14:46:08 Folder C:\EasyPLC C:AWindows pc
Accessed \HMILib \explorer exe

Figure 75. The Home Dashboard for folder access includes a time picker
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— Running Services

In order to retrieve the service list previously generated in the Critical Infrastructure,
the following query is performed:

Q. New Search SaveAs~  Close

source=criticalinfraservices | transaction _time,State | search State=Running | dedup 1 State Last 90 seconds v Q
|| rename DisplayName AS Service | table _time Service

v

+ 1 event (6/6/16 2:41:52.000 PM to 6/6/16 2:43:22.000 PM) Mo Event Sampling v Job v s & L1 $ Fast Mode v

Events Patterns Statistics (1) Visualization

100 Per Page ~  #Format v~ Preview v

_time: Service

2016-06-06 14:42:07 Desktop Window Manager Session Manager
Diagnostic Service Host
Diagnostic System Host

Figure 76. Running Services search query

Gather all events generated by the source criticalinfraservices, group them by the same
time and State (since two lists are generated with the same timestamp: running services, and
stopped services), then perform a new search for the desired State, and keep only the latest
result. Lastly, for cosmetic purposes DisplayNameis renamed as Service.

The Home Dashboard shows the latest Running Services list.

Running Services

_time Service

2016-06-06 14:42:07 Desktop Window Manager Session Manager
Diagnostic Service Host
Diagnostic System Host
Distributed Link Tracking Client
IKE and AuthIP IPsec Keying Modules
IP Helper
IPsec Policy Agent
Multimedia Class Scheduler
Network Connections
Network List Service
Network Location Awareness
Network Store Interface Service
Plug and Play
Portable Device Enumerator Service
Print Spooler
Program Compatibility Assistant Service
RPC Endpoint Mapper
Remote Procedure Call (RPC)
SSDP Discovery
Security Accounts Manager
Server
shell Hardware Detection
Splunkd Service
Systemn Event Notification Service

Figure 77. Services Dashboard

51



UNIVERSITAT POLITECNICA DE CATALUNYA
BARCELONATECH

— Monitoring Critical Processes

As mentioned previously, the core of the monitoring of the Critical Infrastructure’s
function can be abstracted to the monitoring of its main processes, namely, HM[ System.exe
(Human-Machine Interface System) and VirtualPLC.exe (PLC emulation)

New Search saveAsv Close
source="Perfmon:CriticalInfraProcess” | transaction _time,instance | dedup 1 instance 7 day window v Q
| eval uptime = round(Value/60,0) | eval time_diff=now()-_time
| eval status = if(time_diff>100,"Process DOWN","Process UP") | eval mail_alert = if(status="Process DOWN",1,0)
| rename instance AS process | table _time process status uptime
-

0 of 893 events matched Jobv 1 W 5 & # Fast Mode v
Events Patterns Statistics (2) Visualization

100 PerPage v #Format v

_time process status uptime
2016-06-09 12:33:56.848 VirtualPLC Process UP 4197
2016-06-09 12:33:56.848 HMI_System Process UP 4190

Figure 78. Query for Critical Processes counter

Gather all performance events generated by CriticallnfraProcess, group them by time
and its instance (VirtualPLC/HMI System), and retain the latest result for each instance.

The variable uptime will hold the latest runtime value, in minutes, without decimals;
whereas the variable time_diff will have the time difference, in seconds, between the latest’
result arrival time and the current time (the search must always be run in a real-time
window).

The variable status will be set to “Process UP” should the time difference be less than the
polling interval plus a 10% safeguard (current polling interval has been set to 90 seconds, as
shown in figure 53; if the time difference is greater than the polling interval-meaning that no
performance event has arrived recently, thus assuming there might be a process outage.

Lastly, the flag mail alertwill be raised should the process statusbe “Process DOWN”.

Critical Processes

_time process status uptime
2016-06-06 14:49:51.705 VirtualPLC Process UP 388
2016-06-06 14:49:51.705 HMI_System Process UP 357

Figure 79. Processes Runtime Dashboard

Finally, the Home Dashboard for the monitoring of HMI[ System.exe and
VirtualPLC.exe can be seen in the figure above.
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3.2.8. Alert Generation

In order to ensure an early incident response alerts can be set up to notify when a
certain condition has been met.

New Search Close

source="Perfmon:CriticalInfraProcess"” | transaction _time,instance | dedup 1 instance Report
| eval uptime = round(Vvalue/60,0) | eval time_diff=now()-_time

| eval status = if(time diff=100,"Process DOWN","Process UP") | eval mail alert = if(status="Process DOWN",k1,0)
| rename instance AS process | table
| search mail_alert =1

Dashboard Panel

time process status uptime Alert

w

2 of 80 events matched Jobv N W o & B Verbose Mode v

Events (2) Patterns Statistics (0) Visualization

Figure 80. Search query that generates the alert

Splunk searches can be conveniently saved as alerts. The figure above shows a query
based on the Critical Processes’ home dashboard. The objective is to send an email should
any of the aforementioned processes exits. An additional line has been added to the original
query so as to search for raised flags. By going on the upper right-hand corner and selecting
Save As > Alert, the following window shows up:

Save As Alert

Settings

Title Process DOWN

Description A critical process has exited

Permissions Private Shared in App
Alert type Scheduled Realtime
Trigger Conditions
Trigger alert when Per-Result v
Throttle
Trigger Actions

+ Add Actions v

canCEI m

Figure 81. Alert configuration window

The relevant configuration pertaining the alert is its trigger condition set to Per-Result
basis, and its type set to Real-time, so the system will be continuously monitoring the
variable mail alert. Now, it does not suffice to trigger an alert, an action must be added.

Splunk offers several options regarding this aspect, including running a script, and
posting to a specified URL (HTTP POST). The selected option for this project, however, is the
email notification, as seen in the following figure:
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Save As Alert

Settings
Title Process DOWN
i é Add to Triggered Alerts

((.J) Alert Manager

P
E Log Event

, i Fun a seript
Trigger
Trigger Send email

in App

Hime

& Webhook

Trigl =

+ Add Actions v

Figure 82. Triggered action: send email.

The figure below shows the email format configuration:
To: recipient’s email.
Priority: set to Highest this is reflected upon the email’s receipt.
Subject: “Splunk Alert: CRITICAL PROCESS DOWN’

Message: fully customizable, variables regarding the alert generation may be used,
such as the trigger time in hours, minutes, and seconds.

Include: a PDF may be included for traceability purposes, as well as the inline result
of the search query (raw event data related to the process’ last polling)

Edit Actions
Alert  Process DOWN g
Trigger Actions
+ Add Actions v
When triggered > é Add to Triggered Alerts Remove

v EZd Send email Remove
To dhernandezromero@deloitte.es
Show CC and BCC
Priority Highest v
Subject Splunk Alert: CRITICAL PROCESS DOWN

Message | gojynk Management has detected a potentially harmful activity:

Strigger_timeHMS$: A critical process has exited.

Please, review this action immediately.

Include Link to Alert Link to Results
Search String +| Inline Raw ~
Trigger Condition Attach CSV

Trigger Time /| Attach PDF

Type HTML & Plain Text Plain Text

=3

Figure 83. Alert email configuration.
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In order to actually send out the email, a provider must be set. The implementation of a
SMTP server was considered; however, it represents an unjustified workload for the actual
return when there are more viable solutions, such as Gmail.

An email account was created under the name splunkmanagement@gmail.com, and by
disabling the two-step sign-in verification it could be automated to serve as Splunk’s default
Mail Server.

This is done going to Settings > Server Settings > Email Settings and configuring Gmail's
SMTP parameters (URL, port, and encryption protocol), along with the account’s information,
as shown in the figure below.

Email settings

Server settings » Email settings

Mail Server Settings
Mail host
smtp.gmail com:587

Set the host that sends mail for th,

Email security

J none O EnableSsL @ EnableTLS
Check with SMTF server admin. When S5L is enabled, mail host should include the port. IE. smip.splunk.com 465
Username

splunkmanagement@gmail.com

Username to use when authenticating with the SMTF server. Leave empty for no authentication.
Password
to use when authe A th the SM Server.

Confirm password

Email Format
Link hostname
1se IPvE addresses in

Set the ho: uare brackets (eg. [2001:db8.0:1]). Leave em,

Send emails as
splunk
Email footer *

If you believe you've received this email in
error, please see your Splunk administrator.

splunk > the engine for machine data

Figure 84. Splunk Mail Server configuration
Evidence of automation can be found by actually login in the management account on

Gmail, and clicking on the bottom right-hand corner on “Details” to see the history of account
activity by type, as the following figure illustrates:
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= x

https://mail.google.com/mail /7ui= | NG

Activity on this account

This feature provides information about the last activity on this mail account and any concurrent activity.
Learn more

This account doesn't seem to be open in any other location. However, there may be sessions that haven't
been signed out.

| Sign out of all other web sessions

Recent activity:

Access Type [2] Location (IP address) [ 2] | Date/Time

(Browser, mabile, POP3, etc.) (Displayed in your time zone)
Browser (Chrome) Show details * Spain 17:38 (0 minutes ago)
Browser (Chrome) Show details * Spain - 17:19 (19 minutes ago)
SMTP Spain 13:33 (4 hours aga)
SMTP Spain 12:11 (5 hours ago)
SMTP Spain 8 Jun (23 hours ago)
SMTP Spain 8 Jun (1 day ago)
SMTP Spain 6 Jun (3 days ago)
SMTP Spain 6 Jun (3 days ago)
SMTP Spain 25 May

SMTP Spain 25 May

Alert preference: Show an alert for unusual activity. Change

* indicates activity from the current session.

This computer is using IP address_(SpainJ

Figure 85. splunkmanagement@gmail.com SMTP activity extracted directly from Gmail

Lastly, the history of triggered alerts can be consulted directly on the Operations Centre,
by selecting Activity > Triggered Alerts, and also, by navigating to the specific alert type on
Settings > Searches, reports, and alerts > Process DOWN.

Pivot Reports Alerts Dashboards & Repor‘fing
Process DOWN Edit v
A critical process has exited
Enabled: Yes. Disable Trigger Condition: Number of Results is > 0. Edit
ADP: oo .. search ACHONS! oo v 2 Actions Edit
Permissions: ............... Shared in App. Owned by admin. Edit A Add to Triggered Alerts
Alert Type: Scheduled. Cron Schedule. Edit B send email
Trigger History
20 per page v

TriggerTime Actions
1 2016-06-09 12:11:32 CEST View Results
2 2016-06-08 17:53:01 CEST View Results

Figure 86. History of triggered alerts by Process DOWN

App  Search & Reporting (search) j Owner = Administrator (i j Severity Al j Alet | Al j n

Showing 1-2 of 2 results

Time * Fired alerts = App Type = Severity * Mode * Actions
() 2016-06-09 13:33:36 CEST Process DOWN sedrch Scheduled Critical Digest [* View results [* Edit search Delete
(7] 2016-06-08 12:11:32 CEST Process DOWN search Scheduled Critical Digest [* View results [ Edit search Delete

Figure 87. General History of triggered alerts
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CHAPTER 4

Results

4.1. Real-Time Monitoring via Dashboards

As seen in the figure below, the Critical Infrastructure’s performance can be monitored
remotely from the Security Operations Centre. Security information such as accesses to the
PLC configuration folder and Running Windows Services are also displayed.

Critical Infrastructure: Performance 2 @

Access To Configuration Folder % CPU Utilization
Last 60 minutes v o chu

_time Action Object Name Process_Name Account Name

Critical Processes % Memory In Use

_time process status uptime.

Running Services Stopped Services

_time Service _time Service

Figure 88. Home Dashboards

Moreover, its critical processes are monitored in real-time, should one of these go
down an alert is triggered and an email is sent.

These parameters and views may be personalised according to the client’s needs and
specifications, however, it could also be offered as a basic display setting, and further on
expanded in bundle with other security services additions.
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4.2. Customizable Alert Generation

Any type of information found in the SIEM can be reported externally, the current
project proposed an alert based on a Critical Infrastructure’s process availability and SMTP
delivery. However, this may be easily scalable to essentially any security event generated in
the system (account logins, sudo command executions, firewall rules match or blocked traffic,
etc.) and a customizable delivery method, such as an immediate HTTP post to a specified
URL, or a hard copy log in a remote server.

| L "R

FILE MESSAGE McAfee E-mail Scan

mi. 08/06/2016 17:57

splunkmanagement@gmail.com

Splunk Alert: CRITICAL PROCESS DOWN
To Hernandez Romero, Daniel Eduardo (ES - Barcelona)

oThiE message was sent with High importance,
Message @ process_down-2016-06-08,pdf (6 KE)

Splunk Management has detected a potentially harmful activity:
17:53:01: A critical process has exited.

Please, review this action immediately.

Best regards,
The Splunk Team.

06/08/2016 17:50:55.432 +0200
collection=CriticalinfraProcess
object=Process
counter="Elapsed Time"
instance=HMI_System
Value=184020.57025370001

06/08/2016 17:50:55.432 +0200
collection=CriticalinfraProcess
object=Process
counter="Elapsed Time"
instance=VirtualPLC
Value=184051.22841925353

{2} splunkmanagement@gmail.com Sghunk Alert CRTICAL PROCESS DOWN

Figure 89. Alert email, as received, from the SIEM
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CHAPTER 5

Project Budget

5.1. Open-Source

The open-source focus is centred on the free distribution and development, not only
does it enhance the financial viability of the project, but it also offers the possibility of
tailoring said project to the final client’s needs and shape it in the most technologically
adequate way for further scalability. Tools like pfSense and Splunk are found in the avant-
garde of said focus, providing all of the above plus an optional premium choice, should more
out-of-the-box functionality—or extended features—be needed.

5.2. Initial Costs

The main cost is derived from the personnel worktime invested in developing the
project, since the entirety of the tools at hand are open source and readily available with a
computer and a working Internet connection.

Amount of days dedicated to background training: 19 (152 hours)
Amount of days dedicated to the technical composition: 12 (96 hours)
Amount of days dedicated to the development and fine tuning: 22 (176 hours)
Total amount of hours: 424

Price per hour: 8.00 €

Splunk 1GB/day yearly license 1,700 € [12]

Project cost: 5,092.00 €
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CHAPTER 6

Conclusions

6.1. Scope completion

The Critical Infrastructure’s performance can be monitored by implementing Splunk
as a SIEM, and ultimately acting as an Operations Centre for a Security Technician.
Furthermore, the option to fine-tune parameters is flexible enough so as to adjust the project
specifically to the client’s needs.

A basic security mainframe has been provided, including high availability firewalls
with restricting rulesets, a dual-firewall DMZ providing the minimum possible area for attack,
a central logging server for convenient storage, and a SIEM with an alert scheme to ensure an
early incident response.

6.2. Recommendations

This project has been envisioned to provide the backbone of a secure architecture
oriented towards monitoring Critical Infrastructures; however, it would be ideal to
complement it with additional security elements.

Most of these additional solutions may be implemented natively in pfSense (e.g. an
IPS and IDS via Snort package inclusion). Also, with an adequate investment, even more
interesting solutions may be achieved, such as a DLP (Data Loss Prevention), NAC (Network
Access Control) and Antivirus deployment, choosing from flagship security vendors, such as
McAfee, Kaspersky, FireEye, among others.

Depending on the client’s needs, Oracle VirtualBox may not fulfil Enterprise
requirements in terms of scalability, technical support, or internal regulations. Generally, it is
preferred to rely on licensed solutions like Citrix Xenserver, and benefit from its guaranteed
24 /7 support, wider framework, upgrades, hot-fixes and continuous updates.

Lastly, the present project may be aimed towards clients with critical monitoring
needs who are lacking the resources for a proprietary solution, such as small towns wanting
to ensure their traffic light systems are always running, and farms employing automated
mechanisms to count their livestock running on a SCADA system.
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Appendix

— Section 1: VM Network Configuration in VirtualBox:
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INTPRIM
FreeBSD (64-bit)
TFM/fInternal Metwork

INTBCKP
FreeBSD (64-bit)
TFM/fInternal Metwork

Internal ThinClient

: Debian (64-bit)

TFM/fInternal Metwork

Syslog Server

: Debian {64-bit)

TFM/fInternal Network

Splunk
Ubuntu (64-bit)
TFM/Internal Network

Critical Infrastructure
Windows 7 (64-bit)
TFM/fInternal Network
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4 - Settings

b. Network configuration for the External Firewall Cluster

.5 General

8] system

B oisplay

B storage

$ Audio

|[. Network

G serial Ports
& use

Bl shared Folders
[T user Interface

Network
Adapter 1 Adapter2  Adapter3  Adaplerd
Enabla Netwark Adapter

Attached to: Bridged Adapter -
Hame: Intak(R) Dual Band Wireless-AC 7260 v
« Agvanced
Adagter Type: PCnet-PCLII (Am79C970A) -
Bromiscuous Mode: Allow VMs v
MAC Address: [0B0027E6CBA7 K]
Cable Connected

Bort Forwarding

B Genersl
& system
= oisplay
B storage
B audio
" Network
@ seial ports
@ use

Bl shered Folders
[T User Interface

Network
Adapter 1 Adapter 2
Enable Network Adapter
Attached to: | Intemal Network
Name: |front_s ~
% Advanced
Adapter Type: |PCnet-PCI 1T (AmPICS70A) -
Promiscucus Mode: | Allow VMs. -

Adapter3 Adapter 4

MAC Address: [180027DACABE =]
gable Connected
Port Forwarding

B Genenal

B system

E pisplay

2 storage

B Audio

&) Network

B sedl Ports
@ use

il Shared Folders

[T user Interface

## INTPRIM - Settings

Network
Adapter 1 Adapter 2
[-#] Enable Network Adapter

Attached to:  Intemnal Network =

Adapter 3 Adapter 4

Name: |front_sync -

« Agvanced
Adapter Type: | PCnet-PCL 11 (AM79C970A) -
Promiscuous Mode:  Allow VMs. M
MAC Address: [DB0027E4996C =]
Cable Connected
Port Forviarding

B General

X system
Display

Bl storage

P Audo

|@ Network

@ Serial Ports
& use

Bl Shared Folders
[T user Interface

Network
Adapter 1 Adapter 2 Adapter 4
Enable Network Adapter
Attached to; |Intemal Network =
Hame: |front_dmz ~|
¥ Advanced
Adapter Type: | PCoat-PCT 1T (AM79CO708) -
promiscuous Mode: |Allow VMs -
MAC Address: |0B0DZ70FFO47 =]
[ Cable Cannected
Port Forvwarding

Adapter 3

c. Network Configuration for the Internal Firewall Cluster

General
System
Display
Storage
Audio
Metwork

Serial Ports

P BYEEEN

<
&
4

il shared Folders
T User Interface

M General

] system

B oisplay

B storage

§ Audio

WP Network

B serisl Ports
& use

[l shared Folders
FT userintertace

Network

Adapter 1 Adapter 2

£7] Enable Network Adapter
Attached to; |Intemal Network -
MName: |frant_dmz o~
 Advanced

Adapter Type: PCnet-PCI 11 (Am79C970A) -
Bromiscuous Mode: | Allow VMs -
MAC Address: |0B0027F64CFB a8

Cable Connected
Port Forwarding

Adapter 3 Adapter 4

Network
Adapter 1 Adapter 2
Enable Network Adapter
Attached to: Internal Netwark -

Adapter 3 Adapter 4

mame: [int_sync -

¥ Advanced

Adapter Type: PCnet-PCL IT (Am7ICI70A) =l

Bromiscuous Mode:  Allow VMs -

MAC Address: 080027774201 =]
Cable Connected
Port Forwarding

B Genera

] system

E Display

& storage

B Audio

W Netvork

B Serial Ports
ﬁ use

il shored Folders
[ user Intertace

M General
B system
Display
Bl storage
B Audio
WP Network
B Serial Ports
& uss

B Shared Folders
BT User interface

Network

Adapter 1
Enable Hetwork Adapter
Attached to: Tntemal Network =
Hame: [int_s -
F Advanced
Adapter Type: PCnet-PCI 1 (Am79C070A) -
Promiscuous Mode: Allow VMs. -
MAC Address: 080027E635C7 K=]
[ Cable Connected
Port Forwarding

Adapter 2 Adapter3  Adapter 4

Network

Adapter 1 Adapter 2 Adapter 4
Enable Network Adapter
Attached to: | Internal Network =
Hame: [int_siem v
w7 Advanced
Adapter Type: | PCnet-PCT IT (Am79CO70A) B
Promiscuous Mode: | Allow VMs -
MAC Address: 080027930504 =]
Cable Connected
Port Forwarding

Adapter 3
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¥ Internal ThinClient -

General

M system

= oisplay

i storage

B Audio

|i Network
@ Serial Ports
& use

(il Shared Folders

[T user interface

General
System
Display
Storage
Audio
Network
Serial Ports.
usse

Shared Folders

BhweaYEEEn M

User Interface

o

General
System
Display
Storage
Audio
Network
Serial Ports

uss

User Interface

AhCPRUYREEMN
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Shared Folders

d. Network Configuration for the Management Clients

Settings

Network
Adapter 1 Adapter 2

Enable Network Adapter
Attached to: Intemal Network  ~

Adapter 3 Adapter 4

Name:
« Advanced
Adapter Type:

Promiscuous Made:

int_management v

PCnet-PCI I (Am79C970A) -
Allow VMs -
080027848174
Cable Connected
Bort Forwarding

MAC Address:

e.

' Network

Adapter 1 Adapter 2
[~ Enable Network Adapter
Attached to: | Internal Network =
Mame: |int_management V|
¥ Advanced
Adapter Type:
Promiscuous Mode:

Adapter 3 Adapter 4

PCnet-PCI 1T (AM79CI70A) =
Allow VMs =

MAC Address: |08002703DD82 =]
Cable Connected
Port Forwarding

General

System
Display
Storage

Audio
Network

Serial Parts
& uss

Bl Shared Folders

[ user interface

B General

m System

@‘ Display

L2 storage

= Audio

LIJI Network

@ Serial Ports
ﬁ use

ﬂ Shared Folders

E User Interface

Network
Adapter 1 Adapter 2

Enable Network Adapter
Attached to:

Adapter 3 Adapter 4

Internal Network =

Hame: [front_management

¥ Agvanced
Adapter Type:
Promiscuouss Mode:

PCnet-PCLIT (AM79CI70A)
Allow VMs.

MAC Address: |0800279BC502

Cable Connected
Port Forwarding

Network Configuration for the Central Logging Server

Storage
Storage Tree Attributes
< Controller: IDE Hard Disk:
=) Empty
& Controller: SATA Information
Gl SyslogServervdi Type (Format):
4> Controller: SCSI Virtual Size:
Details:
Location:
Attached to:
Encrypted with key:

scsipoto <+ [
[ Solid-state Drive

Normal (VDI)

50.00 GB

46.00 MB

Dynamically allocate...
H:\VirtualBox VMs\T...
Syslog Server (12/04..

f. Network Configuration for the SIEM and Critical Infrastructure

Network
Adapter 1  Adapter2  Adapterd  Adapter d
Enable Network Adapter
Attached to: Intemal Network =
Hame: |int_siem <
¥ Advanced
Adapter Type: PCnet-PCI IT (Am79C9704) -
Promiscuous Mode: Allow VMs =
MAC Address: 0B0027AA9688 | @
Cable Connected
Bort Forwarding

General
System
Display
Storage

Audio

B Y ElE N

I
@
=

Network

Serial Ports

Bl Shared Folders

[ user interface

Network

Adapter 1 Adapter 2
Enable Network Adapter
Attached to: Internal Network =

Adapter 3 Adapter 4

Name: \\anFraslrudure

¥ Advanced
Adapter Type:

Promiscuous Mode: | Allow VMs

Intel PRO/1000 MT Desktop (82540EM) o

MAC Address: [0800278CEL9C
Cable Connected
Port Forwarding




