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Modelling and control for bounded synchronizatior
In multi-terminal VSC-HVDC transmission networks

Arnau Doria-Cerezo, Josep M. OlnMember, IEEE Mario di BernardoFellow, IEEE and Emmanuel Nio

Abstract—The extension and size of the power grid is ex-
pected to increase in the near future. Managing such a system
presents challenging control problems that, so far, have been
approached with classical control techniques. However, large ate
systems of interconnected nodes fall within the framework of the
emerging field of complex networks. This paper models multi-
terminal VSC-HVDC systems as a complex dynamical network,
and derives conditions ensuring bounded synchronization of its 2
trajectories for a family of controllers. The obtained results are
validated via numerical simulations.

Keywords—HVDC transmission, complex networks, bounded
synchronization, droop control. E}—E
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I. INTRODUCTION

Achieving efficient energy transport and distribution has
emerged as an important problem for the future. New tech {}
nologies, most of them related to renewable energies, havée "
changed the structure and methods of generation, managgemen
and power consumption.

The potential of High Voltage Direct Current (HVDC)
transmission has been lately boosted by the development of
\oltage-Source Converters (VSC) based on HVDC systems.
Indeed, among the advantages of VSC technology with respect
to classical current-fed line-commutated converters are:
independent control of the reactive and active power coesum
or generated by the converter, smaller filter size due totarfas
dynamic response, and no need of transformers to assist the
commutation process [1], [2].

In turn, technical, economical and environmental reasongse of HVDC links in offshore wind farms improves voltage

make HVDC lines a feasible alternative to High Voltage 50§ frequency responses independently of the wind turbine
Alternating Current (HVAC) lines, if not the only option,rfo  yhe “and alleviates the effect of grid faults [3], [4].
long distance bulkpower dispatch, power transmissionymas ~ pierent power plants are connected to the power grid side

chronous interconnection situations, or long submarirtdeca stations through a meshed DC grid. In such schemes, knowr
crossings. This guarantees grid access to renewable SOUrGEs \y, jti-terminal HVDC (M-HVDC) networks [2], terminals
such as large-scale wind farms, hydro-electric facilities oo hower generation plants and grid connection statians, a
mine-mouth power plants in remote areas. In particular, hey,,cirared in Fig. 1. Nevertheless, although M-HVDC grids
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static output feedback approach based onlaroptimization a family of controllers which encompass droop control laws
criterion solved through Linear Matrix Inequalities (LMIs while taking into account saturation constraints; expléior
This technique shows three main drawbacks: firstly, it r#gle bounds are also computed. Numerical results on a realistic
constant or quasi-constant signals, for which the space scenario with power availability and power demand varyimg i

is not an appropriate framework; secondly, the computation time validate the theoretical predictions.

burden associated to LMI solving prevents its applicatmhit The remainder of the paper is organized as follows. A
HVDC systems with a high number of terminals; and, thirdly, basic background in complex networks is given in Section IlI.
it does not provide error bounds for the state variables. Section Il includes a mathematical model of M-VSC HVDC

To overcome these problems, a different approach is retransmission systems and is cast into a complex network
quired. Specifically, a strategy needs to be devised to dedhshion. Sections IV and V contain, respectively, the beahd
with a large ensemble of interconnected nodes coupledghrou synchronization analysis for the resistive and RLC case. Nu
a given topological structure and guarantee that they é@xhibmerical results are shown in Section VI, and conclusions are
some desired macroscopic properties. This is precisely thdrawn in Section VII.
type of problem studied imetwork control Indeed,complex
networkshave been attracting much research interest since the . COMPLEX NETWORKS
end of last century, and many cooperative problems arising
in natural, engineering and social sciences have beenetackl
within such a framework [9], [10], [11]. A typical example
is synchronizatiof11], [12], [13], [14], [15]: a specific type
of collective behaviour emerging when the state trajeetori
of the nodes asymptotically tend towards each other. Stati

We summarize next some preliminary results on complex
networks that are mostly taken from [9], [18].

We consider undirected, complex dynamical networks of
n non-identical, one-dimensional nodes with linear diffesi
(Czoupling, modeled by:

synchronization, i.e. asymptotic convergence to a common n
equilibrium, is known asconsensug11], [16], [17]. While b= felwr )+ am(@ —x), k=1,...,n (1)
either consensus or synchronization are realistic goals in =1

networks with identical nodes, such a behavior is in generalyherez, € R is the state of thé-th node,f), : R xR — R is
impossible in networks with nonidentical nodes. In thisecas a piecewise continuous map, ang, is the coefficient of the
an asymptotically bounded mismatch can be achieved betwegfeighted adjacency matrix, that ig;; > 0 if nodesk and!
the states and a certain “reference” trajectory, a reginenof are coupled.

termed ashounded synchronizatiof18], [13]. The weighted Laplacian matrid = (Ay) € M, (R),

Large-scale M-HVDC transmission systems can be regardegefined via the weighted adjacency matrix as
as complex dynamical networks [9], [10], so can the powet gri

itself [19]. The terminals, each one with its own dynamie c Ap = { S ap k=1 @)
be modelled as the nodes of the network, and the connecting — Akl k#1,

lines as the coupling edges. However, most papers in thgows to write (1) in matrix form as:

literature dealing with power grids using a complex network

approach [19] focus on frequency synchronization in AC &= f(z,t) — Az, 3)
grids [20], [21], [22], [23], [24], [25]. A recent work dealg ) T T

with voltage synchronization of coupled power electronicsWith = = (fflwgwxn) .andf = (f1,...,fn)' . )
inverters [26] was further extended to more general classes 1he Laplacian matrix satisfies the following properties:
of nonlinear oscillators [27], but networks of identicaldes ~ P1 It has zero row-sumy_, Ay =0,k =1,...,n.

were considered in both cases. It is also worth mentioningP2 1, = (1,..., 1)T € R" is a right eigenvector ol with
that a cooperative droop control strategy for DC microgrids eigenvalue), i.e. A1, = 0.

which cou_ld fall within complex netwo_rl_<s protocpls_, Was | et nowr(t) = (n(t),.--,?“n(t))T, with 7; : Rep — R,
proposed in [28]; nevertheless, the stability analysisgaima ; _ 1,...,N, denote a certain reference trajectory.

based on LMils. Finally, a decentralized Pl passivity-based pefinition 1: Network (1) is said to achieve bounded syn-

controller that renders global asymptotic stability for &S cpronization with respect to some reference trajectdfyhere
HVDC transmission networks has been recently presented igyistsc > 0 such that

[29]; however, current and voltage saturation effects at n
considered. tl}gp lx(t) — ()] <e. 4)
This paper models an M-VSC HVDC transmission system >

as a complex network with nonidentical nodes, where a ctirren m
source (for power generating terminals) or sink (for power '
consuming terminals) in each node acts as the control action )
Then, the problem of ensuring power balance and maintaining- Control architecture

bounded voltages during faults is reformulated as that of An M-VSC HVDC transmission system is composed of a
achieving bounded synchronization. In so doing, the occurnumber of power plants connected to a main AC power grid
rence of bounded synchronization in resistive and Resistiv through a meshed DC grid, with VSC converters transforming
Capacitive-Inductive (RLC) transmission lines is ensufed the DC electrical power into an AC waveform, or vice-versa.

M ULTI-TERMINAL VSC-HVDC TRANSMISSION
SYSTEMS
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The control strategy for these networks is based on a i / pmin
hierarchical, three control level architecture [6], seg.R. _ bR
This scheme consists of: a supervisor algorithm that sets th THOLI W SN
required voltagesls;, to all VSC converters; a voltage control v
1

scheme that regulates the voltages of each VSC capacitor;
and a current controller providing the switching policy to Fig. 4: Admissibility region for¢? := (Ex, I(Ex)). Blue
inject/extract the required curreni;, to/from the capacitor, area: power injection; red area: power consumption.

C}. Such a current is obtained from the voltage controller,

which is the focus of this paper.

i which basically consists of a static curig £y, ) that maintains

B. Mathematical model maximum power (normal operation in power plants) for a

A VSC converter can be modeled as a current source igertain range off;, and switches to proportional gain when
parallel with a capacitor [6], [7], see Fig. 3. The current inrequired (normal operation in AC grid side converters), see
terminal k, I, takes positive values when power is beingthe example in [7]. However, here we assume that a generic,
injected into the DC grid, and negative values otherwiges  nonlinear, static control current;, = I;.(Ey), is employed.
typically positive in power generating terminals and nagat A lumped parameter transmission line model is used to
in power consuming terminals, though changes of role, andescribe the link between two nodésand/, see Fig. 5.
therefore, of the current sign, are allowed when required fo The dynamics of both VSC and DC transmission lines are
power balance. obtained from Kirchhoff’s Currents Law (KCL) and Kirch-

The current supplied by each VS, (E;,t), is used to hoff’s Voltages Law (KVL). Applying KCL to Fig. 3, the
regulate the corresponding DC voltaggy(t), taking into  dynamics of each VSC is given by
account the power supplied (or consumed) by the power plant dE
(or AC grid). During operation, the characteristic cumyg := Cp——
(Ex(t), I(E, t)) must remain within an admissibility region dt
in the (Ey, I;;) state plane, denoted &&”, corresponding where £, is the voltage at the capacitafy, Cy is the
to the area limited by the maximum and minimum allowedequivalent capacity at node i.e.
voltages,E'® and E;"", respectively, the rated power of the "
power converterP,?,‘aX (injecting) andP" (consuming), and Cp=Cp+ 1 Z Chls (6)
the boundary values for the curredf® and I"", see Fig. 4.

As mentioned above, the most common control technique

for the VSC in an HVDC network is droop voltage control, andx(Ex) is the current injected (or consumed) by the power
converter. As mentioned above, thevalue is used to regulate

b= (B + i, (5)

=1

t i B Ly
+ _:/\/W%—
+ +
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Fig. 3: Equivalent circuit of a VSC. Fig. 5: Equivalent circuit of a transmission line.



the voltage £, within an appropriate range, ankl(Ey) is
assumed to be a nonlinear static relationship. The incoming
current into thek-th VSC node i, can be computed as

ik = Z ikl ()
=1

whereiy,; is the current flowing from nodé to nodek (see
Fig. 5), and

— { 1 if [ andk are connected ®) (@) (b)
kl — H
0 if Landk are not connected Fig. 6: M-HVDC transmission system (a) with star nodes;

From Fig. 5, and using KVL, the dynamics of a transmission(b) mesh-transformed. Power plants and grid side statioms a

line connecting nodes and! can be derived as represented by circles and squares, respectively.
. di
Ey = Ej + Rpir + Lsz?, 9)

where Ry, and Ly, are the resistance and inductance of eacty€Ctor € = diag(Cy) € R™*", and A = (Ay;) € R™*™ is

he incidence matrix:

line, respectively. Notice that,; = —i. o ) )
1 if line j is outgoing from node,
Agj =< —1 ifline j incoming into nodek,

C. M-VSC HVDC transmission systems as complex dynamical 4
0 otherwise.

networks

A multi-terminal HVDC transmission system can then be Equivalently, defining thé,, (R) inductance and resistance
seen as a complex dynamical network where the nodes afgatricesL = diag(Lx), R = diag(Ry), respectively, the
the VSC of each power plant (or power grid connection) andransmission lines dynamics (9) can be written as:
the communication protocol is given by the topology of the di ) -
transmission line. Ly=-Ri+AE (11)

However the DC power network will probably contain star )

nodes, i.e. nodes not corresponding to power terminalsdout thrthermore,R being a non-singular matrix one can isolate

points where two or more transmission lines are connected, %'zérﬁgsagd isyebnsttl)tute it into (10). Thus, the overall system
in the example depicted in Fig. 6a. To resolve this problem y 9 y

Kron’s reduction [30], [31] can be used, which allows to de di

_ )
obtain an equivalent network with all nodes corresponding t CE = I(E)+AR Ldt GE, (12)
power terminals or grid connections. As pointed out in [31], di ) T
Kron’s reduction is applicable to pure resistive networksl a L& =-Ri+AFE, (13)

also to homogeneous RLC networks, i.e. networks satisfying . o CLAT s .

il = €, forall (1) such 0. Note) W10.C AL 0] g the conductance par,

that this constraint may be overcome using transmissi@slin obviously with ke

with the same resistance, inductance, and capacitancenjier u y Emin _ g o pmax 14

length. Finally, it is worth pointing out that homogeneity i koS ERS E (14)

required because the analysis encompasses not only steadyd define the error gap as:

state but also transient behavior [31]. B _p 15
Hence, the M-VSC HVDC transmission system model con- €k = Bk = B (15)

sidered here consists of a set of nodes (plants and powgye also assume&s* :—= (EZ)T ¢ spar{1,} so as to avoid

grid converters) connected through a point-to-point weted  setting all nodes to the same voltage, where there is no powel
protocol (power transmission lines). This yields an urct#d  flow. Hence, (12)-(13) become:
complex dynamical network as shown in Fig. 6b [9]. de

Let us now derive the network dynamics model. Lettinge C— = I(e)+AR—1L% — GE* — Ge, (16)
N stand for the total number of transmission lines, we define dt dt
the line currents vectar= (iy;) € R™, wherek,l=1,...,n L% = Ri+ATe+ ATE*, (17)
with k < [ and ay; # 0. It is immediate thatn < "1 dt
Then, from (5) the network node dynamics can be written inwith 7(e) = (I;(ey), ... ,IN(eN))T c RN,
a matrix form as Notice that the node equation (16) matches the generic
CdE Ai + I(E) (10) model (3) of an undirected network, with
— = — Al 5 .
d _ flet) = Oflf(e)+0*1AR*1L% - C'GE",
where E = (Ey,...,Eyx)T € RY is the voltage vector, dt
I(E) = (IL(Ey),...,In(Ex))" € RY is the control currents A=G,



.................

dy, i

€k
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Fig. 7: Grey area: thé-th control admissibility region.

together with the weighted Laplacian character(afyields
e* € RT. Finally, let Q be a hyperellipsoid of the:-th
dimensional error space centeredeir= 0 € R™ and defined
as:

Q= {e e R"™;

st = \/e max{c k—l,...,N}.
di’

e Ce< 3*2} , (22)

with

(23)

As shown below sufficient conditions can be established to

ensure that the terminal voltages evolve within or towdids

Theorem 1:Assume that the control current vectbe) in
(20) is admissible. Ife(0) € Q, thene(t) € Q, ¥Vt > 0;
otherwise, ife(0) € R™ \ Q, then e(t) approaches) as
t — +o0.

Proof: Let us consider the following positive definite

auxiliary function:
1eTC’e

Vie) = 5

G being a weighted Laplacian, while (17) stands for the edgdts derivative over the system trajectories is:

dynamics. Hence, the M-HVDC grid has in fact dynamic
interconnections [27], and can be modelled as an adaptive

network, see [32], [33] for further details.

Finally, recall from Section IlI-B that the current at every

node, I, (Ex), must be such that the characteristic cuw%
belongs to an admissible sétf of the plane(Ey, I); we
denote as¢; := (ex(t),Ix(t)) and Z; the corresponding
characteristic curve and admissible region, respectivelthe

(ex, Ir) plane. Let us now introduce a second admissibility 2

region for ¢j:

7= {en s (

with

I, > —dier, if e <0,
I < —dgey, if e >0

)

(19)

Definition 2: A current control vectorl(e) for network
(16)-(17) is said to be admissible if it is such that, for gver
nodek, the characteristic curvg;, belongs taZ; NJ¢, vVt > 0.

In turn, Zy N J¢ is termed as thé-th control admissibility
region.

The k-th control admissibility regios N J¢ is depicted in
Fig. 7.

dy >d; >0, Vk.

IV. RESISTIVEM-HVDC TRANSMISSION SYSTEMS

A purely resistive model is obtained by settiag; = 0 in
(6) and Ly; = 0 in (9). Hence, (16)-(17) boil down to:

d
Cé— I(e) — Ge — GE". (20)
Let us define the parametet as:
e = %E*TGE*. (21)

It has been assumed in Section III-C that the voltage refe®n
are not the same for every node, iB* ¢ spafl,}; this,

Vie)=e Cé=c"I(e)—e'Ge— e GE".
The positive semidefiniteness 6f entails:
0<(e+E*) Gle+E*)=¢'Ge+ E*TGE* + 2¢' GE*;

hence, taking into account (21) yields:

(24)

1 1 1
—e'GE* < ieTGe + -FE*TGE* = ieTGe + e*.
Moreover, it is immediate from the definition ¢f¢ in (18)
that, vk € {1,...,n}, ¢¢ C J¢ = Iyei < —djes.

Therefore, defmng = diag(dx) € M, (R), one has that
e'I(e) < —e' De,

with D positive definite an@* > 0. Consequently, from (24)
it follows:

Vie) < —e'De—e'Ge+ = 5 TGe—l—e
1
= —¢' De — EeTGe +e* < —e' De+e. (25)
Let us now define the hyperellipsoid
Q= {e e R e De < e*}. (26)

Notice thate = 0 € €, and also that” < 0 in 99 andV < 0
in R™ \ Q. Moreover, under the change of coordinates

1
€:= ﬁC2 e,
with C'z = diag(v/C},) being the principal square root ¢f,
Q becomes a hyperellipsoid in tfeestate space, its maximum
semi-axis beings—ﬁ, with s* defined in (23). As the surfaces
of thee-state space with constaht(e) are now hyperspheres,
the one with radiuss—*2 is the smallest one enclosirfg; in
the e-state space, such @™ subset is precisely?, defined



in (22). Thus,Q is a closed set wher& (0f2) is constant,

V (9Q) <0, andV (R™\ Q) < 0. Hence, the result follows.

Remark 1:According to (22), the lengths of the semi-axes

of the hyperellipsoid?, s, are given by

C
Sk 1= \/7 \/Ckmax dgl 1,...,n}. (27)

Therefore, the size of the subset Rf* where the evolution

of the system is confined in (or towards which it approaches)

depends on the slopes;, on the capacitor valueg,;, and

on the voltage setpoint referencés; (see (21)): higher slopes

and capacitors, and closer (but not identical) voltageresiges
correspond to smaller hyperellipsoids, and vice-versaicsp

finally, that restriction (19) ensures thathas a bounded size.

Corollary 1: Assume that the control current vectdfe)

in (20) is admissible. Then, network (20) achieves bounded

synchronization with respect tg¢t) = 0. Specifically,

i <e= =1,... .
t£+moo le(t)| < e=max{sg, k=1,...,n} (28)

V. RLC M-HVDC TRANSMISSION SYSTEMS

In this case the edge dynamics are not neglected, so t

overall network dynamics is given by (16)-(17).

Let Qg be the following hyperellipsoid of thé:+m)-th
dimensional error space, centered(in ,i")T =0 € R**™
and defined as:

{(eT’,L-T)T

Qrrc = eER™™ " Ce+i'Li < sth o

where

SpLo = max {5*7 \/55’2} , (30)

with s* defined in (23) and

L
s = \/e*max{k, k:l,...,m}, (32)
Ry,

e* being that defined in (21).

The analogous result of Theorem 1 for the RLC case is ag

follows:
Theorem 2:Assume that the control current vectdfe)

in (16)-(17) is admissible. If(¢7(0),i"(0))' € Qgarc,
then (eT(t),iT(t))T € Qp, Vvt > 0; otherwise, if
(€7(0),iT(0))" € RN \ Qurc, then (e7(t),i7 (1)) ap-
proachef)rrc ast — +oo.

Proof: Let us consider the following auxiliary function:

1 1
§€TC€ + §ZTLZ

Using (16)-(17), the time derivative &f (e, ) over the system
trajectories can be written as:

Ve, i) =

V(eyi)=e'I(e)—i Ri+i ATE*.

Now, letting R? stand for the principal square root &f one
has that

1 1 T 1 1
0< (Rii - R*EATE*) (Pm' - RTATE*) -
=i'Ri—2i"ATE* + E*TAR'ATE*;

hence, taking again into account the definition of the conduc
tance matrix,G, and (21) gives:

fTRz—&—e

TT*
A'FE
2

Therefore,
. 1
Ve,i) <e'I(e)— iiTRi + e

Finally, recalling from the proof of Theorem 1 that <
{1,...,n}, ¢% C J¢ = e I(e) < —e' De, one has that

. 1
V(e,i) < —e' De — §iTRi +e*.

The proof then follows similar steps to those of Theorem 1,
with

5 1
Qrre = {(JJT)T ER™™; e"De+ il Ri < e*}

rIﬂaying the role ofﬁ, andsp;~ andQrrc standing, respec-

tively, for s* and ). ]
Corollary 2: Assume that the control current vecti{e) in

(16)-(17) is admissible. Then, the network (16)-(17) achée

bounded synchronization with respect{o) = 0. Specifically,

: 1 1
t_lg_noc || ( (t)’ZT( )) || < €ERLC — SRLC max{c L }
(32)
withi=1,...,n,j=1,...,m

Remark 2:i) The stability condition for the RLC case is
very similar to the one previously obtained for the resestiv
case. Therefore, the discussion of Remark 1 is also apjgicab
to the present situation if one includegt in the discussion:
higher Ry;’s and lowerLy;'s also reduce the size Olrrc.

i) Bounded synchronization is proved both for node vol&age
with respect to a reference, and for the transmission line
urrents, with respect to.

i) It is worth emphasizing that the results obtained for
resistive and RLC systems are applicable to any admissible
control law, i.e. according to Definition 2, to any current
control vector that places the characteristic curves ofyeve
node of the HVDC system within its correspondirigth
control admissibility region. It is shown in the next seatio
that this can be fulfilled by means of droop controllers.

VI. APPLICATION

The numerical simulations presented in this Section censid
the RLC case. An example of the resistive case can be found
in [34].

An M-VSC HVDC network is considered connecting several
wind farms (WF) to grid side (GS) converters located at
DC/AC stations in the mainland. The topology is a simplified,



TABLE I: Simulation node parameters.

Node | Name | Type PreX E;
N1 UK1 WF 600MW | 265kV
N2 UK2 WF 400MW | 265kV
N3 UK GS 850MW | 245kV
N4 BE1 WF 200MW | 265kV
N5 BE GS 140MW | 245kV
N6 NL1 WF 400MW | 265kV
N7 NL2 WF 200MW | 265kV
N8 NL GS 540MW | 245kV
N9 DE1 WF 400MW | 265kV
N10 DE2 WF 400MW | 265kV
N11 DE GS 640MW | 245kV
N12 DK1 WF 200MW | 265kV
N13 DK2 WF 200MW | 265kV
N14 DK GS 240MW | 245kV

4
:

United
Kingdom

o [ Belgium TABLE II: Simulation line parameters.
. ’ . Line Length [km] Line Length [km]
Fig. 8: Scheme of the M-HVDC network representing the Lis 100 Liz,14 40
North Sea offshore wind integration network used as appli- L2:3 1o Lis.1a o
. 4,5 3,5
cation example. Le.s 100 Ls,s 120
L7,8 40 L12,14 250
Lo 11 40 Li2,14 120
Lio,11 70 Li2,14 380

meshed version of the offshore wind integration grid in the
North Sea [35] with 14 lines and 14 nodes. The networkr
structure is shown in Fig. 8. In each node, a droop contro|
strategy is adopted. As indicated in Subsection IlI-B, treog
control consists of a nonlinear static relationship betwte
current provided by the VST, and the voltage across each

he slope of the droop control is denoted b, and E};

s the voltage value for zero injected current. The lower and
higher threshold values of the droop regidtj, and EJ, can

be obtained as

capacitor,E, (see also the example in [7]). b _ 1 i [ 4Py kc 34
The droop control in each agent can be generalized as kT o | Tk ko ds (34)
I];ax it By < Pl Notice that for WF power plants the consumed power is zero.
e if Pl < E, <E| Then, for WF nodesP,c = 0 which, taking into account (34),
Ik = __Jc Tk ; l h (33) i li Eh — E*
ds(Ey — EY) it Ep < Ep < EY implies E}; .
1%-: it EL<Ey Notice also that, by construction, droop control laws are

admissible in the sense of Definition 2: the curve described
where P, > 0 is the power generated by a WF (or the by (33) in the (I, Ex) plane and the corresponding control
maximum power that can be delivered by a GS converter imdmissibility regionZ; N J¢ are depicted in Fig. 9.

case of supplying energy to the DC network), ad < 0 is The node parameters are summarized in Table . In all
the maximum power that can be consumed by a GS nodeodes the capacitances are setdy = 75mF, and the
droop control slopes have been setdfp= 2. The available
power in wind farms has been randomly assigned taking a

I]Ta{xk F Ilrgni(k O Weibull distribution. For the sake of simplicity, we assume
that P = Pyc = — Py for GS converters, and’® = Py,
P for WF nodes. The line lengths are shown in Table Il and the
T resistance and inductance per kilometer are set, from {85],

R, = 0.2Q/km, L, = 19.1mH/km, andC,, = 220nF/km. The
simulation test takes 1000s and also considers a fault in the

Ei R ME?M Er S converter N11 at = 500s, when the power is suddenly
I NS reduced to 320MW for 100s.
Il,'/élzncinl L/ pmin ' In Fig. 10, the available power is displayed at the WF
min | i/ a [pin._ _____ resulting from the random process. It is worth noticing that

some nodes (N1, N2, N6 and N10) are underloaded, some are
fully loaded (N4 and N7) at all times, and the loads of some
Fig. 9: Droop control curves and control admissibility i@s:  other nodes vary with time. The effect of the GS failure is
WEF (blue), GS (red). evident in nodes N9 and N10 (the neighbors) and can be alsc
noticed in N12 and N13.
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Fig. 12: Instantaneous power: WF (blue), GS (red).

Fig. 10: Instantaneous power at the WF: available (blue) and

delivered (green) powers. _
second and fourth quadrant, respectively. The red and black

lines correspond to the droop control slopk, and to the
slopesd;, used in the definition of the control admissibility
The resulting node voltages],,, are displayed in Fig. 11. regionsZy N Jy.
Notice that, in general, WF nodes (in blue) show higher Finally, Fig. 14 portrays trajectories projected in some
voltages than GS converters (in red), so that energy flows fro (e, ¢;) planes, together with the projection of the correspond-
generation to consumption/distribution points. It is neéible  ing hyperellipsiodQr.c. As the initial conditions are inside
that all voltages are bounded by ni#&y) and minEy). As Qrrc trajectories remain there for all time, as predicted by
we will show next, the numerical result is less conservativelheorem 2. Bounded synchronization is therefore achieved,
than the analytical bounds derived in the previous section. and the bound foe(z) given in equation (32) of Corollary 2
The injected and consumed powers in each WF and G8mounts toe = 73.0kV; this corresponds, approximately, to
nodes, respectively, are shown in Fig. 12. Due to wind vari25% of the nominal value. .
ability and to the droop control strategy, power in each nisde  Summarizing, this numerical test not only validates the
continuously changing to keep the power network within thetheoretical results derived in Section V, but also shows tha
admissible voltage range. accordance with them, the droop control strategy bounds the
Fig. 13 shows the droop control strategy for each nodeDC voltages in VSC-HVDC networks.
Notice that during the simulations, some nodes are drooping
for a certain time while some are kept at the maximum VII. CONCLUSIONS
power (N4, N7 and N14)). One can also identify WF and In this paper we presented a complex networks-based ap-
GS nodes because their characteristic curves belong to thoach to study multi-terminal VSC-HVDC resistive and RLC
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A bounds side, control admissibility region. Also of interissto
T4 take into account the current controller dynamics (see Big.
10 a first order model of it [7] would result in a complex network
with two-dimensional nodes and state variablés, ;).
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