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_Abstract—In network science several topology-based link pre- as a static graph by using network snapshot which cannot
diction methods have been developed so far. The classic sociakeflect the continuous evolution of social networks dynamics.
network link prediction approach takes as an input a snapshot In this paper we introduce a hybrid link prediction model.

of a whole network. However, with human activities behind it, Dat d in thi del fi t d. W v W
this social network keeps changing. In this paper, we consider J&!& US€d In IS model are ime-stamped. Vve apply two

link prediction problem as a time—series problem and propose a approaches: (i) sliding and (i) growing window when splitting
hybrid link prediction model that combines eight structure-based the data for analysis. The proposed hybrid model combines

prediction methods and self-adapts the weights assigned to eacheight widely used topology based link prediction methods
included method. To test the model, we perform experiments on yith the assumption that networks evolve following certain
two real world networks with both sliding and growing window . . .
scenarios. The results show that our model outperforms other mechanisms (we call them rules). Our model predicts links
structure—based methods when both precision and recall of the based on the rules that we learn from the past data about
prediction results are considered. the network. The model has been tested with two real world
I. INTRODUCTION social networks, Facebook friendship network and Wroclaw
The rapid development of the Internet has pushed thiniversity of Technology email communication network. The
research in the area of network science to the entirely neesults show that the hybrid model performs better than the
level. More and more human activities have been moved frasther eight methods applied separately. It is also shown that
off-line to on-line world and this resulted in vast amounthe two analysed networks are evolving in different ways.
of data available for investigation. Online social networks, The rest of the paper is organised as follows: in Section Il,
ranging from collaboration networks to friendship networkae introduce the hybrid model as well as we present methods
have been widely studied by researchers from different fieldbat were combined in the hybrid model. Section 11l describes
These social networks can be represented as graphs whbeedesign of the experiments. Following this, we discuss the
nodes are users and links indicate social interactions betwaesults of the experiments in Section IV. The last Section 5
those users. Driven by human activities, social network keepancludes the findings and ideas for future work are presented.
changing which makes the network prediction a challenging
and worth studying topic. ) o
Our work focuses on the link prediction problem formalized Much effort has been made to develop new link prediction
in [1]. The classic approach for solving the link predictiofnethods and many of those methods have been proved to
problem is first to take a snapshot of a network resulting froRgrform well on different networks topologies. There is no
the time framefto, ¢1]. New links are predicted based on th@rediction meth.od' that pe.rfo'rms well for all networks'[10].
network topology existing irfto, t,]. The results are verified Many of_the existing pre_dlctlon methods Work_ better if _the
with the real world network snapshot from the peri@g, ¢5]. network is growing following th_e same mechanism over time.
Algorithms for links prediction typically compute similarity FOr €xample, the common neighbour approach assumes that
score between two nodes and assume that nodes with lafjé{S are more likely to appear between nodes with more
scores are more likely to be connected in the future. Lirffl@mmon neighbours. Only if the network evolves following
prediction problem has been studied on various networks sfff rule the common neighbours prediction model will give
as disease spread networks [2], [3], [4], scientific collaboratid¢tter prediction accuracy than other methods. This applies to
networks [5], [6] and online social networks [7], [8], [9]. Exist-0ther prediction methods as well, e.g. prefere_ntlal attachment
ing research has shown that some prediction methods perfdtRProach. However, a real world network might not evolve
well on networks with specific characteristics. For instance, fRllowing only one rule; it could be the combination of two
[5], authors found that the Katz and Preferential Attachmeff more rules and the rules may change over time [11].
methods work well on a book sales recommendation networki@rting from this, we proposed our hybrid model with the
Authors in [6] claimed that Adamic/Adar method provides th@Ssumption that networks are evolving following certain rule
best prediction accuracy on Wikipedia Collaboration Networ®r the combination of several rules. By finding the rules, we
The issue is that the performance of methods relies much &' improve the prediction accuracy.
the network topology [10]. A prediction method that could- Hybrid Model
self-adapt to different networks is thus required. In addition, Classic topology based link prediction methods work by
the traditional link prediction study approach takes netwoitalculating similarity between nodes [1], [12]. The way how

II. HYBRID LINK PREDICTION MODEL



Solve the [71, [1], [12]: |T'(z) NT(y)|, whereT'(z) andT'(y) represents

optimization  [=N the set of neighbours of node x and node y respectively.
problem to get w; Use the w; Jaccard’s Coefficientis a statistical measure used for com-
) result to do paring similarity of sample sets. In link prediction, all the

To To the hybrid neighbours of a node are treated as a set and the prediction is
getS;, getT prediction done by computing and ranking the similarity of the neighbour
matrix matrix set of each node pair. The mathematical expression of this

..... Y. : I'(x T

Wit [ win2 | wiica | b Growksg Window method is as follows [1]‘%38&% ‘

Preferential Attachment. Due to the assumption that the
node with high degree is more likely to get new links [14],

Fig. 1. Hybrid Prediction Model (Growing Window) prgferential attachment was introduced as a prediction method.

o _ . This method can be expressed f&:x)| * |T'(y)|.
the similarity is calculated varies for different methods. FOkdamic/Adar Index was initially designed to measure the
the prediction purposes dataset is split into two sets, th@ation between personal home pages. As shown in equation,
training and the test set, where the training set is used tfx more friends: has, the lower score it will be assigned
calculate the similarity score for prediction and the result with |t is calculated asy’ _ 1 __ wherez is a
ip . . : ) zel(z) NT(y) log [T (2)]’

be verified using the test set. Our approach differs as W8mmon neighbour of node and nodey.
consider link prediction as a time-series problem. As shown ffesource Allocation method is motivated by the resource
Fig. 1, networks is partitioned into small windows (windowgjiocation dynamics on complex networks[15]. It is very
can overlap). We assume the network evolution rule or rulgfnilar to the AA method and the similarity is calculated

from Winl to Win2 remain the same as it is froi’in2 a5 T° r() AT ) r(l ;. Comparing with AA method, the
. . . . z x Yy z !
to Win3. Our model is able to work with two scenarios, thgjiference is insignificant whe'(2) is small, while it is

growing window and the sliding window. Fig. 1 shows th@gnsiderable whei(z) is large.

growing window scenario in which the next action is to growtosine Similarity method is based on the dot product of two
the window by one step so that we learn the rules from tRgciors. It is often used to compare documents in text mining

change froniVinlUWin2 to Win3 and then use it to predict (1], |n network prediction problem, this method is expressed
new links inWWin4. In the sliding window scenario, the model,g. IT(@)[IT(y)|

) ; ; ; ; @) *T ) . ) ) .
yvo_nt memorize t_he window but will only slide forward. Thatgzrensen Index16] is designed for comparing the similarity
is, in the next action, we learn new rules frdfn2 to Win3

of two samples and originally used to analysis plant sociology.

and use it to predict new links i :n4. In this way we enable  ; . 2|T(z) NG
p m y It is defined asZ"OLWL  \wherek, andk, stands for the

the method to adapt to the rules that may change over t?”&%gree of node x and hode y respectively.
To learn the rules, we need to solve the following optlmlzatlo}QatZﬁ method takes lengths of all paths between each pair of
problem: . nodes into consideration [17]. The number of pag;s between
) o node xz and nodey with length! (written as|pathsg;|) are
min(NL — Z wisi) @) calculated and then multiplied by a factef. Bly sumrry1i|ng up
. all the results for a given two nodes with path length frono
Subject to: oo, a prediction score for the pair of nodés, ) is obtained.
k S 6 \pathsém. The parametef3 is used to adjust the
Zwi =1LVie[l,k]:w; >0 weight of path with different length. In our experiment, we
i—1 set 5 = 0.0005.

Where NL stands for the new links formed in the window I1l. EXPERIMENTAL SETTING

Win2 againstWinl, w; is the weight assigned to eactf: Datasets

method, S; is the similarity score matrix calculated from We test the hybrid model with two real world network

different selected prediction methods akdis the number datasets, the Facebook friendship network [18] and the internal

of selected prediction methods. The model linearly combineghail communication network from Wroclaw University of

several prediction methods and the rule is the weight vector fBechnology (PWr network), (Table II). In Facebook network,

each combined prediction method. In our experiment, we ugach node represents a user and the link between two nodes

Matlab toolbox CVX [13] to solve the optimization problem. means they are friends. For the email communication network,
nodes are users and the link represents emails sent between

B. Selected Methods two nodes. Each link in both datasets has a time stamp which

For hyb”d modeL we Se'ected e|ght most W|de|y usewcords the t|me When the ||nk was formed. We take bOth
topology based link prediction methods as stated in [12]. dataset as binary, un-weighted and un-directed networks.
Common Neighbours method is based on the assumption INEORMATION ABOUT ORIGINAL NETWORKS
that the more common neighbours two users have, the higher Name Time Range Nodes | Links

the probability that a relationship between them will emerge | Facebook| 2007/01/01 to 2007-06-3] 8,564 | 33,950
PWr 2008-11-25 to 2009-05-25 14,316 | 49,950

Time axis

i=1




TABLE |
NETWORKS CHARACTERISTICS OFGIANT COMPONENTS

Network Nodes | Links | Average Degree| Average Shortest Path | Diameter | Clustering Coefficient | Density
Facebook | 7446 | 23,443 6.297 5.455 15 0.1 0.00042
PWr 6059 | 27,640 9.124 4.363 20 0.43 0.0015
As shown in table II, there are 14,316 nodes in the PWr TABLE llI
Email communication network. However, we find that among AVERAGE NEW LINKS
these users, only 6,884 users sent email at least once. Rest of - _ Facebook| PWr
the accounts only receive emails. We thus removed all of thése o298 Weekly Growing Window New Links 784 732
y : >~ Average Weekly Sliding Window New Links 784 1003

nodes with no outgoing activities so that only active users who Average Monthly Growing Window New Links 1815 | 3763
sent at least one email are kept for the experiment. We alséverage Monthly Sliding Window Min New Links| 1815 | 4142

removed from the dataset isolated small cliques as they are gt o (iii) monthly growing window, and (iv) monthly
connected with majority of nodes which would bring in ”Oisgliding ’vvindow. 'Weekly’ and ’monthly" reffer to the size

when perform link prediction. This is achieved by extractings the window. i.e. one week and one month respectively

the giant componept from both network;. Table I shows thg 4 'sliding’ and 'growing’ reffer to the methods of selecting
networks’ characteristics after the cleansing process. the next time windows. The four sub-charts in Fig. 2 -

B. Window Size and Window Step Size Fig. 5 depict the prediction precision/recall of eight selected

The nodes in the social network are users in real-worRfediction methods as well as our hybrid model. The sub-
social life. Thus, taking into account human social life cycl&harts (b), (c) and (d) in each figure depict the prediction
we select two window sizes for our experiments — week amecision/recall results when we s&tas the number of links
month. A week is defined by 7 consecutive days and a morff¢ would like to predict.V is an arbitrary number betweén
is defined by 28 consecutive days (4 weeks). Another issBBd average number of newly formed links between window
is the size of the step that we slide or grow the window b§!€PS. The average number of new links is shown in Table
To address this, we used the method introduced in [19] wheke To make it easier to compare the result between different
authors claim that link prediction accuracy can be increaségeénarios and networks, we choaseas 100, 500, 1000 for
by choosing window size in a way that the properties @qth datasets in the scenario of monthly growing and S_Ilc_img
a network within each window are as close as possible Y&mdows experiment setting. For weekly growing and sliding
the characteristics of the global network. With consideringfindows experiment, we select as 50,100,500 for both
four characteristics, node degree distribution divergence, thataset. The (a) original Sub'-chart depicts the experiment
shortest path length distribution divergence, the clustering d&Sults if we assume that there is the same number of new links
efficient divergence and the betweenness centrality divergefigened in the next time step as in the previous one. Because
introduced in [19], we obtained the optimal step size for bof¥f the limited space we present only results for monthly
networks. For Facebook, for window of size one month, treliding window scenario. Rest of the results are averaged and
optimal step is 14 days and for window of size one week tH§esented in Table IV - Table VII. Conducted experiments
optimal step is six days. For PWr network, for window of siz&vealed that both recall and precision of the hybrid model
one month, the optimal step is 28 days and for window of siZ€ hlgher_or equal to the h|g_h§st precision and recall obtained
one week the optimal step is five days. The selected step dign the eight selected prediction methods separately. We can

applies to both sliding and growing window scenarios. also observe that the prediction precision as well as recall
trends of hybrid model are similar to those of other methods.

C. Predictiqn Accuracy Measurfa _ That is to say if other methods perform well (or poor) in one
The prediction performance is measured using recall apghdow step, our hybrid model performs well (or poor) too.
precision method. Both precision and recall are numbersis should be expected as the hybrid model is a combination

between0 and 1. The higher they are, the more accurate thef other methods. It cannot predict new links other than the
result. As mentioned in II-A, the prediction methods will caltinks predicted by combined methods.

culate the similarity score for each pair of unconnected nod&sicebook Friendship Network.
We select topV links with the highest similarity score as ourPrecision and recall of the prediction results for Facebook
predicted new links. Among these links, if onlylinks are network in the monthly sliding window scenario are shown
correctly predicted which means they are formed in the next figures Fig. 2 and Fig. 3. It can be seen that the hybrid
window step, the precision is then defineBsccision = 4.  model outperforms other models. The same trend holds for
Additionally, recall is defined astecall = {; where M is other tested scenarios (weekly/monthly sliding and monthly
the number of all links that should be predicted. In othejrowing). Table IV shows that on average the best precision
words recall tells us how many relevant links are predictad for the prediction of Top 100 links — precision 605 for
and precision how many of the predicted links are relevantmonthly sliding and).063 for monthly growing window. Both
IV. RESULTS AND DISCUSSION the highest precision and average precision drop in the scenario

For each dataset, we run our model for four differerdf sliding and growing windows as we increase the number

scenarios: (i) weekly growing window, (ii) weekly slidingof links we are predicting. Our hybrid model performs better
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Fig. 2. Facebook Monthly Sliding Window Prediction Precision
TABLE IV
FACEBOOK PREDICTION AVERAGE PRECISION
Method Original(std dev)  Top 50(std dev)  Top 100(std dev)  Top 500(std dev)  Top 1000(std dev)
Weekly Slide 0.0044 (0.0030) 0.0100 (0.0160) 0.0064 (0.0081) 0.0041 (0.0026) N/A
Grow 0.0083 (0.0044)  0.0171 (0.0198)  0.0150 (0.0132)  0.0096 (0.0053) N/A
Monthly Slide CN 0.0075 (0.0027) N/A 0.0233 (0.0183) 0.0153 (0.0080) 0.0106 (0.0045)
Grow 0.0152 (0.0050) N/A 0.0289 (0.1500) 0.0218 (0.0060) 0.0174 (0.0050)
Weekly Slide 0.0025 (0.0017) 0.0029 (0.0088) 0.0018 (0.0047) 0.0022 (0.0022) N/A
Grow 0.0005 (0.0009) 0.0000 (0.0000) 0.0004 (0.0019) 0.0004 (0.0012) N/A
Monthly Slide JA 0.0020 (0.0011) N/A 0.0022 (0.0042) 0.0022 (0.0031) 0.0019 (0.0014)
Grow 0.0015 (0.0010) N/A 0.0000 (0.0000)  0.0007 (0.0010) 0.0009 (0.0009)
Weekly Slide 0.0015 (0.0020) 0.0021 (0.0062) 0.0025 (0.0069) 0.0016 (0.0027) N/A
Grow 0.0022 (0.0030)  0.0071 (0.0171)  0.0064 (0.0120)  0.0025 (0.0035) N/A
Monthly Slide PA 0.0026 (0.0011) N/A 0.0033 (0.0047) 0.0031 (0.0023) 0.0026 (0.0013)
Grow 0.0039 (0.0036) N/A 0.0189 (0.0166) 0.0064 (0.0060) 0.0046 (0.0045)
Weekly Slide 0.0056(0.0028) 0.0114(0.0155) 0.0104(0.0105)  0.0071(0.0039) N/A
Grow 0.0085 (0.0030) 0.0221(0.0240)  0.0179(0.0160)  0.0106(0.0040) N/A
Monthly Slide AA 0.0082 (0.0027) N/A 0.0200 (0.0133) 0.0096 (0.0036) 0.0100 (0.0030)
Grow 0.0129 (0.0040) N/A 0.0333(0.0150)  0.0198 (0.0060) 0.0153 (0.0050)
Weekly Slide 0.0056(0.0028) 0.0114(0.0156)  0.0104(0.0105) 0.0071 (0.0039) N/A
Grow 0.0066 (0.0030)  0.0207 (0.0189)  0.0175 (0.0148)  0.0089 (0.0040) N/A
Monthly Slide RA 0.0080 (0.0026) N/A 0.0189 (0.0137) 0.0093 (0.0038) 0.0094 (0.0029)
Grow 0.0099 (0.0020) N/A 0.0322 (0.0130) 0.0176 (0.0070) 0.0106 (0.0030)
Weekly Slide 0.0025 (0.0018) 0.0029 (0.0088) 0.0018 (0.0018) 0.0023 (0.0022) N/A
Grow 0.0005 (0.0009) 0.0000 (0.0000) 0.0004 (0.0019) 0.0004 (0.0012) N/A
Monthly Slide Cos 0.0020 (0.0012) N/A 0.0022 (0.0042) 0.0022 (0.0031) 0.0018 (0.0015)
Grow 0.0013 (0.0009) N/A 0.0000 (0.0000)  0.0007 (0.0010) 0.0009 (0.0009)
Weekly Slide 0.0025 (0.0017) 0.0029 (0.0088) 0.0018 (0.0047) 0.0022 (0.0022) N/A
Grow 0.0005 (0.0009)  0.0000 (0.0000)  0.0004 (0.0020)  0.0004 (0.0010) N/A
Monthly Slide Soren 0.0020 (0.0011) N/A 0.0022 (0.0042) 0.0022 (0.003) 0.0019 (0.0014)
Grow 0.0015 (0.0010) N/A 0.0000 (0.0000) 0.0007 (0.0010) 0.0009 (0.0009)
Weekly Slide 0.0038 (0.0032) 0.0114(0.0188) 0.0100 (0.0141) 0.0049 (0.0046) N/A
Grow 0.0094(0.0051) 0.0186 (0.0226) 0.0154 (0.0145) 0.0103 (0.0055) N/A
Monthly Slide Katz 0.0129(0.0037) N/A 0.0300(0.0183)  0.0209(0.0084) 0.0178(0.0053)
Grow 0.0158(0.0050) N/A 0.0267 (0.0170) 0.0231(0.0060)  0.0189(0.0070)
Weekly Slide 0.0092 (0.0046) 0.0235(0.0243) 0.0232 (0.0191) 0.0126 (0.0065) N/A
Grow 0.0158 (0.0068) 0.0364(0.0321) 0.0325 (0.0240) 0.0179 (0.0067) N/A
Monthly Slide  Hybrid  0.0235 (0.0051) N/A 0.0500(0.0189)  0.0327 (0.0098) 0.0290 (0.0072)
Grow 0.0256 (0.0068) N/A 0.0633(0.0231) 0.0382 (0.0120) 0.0291 (0.0098)
WeeKly Slide 62% 100% 124% 78% N/A
Grow 69% 65% 82% 70% N/A
Monthly Slide  Increase 83% N/A 67% 56% 66%
Grow 62% N/A 90% 65% 54%
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when predicting smaller number of links. The optimal numberowing windows, is when Top 50 links is predicted. For the
of links that the hybrid model could predict with the highestormer one it is0.0235 and for the latter ond.0364. The
prediction precision and recall is out of the scope of this studstandard deviation of the hybrid’s model prediction precision
but it is another interesting topic for future work. For weeklys the highest among all the results. It means that the hybrid’s
window setting, the highest precision, for both sliding anchodel precision fluctuates heavier than other methods but in



(a) Original (b) Top 100
0.030 ——CN' 0.005 ——'CN'
0.025 —_ V- ——n byt - ——
_— )
— 002 e 'PA’ - g-gg‘; — e e 'PA’
v SO 1§ Ecomm— ~ —
0.010 W— —#—'RA 0.002 AN S e RA
0.005 ——— * _— —e—'Cos' o — ,~ 7\3 " S //" o
0.000 e S 'Soren’ 0.000 +—= N = N _._‘so5 '
N . . N N . . N . N N N N N . ‘ oren
,&6‘ w“é _‘9@ m@“ '&@ ’196\ ,‘9@ ,‘96‘ ,19@ Katz! ,‘9@ q?é 119@ ng“ 1\9@ @o“ %@“ ,\90“ ﬁ&é ot
& W e & &
Time Time
(c) Top 500 (d) Top 1000
0.014 ——"CN' 0.025 —+—'CN'
0.012 < —y 0.020 P I —a—A
0.010 — o T .
= 0.008 ~ e PA = 0015 —a—PA
T S — L P N E— ——an 8 o0 —— A
0.004 ~ e RAY 0005 — R
g:ggé | === . % .‘65;. ";' ) s —e—Cos'
. A 4 N A A a4 'Soren" 'Soren'
¢ & &S .
\f’\& w"'\é‘, w‘°\@ &\& a&\@ \0%\@ o \@\0‘7 & —— Hybrid" ~'9\® —— Hybrid'
Time
Fig. 3. Facebook Monthly Sliding Window Prediction Recall
TABLE V
AVERAGE RECALL FOR FACEBOOK NETWORK
Method Original(std dev)  Top 50(std dev)  Top 100(std dev)  Top 500(std dev)  Top 1000(std dev)
Weekly Slide 0.0044 (0.0032) 0.0006 (0.0011) 0.0008 (0.0011) 0.0027(0.0017) N/A
Grow 0.0082 (0.0043)  0.0011 (0.0012)  0.0019 (0.0016)  0.0062 (0.0034) N/A
Monthly Slide CN 0.0073 (0.0022) N/A 0.0013(0.0010)  0.0043(0.0023) 0.0058(0.0024)
Grow 0.0146(0.0037) N/A 0.0016 (0.0010) 0.0060(0.0015) 0.0096(0.0026)
Weekly Slide 0.0025 (0.0017) 0.0001 (0.0004) 0.0002 (0.0006) 0.0014 (0.0013) N/A
Grow 0.0005 (0.0008) 0.0000 (0.0000) 0.0000 (0.0002) 0.0002 (0.0007) N/A
Monthly Slide JA 0.0019 (0.0010) N/A 0.0001 (0.0002) 0.0006 (0.0008) 0.0010 (0.0007)
Grow 0.0014 (0.0010) N/A 0.0000 (0.0000)  0.0001 (0.0003) 0.0005 (0.0005)
Weekly Slide 0.0015 (0.0020) 0.0001 (0.0004) 0.0003 (0.0010) 0.0011 (0.0019) N/A
Grow 0.0020 (0.0025)  0.0004 (0.0010)  0.0008 (0.0014)  0.0015 (0.0020) N/A
Monthly Slide PA 0.0025 (0.0010) N/A 0.0002 (0.0003) 0.0009 (0.0006) 0.0014 (0.0007)
Grow 0.0037 (0.0030) N/A 0.0010 (0.0009) 0.0017 (0.0016) 0.0024 (0.0024)
Weekly Slide 0.0056(0.0028) 0.0007(0.0010)  0.0013(0.0013)  0.0045(0.0024) N/A
Grow 0.0084(0.0032)  0.0014(0.0015)  0.0023(0.0018)  0.0068(0.0029) N/A
Monthly Slide AA 0.0079(0.0022) N/A 0.0011 (0.0006) 0.0026 (0.0009) 0.0055 (0.0016)
Grow 0.0125 (0.0026) N/A 0.0019(0.0009)  0.0055 (0.0017) 0.0084 (0.0026)
Weekly Slide 0.0056(0.0028)  0.0007(0.0010) 0.0013(0.0012)  0.0045(0.0024) N/A
Grow 0.0065 (0.0028)  0.0013 (0.0012)  0.0022 (0.0018)  0.0057 (0.0025) N/A
Monthly Slide RA 0.0077 (0.0021) N/A 0.0010 (0.0007) 0.0025 (0.0010) 0.0052 (0.0015)
Grow 0.0097 (0.0018) N/A 0.0018 (0.0007) 0.0048 (0.0015) 0.0058 (0.0013)
Weekly Slide 0.0025 (0.0017) 0.0002 (0.0006) 0.0002 (0.0006) 0.0015 (0.0014) N/A
Grow 0.0005 (0.0008) 0.0000 (0.0000) 0.0000 (0.0002) 0.0024 (0.0007) N/A
Monthly Slide Cos 0.0019 (0.0010) N/A 0.0001 (0.0002) 0.0006 (0.0008) 0.0010 (0.0008)
Grow 0.0013 (0.0008) N/A 0.0000 (0.0000)  0.0002 (0.0003) 0.0005 (0.0005)
Weekly Slide 0.0025 (0.0017) 0.0002 (0.0006) 0.0002 (0.0006) 0.0014 (0.0013) N/A
Grow 0.0005 (0.0008)  0.0000 (0.0000)  0.0000 (0.0002)  0.0002 (0.0007) N/A
Monthly Slide Soren 0.0019 (0.0010) N/A 0.0001 (0.0002) 0.0006 (0.0008) 0.0010 (0.0007)
Grow 0.0014 (0.0010) N/A 0.0000 (0.0000) 0.0002 (0.0003) 0.0005 (0.0005)
Weekly Slide 0.0016 (0.0014) 0.0003 (0.0005) 0.0005 (0.0008) 0.0013 (0.0012) N/A
Grow 0.0004 (0.0004) 0.0000 (0.0001) 0.0000 (0.0001) 0.0003 (0.0003) N/A
Monthly Slide Katz 0.0032 (0.0010) N/A 0.0004 (0.0002) 0.0015 (0.0006) 0.0025 (0.0008)
Grow 0.0011 (0.0005) N/A 0.0001 (0.0000)  0.0005 (0.0002) 0.0008 (0.0004)
Weekly Slide 0.0091(0.0047) 0.0015 (0.0016) 0.0030 (0.0026) 0.0080 (0.0043) N/A
Grow 0.0155(0.0061) 0.0022 (0.0019) 0.0041 (0.0029) 0.0114 (0.0039) N/A
Monthly Slide  Hybrid  0.0129(0.0041) N/A 0.0028 (0.0010)  0.0090 (0.0024) 0.0123 (0.0039)
Grow 0.0247(0.0045) N/A 0.0035 (0.0013) 0.0105 (0.0030) 0.0160 (0.0049)
WeeKly Slide 63% 114% 131% 78% N/A
Grow 85% 57% 78% 68% N/A
Monthly Slide  Increase 63% N/A 115% 109% 112%
Grow 69% N/A 84% 75% 67%

the same time they are always above or equal to other resli®e can also observe that, for monthly and weekly window
The last row in Table IV states the improvement rate of owetting, the hybrid model performs better in growing window
hybrid model over the best performed single prediction methadenario than in the sliding window one. This is due to the
(in bold font) among selected 8 methods. We can see that faet that in the growing window scenario, the network topology
hybrid model outperforms other methods by at lga8t and information is aggregated so that the network information is
in some cases the improvement rate could be as higR4%. richer in comparison to that in the sliding window scenario.



(a) Original

(b) Top 100

0.160 —+—CN 0.350 —+—CN
0.140 ~ —=—JA 0.300 — — A
0.120 C FERA 0.250 — . Naili
c \
0.100 ——AA 5
-2 ' \ - -2 0.200 L S
2 0.080 et 2 —
g \ . 8 0.150 —t— RA
£ 0060 S —- —&—Cos o e X —C
0.040 o : — —t Soren 0.100 - - e
\i—* p— //__—_—_’_—_—-—“"—"’ / Soren
0.020 : = — T Katz 0.050 — -
[ — Y l»“"_qg—}\ = — e
0.000 ; e - - \ e Hybrid 0.000 = il T — —_— Katz
120/01/2009' '17/02/2009' '17/03/2009' '14/04/2009' 120/01/2009" '17/02/2009' '17/03/2009' '14/04/2009' ——— Hybrid
Time Time
(c) Top 500 (d) Top 1000
0.200 —+—CN 0.250 —+—CN
0.180 - —a—iA = ——JA
0.160 - o 0.200 -
0.140 ol \\ i
c c
8 0.120 = ——AA S 0.150 ——An
i B — 2 /
S 0.
2 N —s—RA @ —w—RA
£ oo ~ — — = £ 000 N -
— —e—Cos —e—Cos
0.060 — === '\ o /_;/’
0.040 - _—— Soren 0.050 - v o Soren
0.020 i — = mm— "  ————— e S Yotz
0.000 —— i —— at 0.000 — - : ; —

'20/01/2009"

'17/02/2009' '14/04/2009"

Time

'17/03/2009'

——— Hybrid

'20/01/2009'

'17/02/2009' '17/03/2009'

Time

'14/04/2009"

—=— Hybrid

Fig. 4. PWr Monthly Sliding Window Prediction Precision

The richer information helps the model to achieve bettenakes the prediction result very poor. The standard deviation
prediction result. Similarly, one may think that as windovef hybrid’s model prediction precision in PWr network is
grows, the network topology information gets richer so thaimilar to that in the Facebook network experiment. The
the prediction precision should be getting better and bettégbrid’'s model prediction precision is always the best and the
However, we do not observe a significant increase of precisistandard deviation is larger than other methods as well. The
as window grows for both weekly and monthly experimentamprovement of hybrid model over the best precision result
settings. When we look at the recall average results (Table &nong the 8 selected methods is at 386 and could be as
we can notice that, similarly to precision, the best resultigh as159%. Results for the recall measure for PWr network
are obtained for hybrid model. Moreover, regardless whidbllow the same trends as for Facebook network (Table VII).
scenario we consider, the best recall is in a situation when We both, precision and recall, for both analysed networks,
predict the same number of links as the number of connecticer® higher than results for other methods, it can suggest that
formed in the previous time step. regardless the dataset the hybrid model will remain the best
model out of the analysed ones.

PWr Email Communication Network.
Fig. 4 and Fig. 5 show the prediction precision and recall for
PWr network. Similarly to results on the Facebook network, In this work, we claim that online social networks evolve
the hybrid model always gives the best prediction outcomes.frllowing certain rules that may change over time. Based on
the monthly experimental setting, the highest average precisitus, we introduced a new hybrid link prediction model which
is obtained when Top 500 links is predicted for growingvas tested on two real world online social networks of differ-
window scenario (with average precisi@n084) and when ent types, the contact-based Facebook network and activity—
Top 1000 links is predicted for sliding window scenario (wittbased email network. The results of the experiments show that
precision(0.1263). The highest average precision for weeklghe prediction precision and recall of hybrid model are higher
window setting for growing and sliding scenarios is observagbian of any of the other tested methods. Although the model
for Top 500 and Top 50 cases with precision(of256 and outperforms all of the selected methods, it still has a limit. As
0.1406 respectively. In growing window scenario for boththe model is a combination of selected methods, its prediction
weekly and monthly experiment settings, we can observe thiasults heavily relies on the results of selected methods. It also
precision is high at the beginning and then as window grovexplains why the changes in the precision/recall levels of the
precision drop is noticeable. This is very different from that diybrid model always follow the changes in the precision/recall
Facebook prediction results in which we do not find obviousf other well performing methods.
increase and decrease trend. As shown in Table VI, on averagéllhe prediction precision results of the two networks are
the sliding window results are better than the growing windoulifferent. For Facebook network, the average prediction pre-
result. The main reason behind this phenomenon is that if theision of hybrid model with growing window scenario are
is no reply for an email then the link might not be valid irbetter than that with sliding window scenario whereas for PWr
the future as the proper relationship has not been formed. Bgwork the results of hybrid model in the sliding window
if we simply grow the window, the links formed long timescenario are much better than those in the growing window
ago, which are no longer valid, have negative effect on tlseenario. In email communication network, links are formed
prediction result. The accumulation of this unwanted effebly sending emails between two nodes. These links are only

V. CONCLUSIONS ANDFUTURE WORK



TABLE VI

AVERAGE PRECISION FORPWR NETWORK

Method Original(std dev) Top 50(std dev) Top 100(std dev)  Top 500(std dev)  Top 1000(std dev)
Weekly Slide 0.0273 (0.0388) 0.0735 (0.1043) 0.0703 (0.1069) 0.0423 (0.0547) N/A
GrﬂOW CN 0.0136 (0.0219) 0.0029 (0.0099) 0.0029 (0.0062)0.0154 (0.0239) N/A
Monthly Slide 0.0466 (0.0281) N/A 0.0550 (0.0364) 0.0485 (0.0290) 0.0553 (0.0358)
Grow 0.0309 (0.0346) N/A 0.0025 (0.0043) 0.0495 (0.0618) 0.0480 (0.0630)
Weekly Slide 0.0040 (0.0059) 0.0165 (0.0438) 0.0124 (0.0311) 0.0068 (0.0131) N/A
Grow IA 0.0007 (0.0014) 0.0041 (0.0117) 0.0024 (0.0060) 0.0012 (0.0021) N/A
Monthly Slide 0.0070 (0.0069) N/A 0.0475 (0.0602) 0.0265 (0.0348) 0.0215 (0.0181)
Grow 0.0032 (0.0015) N/A 0.0075 (0.0083) 0.0075 (0.0107) 0.0043 (0.0062)
Weekly Slide 0.0028 (0.0069) 0.0047 (0.0119) 0.0041 (0.0109) 0.0038 (0.0123) N/A
GI’IOW PA 0.0014 (0.0042) 0.0006 (0.0034) 0.0006 (0.0024) 0.0014 (0.0038) N/A
Monthly Slide 0.0038 (0.0026) N/A 0.0025 (0.0043) 0.0025 (0.0033) 0.0038 (0.0036)
Grow 0.0010 (0.0004) N/A 0.0000 (0.0000) 0.0020 (0.0014) 0.0018 (0.0011)
Weekly Slide 0.0350 (0.0365) 0.0424 (0.0691) 0.0474 (0.0608) 0.0439 (0.0465) N/A
Grow AA 0.0107 (0.0151) 0.0018 (0.0075) 0.0024 (0.0055) 0.0124 (0.0191) N/A
Monthly Slide 0.0460 (0.0241) N/A 0.0625 (0.0438) 0.0500 (0.0062) 0.0603 (0.0331)
Grow 0.0338 (0.0356) N/A 0.0025 (0.0043) 0.0350 (0.0410) 0.0453 (0.0543)
Weekly Slide 0.0296 (0.0201) 0.0276 (0.0333) 0.0241 (0.0301) 0.0336 (0.0296) N/A
GrﬂOW RA 0.0064 (0.0079) 0.0012 (0.0047) 0.0035 (0.0080) 0.0051 (0.0078) N/A
Monthly Slide 0.0434 (0.0148) N/A 0.0275 (0.0311) 0.0385 (0.0147) 0.0405 (0.0131)
Grow 0.0248 (0.0190) N/A 0.0000 (0.0000) 0.0105 (0.0078) 0.0135 (0.0097)
Weekly Slide 0.0070 (0.0093) 0.0176 (0.0349) 0.0121 (0.0240) 0.0092 (0.0106) N/A
Grow Cos 0.0026 (0.0052) 0.0065 (0.0226)  0.0082(0.0232) 0.0034 (0.0071) N/A
Monthly Slide 0.0077 (0.0067) N/A 0.0000 (0.0000) 0.0145 (0.0082) 0.0138 (0.0058)
Grow 0.0061 (0.0033) N/A 0.0300 (0.0520) 0.0185 (0.0175) 0.0105 (0.0104)
Weekly Slide 0.0040 (0.0059) 0.0165 (0.0438) 0.0124 (0.0311) 0.0068 (0.0131) N/A
GrﬂOW Soren 0.0007 (0.0014) 0.0041 (0.0117) 0.0024 (0.0060) 0.0012 (0.0021) N/A
Monthly Slide 0.0070 (0.0069) N/A 0.0475 (0.0602) 0.0265 (0.0348) 0.0215 (0.0181)
Grow 0.0032 (0.0015) N/A 0.0075 (0.0083) 0.0075 (0.0107) 0.0043 (0.0062)
Weekly Slide 0.0240 (0.0326) 0.0771 (0.1025) 0.0756 (0.1118) 0.0435 (0.0594) N/A
Gr.OW Katz 0.0136(0.0205) 0.0029 (0.0099) 0.0029 (0.0062) 0.0139 (0.0218) N/A
Monthly Slide 0.0366 (0.0229) N/A 0.0550 (0.0350) 0.0360 (0.0081) 0.0363 (0.0194)
Grow 0.0330 (0.0379) N/A 0.0025 (0.0043) 0.0395 (0.0493) 0.0413 (0.0514)
Weekly Slide 0.0554 (0.0455) 0.1406(0.1278) 0.1256 (0.1326) 0.0814 (0.0696) N/A
GIiOW Hybrid 0.0241 (0.0323) 0.0141 (0.0345) 0.0162 (0.0089) 0.0256(0.0347) N/A
Monthly Slide 0.0808 (0.0376) N/A 0.1225 (0.0993) 0.1255 (0.0466) 0.1263(0.0657)
Grow 0.0549 (0.0456) N/A 0.0400 (0.0636)  0.0840(0.0903) 0.0790 (0.0907)
Weekly Slide 58% 91% 66% 85% N/A
Gr_OW Increase 77% 118% 97% 67% N/A
Monthly Slide 73% N/A 96% 159% 110%
Grow 63% N/A 33% 113% 65%
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Fig. 5. PWr Monthly Sliding Window Prediction Recall

valid for a few days and thus growing window approach doemtwork link. For this type of networks, growing window

not help in the link prediction task. Links that are only valigrediction approach performs better than sliding windows
for short period of time introduce a lot of noise in the longrediction. Taking the above into account, we can conclude
term prediction. However, in the case of Facebook networthat the networks are evolving in different ways. Selecting the
link represents a friendship and it lasts much longer than empibper experiment scenario (i.e. sliding window or growing



TABLE VI

AVERAGE RECALL FOR PWR NETWORK

Method Original(std dev)  Top 50(std dev)  Top 100(std dev)  Top 500(std dev)  Top 1000(std dev)
Weekly Slide 0.0273 (0.0395) 0.0042(0.0086)  0.0084(0.0203) 0.0199(0.0277) N/A
Grow 0.0165(0.0278) 0.0001 (0.0004) 0.0009 (0.0042) 0.0082(0.0102) N/A
Monthly Slide CN 0.0481 (0.0181) N/A 0.0018 (0.0012) 0.0055 (0.0009) 0.0134 (0.0091)
Grow 0.0317 (0.0293) N/A 0.0000 (0.0000) 0.0047(0.0041) 0.0089(0.0083)
Weekly Slide 0.0042 (0.0078) 0.0007 (0.0017) 0.0012 (0.0027) 0.0037 (0.0066) N/A
Grow 0.0006 (0.0010) 0.0003(0.0006) 0.0003 (0.0007) 0.0006 (0.0010) N/A
Monthly Slide JA 0.0061 (0.0048) N/A 0.0013 (0.0018) 0.0036 (0.0052) 0.0050 (0.0048)
Grow 0.0036 (0.0018) N/A 0.0002 (0.0002) 0.0006(0.0008)) 0.0007 (0.0009)
Weekly Slide 0.0023 (0.0051) 0.0002 (0.0006) 0.0004 (0.0010) 0.0017 (0.0050) N/A
Grow 0.0013 (0.0032) 0.0000 (0.0002) 0.0000 (0.0002) 0.0007 (0.0017) N/A
Monthly Slide PA 0.0041 (0.0021) N/A 0.0000 (0.0000) 0.0004 (0.0005) 0.0011 (0.0011)
Grow 0.0012 (0.0007) N/A 0.0000 (0.0000) 0.0003 (0.0003) 0.0004 (0.0002)
Weekly Slide 0.0380(0.0382) 0.0023 (0.0042) 0.0052 (0.0077) 0.0244(0.0287) N/A
Grow 0.0134 (0.0189) 0.0000 (0.0003) 0.0010(0.0042) 0.0065 (0.0088) N/A
Monthly Slide AA 0.0505(0.0171) N/A 0.0020(0.0014)  0.0068(0.0019) 0.0148(0.0061)
Grow 0.0366(0.0301) N/A 0.0000 (0.0000) 0.0034 (0.0028) 0.0088 (0.0069)
Weekly Slide 0.0374 (0.0381) 0.0016 (0.0018) 0.0030 (0.0042) 0.0230 (0.0270) N/A
Grow 0.0088 (0.0113) 0.0000 (0.0002) 0.0004 (0.0010) 0.0036 (0.0056) N/A
Monthly Slide RA 0.0486 (0.0100) N/A 0.0008 (0.0009) 0.0057 (0.0033) 0.0120 (0.0070)
Grow 0.0301 (0.0179) N/A 0.0000 (0.0000) 0.0013 (0.0003) 0.0032 (0.0008)
Weekly Slide 0.0082 (0.0133) 0.0011 (0.0022) 0.0015 (0.0034) 0.0068 (0.0115) N/A
Grow 0.0020 (0.0042) 0.0003(0.0009)  0.0010(0.0027) 0.0021 (0.0041) N/A
Monthly Slide Cos 0.0095 (0.0094) N/A 0.0000 (0.0000) 0.0022 (0.0019) 0.0037 (0.0021)
Grow 0.0073 (0.0050) N/A 0.0004(0.0007) 0.0022 (0.0011) 0.0024 (0.0014)
Weekly Slide 0.0042 (0.0078) 0.0007 (0.0017) 0.0012 (0.0027) 0.0037 (0.0066) N/A
Grow 0.0006 (0.0011) 0.0003(0.0007) 0.0003 (0.0007) 0.0006 (0.0009) N/A
Monthly Slide Soren 0.0061 (0.0048) N/A 0.0013 (0.0018) 0.0036 (0.0052) 0.0050 (0.0049)
Grow 0.0036 (0.0018) N/A 0.0002 (0.0002) 0.0006 (0.0008) 0.0007 (0.0008)
Weekly Slide 0.0059 (0.0075) 0.0010 (0.0015) 0.0019 (0.0033) 0.0049 (0.0062) N/A
Grow 0.0008 (0.0013) 0.0000 (0.0000) 0.0000 (0.0000) 0.0004 (0.0006) N/A
Monthly Slide Katz 0.0149 (0.0074) N/A 0.0006 (0.0004) 0.0018 (0.0007) 0.0031 (0.0007)
Grow 0.0049 (0.0068) N/A 0.0000 (0.0000) 0.0005 (0.0006) 0.0011 (0.0015)
Weekly Slide 0.0597(0.0488) 0.0078 (0.0095) 0.0140 (0.0213) 0.0443 (0.0329) N/A
Grow 0.0269(0.0365) 0.0006 (0.0014) 0.0025 (0.0049) 0.0141 (0.0144) N/A
Monthly Slide Hybrid 0.0849(0.0188) N/A 0.0036 (0.0029) 0.0162 (0.0059) 0.0305 (0.0107)
Grow 0.0615(0.0371) N/A 0.0006 (0.0009) 0.0087 (0.0052) 0.0161 (0.0110)
Weekly Slide 57% 86% 67% 82% N/A
Grow 63% 100% 150% 72% N/A
Monthly Slide  Increase 68% N/A 80% 138% 106%
Grow 68% N/A 50% 85% 81%

window) helps to improve the prediction accuracy of oun7]
hybrid model. Although, when looking at the improvement rate
of hybrid model over others we see significant improvement[8
the absolute prediction precision and recall values remain
low. In our experiment, we only applied the eight well-

known prediction methods. However, in the future we plan t?
introduce community information into proposed hybrid mode
as well as information about nodes and edges characteristics.
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