
                            
  

Interoperability in the Heterogeneous Cloud Environment:  

A Survey of Recent User-centric Approaches  

ABSTRACT 
Cloud computing provides users the ability to access shared, 

online computing resources.  However, providers often offer 

their own proprietary applications, interfaces, APIs and 

infrastructures, resulting in a heterogeneous cloud environment. 

This heterogeneous environment makes it difficult for users to 

change cloud service providers; exploring capabilities to support 

the automated migration from one provider to another is an 

active, open research area. Many standards bodies (IEEE, NIST, 

DMTF and SNIA), industry (middleware) and academia have 

been pursuing approaches to reduce the impact of vendor lock-in 

by investigating the cloud migration problem at the level of the 

VM. However, the migration downtime, decoupling VM from 

underlying systems and security of live channels remain open 

issues. This paper focuses on analysing recently proposed live, 

cloud migration approaches for VMs at the infrastructure level 

in the cloud architecture.   The analysis reveals issues with 

flexibility, performance, and security of the approaches, 

including additional loads to the CPU and disk I/O drivers of the 

physical machine where the VM initially resides. The next steps 

of this research are to develop and evaluate a new approach 

LibZam (Libya Zamzem) that will work towards addressing the 

identified limitations. 

Categories and Subject Descriptors               
Categories: H. Information Systems, H.3 Information Storage 

and Retrieval, H.3.4 Systems and Software. Subject Descriptor: 

Distributed Systems.      

General Terms      Computer System Organization- 

Architecture, Distributed Architectures, Cloud Computing.                                                                       
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1. INTRODUCTION 

There is an accelerating trend in adopting cloud computing 

services. According to Gartner [1], cloud infrastructure and 

services will make up the majority of IT budgets in businesses 

by 2016.  Gartner [1] reports that about 50% of large enterprises 

will be using hybrid cloud architectures by the end of 2017.  

Despite the notable upwards trend, cloud computing has 

security, reliability and interoperability issues [5] [32]. In 2013, 

for example, Amazon’s US-EAST availability region remained 

unavailable for 59 minutes, resulting in users in U.S.A. and 

Canada who could not access Amazon.com and Audible.com. 

The reported loss was about $1,100 in net sales per second. If 

customers’ services had been able to rapidly become available 

by migrating to another provider without paying a substantial 

cost, then the consequences would have been less disastrous.  

Research exploring techniques to migrate from one provider to 

another remains an active research area. Zhizhong Zhang et al. 

[3] conducted a survey on the lack of interoperability within the 

cloud at the IaaS level, open source cloud projects (i.e., 

OpenStack and OpenNebula), cloud standards, and a user-

centric solution called Xen-Blanket [4]. The survey used a 

criteria aiming for IaaS interoperability, but it was not clear how 

criteria factors interact with each other. However, it did not 

include any criteria to assess user-centric approaches at any 

level, including live migration of VMs to the cloud. Adel 

Nadjaran et al. [6] conducted a broad survey on cloud 

interoperability for all levels (IaaS, PaaS and SaaS) within the 

cloud and related open source projects (i.e. RESERVOIR, 

mOSAIC and OpenStack [35]). However, the paper did not 

evaluate any user-centric approaches to facilitate interoperability 

or approaches that could support live migration of VMs. In 

addition, an important project, Ubuntu OpenStack 

Interoperability Lab (OIL), was not included in the analysis. In 

2015, OpenStack interoperability press announced that 32 

companies signed up to adhere to OIL guidelines. Moreover, 

OpenStack is one of the widely deployed open source cloud 

projects, which is supported by about 500 companies and 23,000 

individuals across over 150 countries [37]. 
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Much work has been done to provide live migrations of VMs to 

and within the cloud with minimum service interruption [7] [17] 

[24]. Live migrations often require the following [26]: memory 

state transfer between anonymous hosts, access of VMs to the 

storage at the destination host, without sharing storage between 

source and destination hosts; and access of the VM to the host’s 

LAN at the destination without the two sites sharing the LAN.  

In this paper a novel survey is presented analysing three recent, 

user-centric approaches to achieve the live migration of VMs. 

The comparison criteria span performance, flexibility, and 

security quality of service (QoS) attributes. For example, a 

security criterion identifies which encryption algorithm, if any, 

is to ensure data privacy during the migration; a flexibility 

criterion assesses the variety of hardware platforms that are 

supported; and a performance criterion is an assessment of 

whether or not the migration is imperceptible to the VM and 

VM users. 

The structure of the remainder of this paper is as follows: 

Section 2 a brief summary of the state-of-the-art in cloud 

interoperability is presented, highlighting interoperability issues, 

alternative categories of approaches proposed, and the need for 

the live migration of VMs across the cloud in the absence of 

support for cloud interoperability at the IaaS level. Section 3 

provides an analysis of recently proposed live, user-centric 

cloud migration approaches, including a summary discussion of 

the results.  The conclusions and future work are presented in 

Section 4. 

2. STATE-OF-THE-ART IN CLOUD 

INTEROPERABILITY   
One of the greatest challenges facing longer-term adoption of 

cloud computing services is interoperability, as this is necessary 

to provide cloud providers’ services such as cloud bursting, 

cloud federation, servers’ underutilization, maintenance and 

cease operations [14] [30].  To provide these services, live VMs 

migration is required within and between the clouds.  

Cloud interoperability approaches can be viewed as multi-

layered models, where every layer has to interoperate with the 

next layer and with its counterpart in another provider. Cloud 

interoperability at the Platform as a Service (PaaS) and Software 

as a Service (SaaS) levels are reliant on the Infrastructure as a 

Service (IaaS) level, which indicates interoperability at the IaaS 

level is of key importance [3].  

2.1 Cloud interoperability issues and 

benefits 
Cloud computing has been providing considerable capabilities 

for scalable, highly reliable, and easy-to-deploy environments. 

However, the potential of interoperable cloud environments is 

even greater for both providers and users. Some of the benefits 

may be [6]:  

  Cloud providers’ resources can be limited.  

Interoperability between providers can facilitate more 

scalability of resources by sharing underutilized 

resources. 

 Cloud providers may offer proprietary cloud-based 

services with unique specifications.  As a 

consequence, cloud users are most likely to become 

dependent (i.e. locked-in) on a certain vendor.  Cloud 

interoperability can provide a degree of flexibility to 

users to change service providers, thereby, alleviating 

vendor-lock-in.  

 Previous incidents express the need for disaster 

recovery using either cloud federation or cloud 

bursting [3].  To enable cloud providers continue 

delivering services, even in similar circumstances, 

interoperability between cloud providers is necessary 

to continue the provision of resources [14] [30].   

 In 2014, Amazon launched a new availability zone in 

Germany, supporting customers in Europe and the 

Middle East [11].  Currently, providers cannot support 

applications to predict users’ geographic locations due 

to the complexity of machine learning algorithms and 

its cost.  Cloud interoperability can enable utilization 

the nearest provider’s datacentre, thereby, reducing 

latency [6].  

 Rules and regulations can be a major impediment to 

interoperability, for instance, providers might have 

different policies on how long they keep user’s 

records. Europe has different rules from the USA. 

Compatibility between regulations can facilitate 

reaching a common consensus between providers on 

legal issues (handle contract) [6].  

2.2 Approaches to achieve interoperability    
Various approaches have been proposed to improve cloud 

interoperability for all the three levels (IaaS, PaaS and SaaS) [3] 

[4] [6].  Figure 1 illustrates a taxonomy organized around 

provider-centric and user-centric approaches [6].  

 

Provider-centric approaches rely on the provider’s agreement to 

adopt specific standards to achieve a specified level of 

interoperability. The development and widespread adoption of a 

set of standards is a long term vision for the community to 

support cloud federation, cloud bursting, and hybrid clouds [6]. 

Cloud federation may be facilitated through network gateways 

that connect public clouds, private clouds and/or community 

clouds, creating a hybrid cloud computing environment.  Cloud 

bursting uses of a set of public or private cloud-based services as 

a way to augment and handle peaks in IT system requirements at 

start-up or during runtime [12]. Hybrid clouds use of a 

combination of private and public clouds [29].  

As standardization efforts proceed, alternative user-centric 

approaches to achieve cloud interoperability are being proposed 

as more immediate, practical solutions. User-centric approaches 

do not rely on a provider’s (standards based) agreement, as the 

users either rely on their own in-house IT personnel or a third 
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party (cloud broker) to achieve interoperability. There are two 

main possibilities. The first is a cloud broker, which provides a 

single interface through which users can access and manage 

cloud services across multiple providers [13]. The second is a 

multi-cloud, in which users may develop a separate layer to 

handle heterogeneity in cloud environments [3]. For example, a 

user may require deploying an adapter layer to communicate 

with different APIs or a cloud application may need an 

abstraction library, such as, jcloud and LibCloud libraries [6].  

In the following section, the focus moves to analysing recent 

user-centric approaches for live, cloud migration of VMs at the 

IaaS level.    

3. ANALYSING USER-CENTRIC LIVE, 

CLOUD MIGRATION APPROACHES 

FOR VIRTUAL MACHINES  

3.1 Methodology 
The purpose of this study is to analyse recent, live, user-centric 

approaches using QoS comparison criteria in performance, 

flexibility, and security [15]. The comparison criteria for this 

study were derived from published requirements on successful 

live, migration techniques [8] [16] [28]. The comparison criteria 

are summarized in Table 1 and described below in more detail; 

the method used to select the approaches for inclusion in the 

study follows.  

Table 1 Comparison Criteria 

 
Criterion 

Identifier 
Criterion Description 

Values Used in 

Analysis 

                                                         Performance 

P1 
Migration is imperceptible 
to VM, VM users 

Acceptable, 
Unacceptable 

 
P2 

Predicting provision of 

required resources to decide 
whether or not to proceed 

with migration. 

Estimate resources, 

Reserve resources, 
both. 

 

 
 

P3 

Monitor resource utilization 
to avoid overutilization and 

to predict a potential failure. 

CPU overhead, 
network bandwidth 

consumption. 

disk I/O drivers 
overhead, memory 

dirty pages, 

downtime migration 
and total time 

migration. 

                                                          Flexibility 

 

F1 

Support multiple hardware 

platforms 

Wide range of 

hardware drivers.  

(CPU architecture 
and Storage) 

 

F2 
Support multiple O/S 

Modified O/S 

Unmodified O/S 

                                                          Security 

S1 
Privacy (Channel 

encryption) 

Advance Encryption 

Standard (AES) 

 

S2 
Authentication 

Hash-based Message 
Authentication Code 

using the SHA1 

(HMAC-SHA-1) 

 

Performance criteria. The first performance criterion, 

P1Migration is imperceptible, is related to the availability of the 

IaaS to the VM during the migration. The VM and hypervisor 

should not be exposed to delays, halting or crashing during 

migration across IaaS; in turn a cloud user should not experience 

interruption of their applications execution on a VM. To 

accomplish this, the VM and any connected user must not be 

aware of the migration process [8] [16]. The second criterion P2 

Reserve Provision of Required Resources, assesses whether or 

not the approach provides estimates before the migration 

commences for resource requirements (i.e. migration downtime, 

total migration time, network bandwidth and CPU for both the 

source and destination cloud [8] [33]. The third criterion P3 

Resources are monitored, assesses whether or not resource 

utilization is monitored by both the source and destination 

machines. If the consumption of the resources exceeds a certain 

threshold, it may affect applications and performance of the 

VM, as well as other VMs running on the physical machine. In 

such a scenario the process may be stopped and roll backed the 

VM to original state [33].  

Flexibility criteria. The first flexibility criterion, F1 Migration 

is supported for multiple hardware, assesses the variety of 

different hardware platforms the migration approach supports 

(i.e. CPU architecture and Storage heterogeneity); the more 

hardware platforms that are supported, the broader the approach 

can be applied. The second criterion, F2 Migration is supported 

for multiple O/S, assesses the variety of different O/S the 

migration approach supports (Modified O/S (Linux) and 

unmodified O/S (Windows)). The more O/S that are supported, 

the broader the approach can be applied [4] [24].  

Security criteria. The first security criterion, S1 Encryption 

Algorithm, is used to assess which algorithm, if any, used to 

encrypt the channel to ensure the transmission is private. The 

second criterion, S2 Authentication Algorithm, is used to assess 

which algorithm, if any, is used to authenticate the user 

requesting the migration [7] [28]. 

To select the approaches for inclusion in the analysis, a thorough 

review of the literature was conducted to identify recent, live 

user-centric migration approaches that explicitly address one or 

more of the QoS criteria. The sources used in the literature 

review included electronic databases (IEEE, ACM Digital 

Library, USENIX The Advanced Computing Systems 

Association and Springer). Three approaches were found: 1) 

Supercloud [7]: Opportunities and Challenges (2015). 2) 

Kangaroo [17]: A Tenant-Centric Software-Defined Cloud 

Infrastructure (2015). 3) HVX [24]: Virtualizing the Cloud 

(2013). These approaches are discussed below. 

3.2 Analysis results 

3.2.1 Supercloud    
The Supercloud [7] was developed using resources from a 

number of major cloud providers, including Amazon EC2, 

Rackspace, HP Cloud and other private clouds.  Supercloud uses 

nested virtualization (Xen-Blanket [4]) that overcomes cloud 

heterogeneity; Xen-Blanket leverages the Para-virtualization 

(PV-on-HVM) drivers on Xen.   

With respect to Performance, P1  The approach achieved 

relatively acceptable performance, about 1.4 seconds migration 

downtime [4] [38]. 

P2 Disk I/O drivers overhead caused by Xen-Blanket reached 

30%, which may affect the physical machine and the other VMs 

residing on that machine [4] [7] [27]. P3 Due to data size, 

security, cost saving and load balancing, a shared storage 

accessible by both source and destination was used during the 

live migration. This exposes the VM to overhead to access its 



                              

disk over the network [17] [33].  The transport protocol used in 

the migration is TCP/IP. TCP has a slow start that can affect the 

migration process and impose extra overhead on the edge 

equipment. Consequently, it affects the application’s 

performance [18]. A layer 2 tunnel is used to extend a VM 

subnet to multiple geographically distributed datacentres. It is 

not efficient due to broadcasting all ARP requests to the two 

sites resulting in poor performance [19] [34]. 

With respect to Flexibility, F1 Decoupling VM from 

underlying system was achieved by using Xen-Blanket approach 

[4]. F2 Xen-para-virtualization cannot run unmodified operating 

systems (i.e., Windows) [4]. 

With respect to Security, S1 The approach does not utilize an 

encryption algorithm. Also, a security mechanism was not used 

during the process, so it opens the system to security attacks.  As 

a result, the transmission channel is insecure and data flow is 

vulnerable to attacks, such as, ARP/ DHCP/DNS poising and 

IP/route hijack [28].  S2 The approach does not utilize an 

authentication algorithm. The approach relies on Xen as its 

nested virtualization platform, which has a number of issues. 

Xensploit tool was developed to execute man-in-the-middle 

attack during VM migration. It was able to modify the sshd 

memory segment to circumvent sshd authentication. With such a 

tool, VM might be accessed and the system confidentiality and 

integrity may be compromised [20] [21] [22]. 

3.2.2 Kangaroo 
Kangaroo is an OpenStack-based infrastructure approach that 

uses a virtual switch and a Linux container (LXC) to live 

migrate nested VMs within the cloud [17].    

With respect to Performance, P1 The study claims migrating a 

running application between the approach’s local deployment 

and Amazon within a few minutes and without any downtime 

[17]. P2 The nested VMs in the study have a 3.2 GB virtual disk, 

which was migrated using OpenStack block migration. The disk 

size is not practical and small to run a full Linux or Windows 

operating systems [33].  P3 Despite the achieved performance, 

the transporting protocol is still TCP/IP.  In case of larger virtual 

disk, big data and low WAN connection bandwidth, it might be 

difficult to achieve the same result with such a protocol and 

without any load balancing tools [8] [23]. 

With respect to Flexibility, F1 Decoupling VMs was achieved 

by using nested virtualization (QEMU & LXC) [17]. F2 The 

approach cannot run on a variety of O/S (i.e., Windows) because 

the containers (LXC) are Linux-based [24].  

With respect to Security, S1 The approach does not utilize an 

encryption algorithm. S2 The approach does not utilize an 

authentication algorithm. As the approach uses a layer 2 

tunnelling technology to connect VMs, it has the same issues as 

the Supercloud approach.  

3.2.3 HVX 
HVX is a virtualization platform that enables abstraction of 

underlying IaaS. HVX can run unmodified operating systems 

(i.e., Windows).  HVX is similar to VMware because both 

virtualization platforms use binary translation. However, the 

lack of a popular open-source binary translation hypervisor has 

allowed other approaches (such as para-virtualization) to be 

more popular [24] [25]. 

With respect to Performance, P1 There was not a quantitative 

evaluation of the approach’s speed, but rather it was mentioned 

as robust and reliable [24]. P2 As for the storage migration, the 

study introduced a storage abstraction layer that copes with 

cloud storage heterogeneity. However, with large data size, 

which is most likely to reach a couple of hundreds of gigabytes, 

the approach may need optimization techniques, such as data 

compression [33]. P3 As the approach leverages binary 

translation to achieve a better performance in a nested 

virtualization environment, many experts do not agree with 

performance statement as this technique imposes extra overhead 

on the guest kernel [7] [24]. HVX introduced its own user-

defined L2 overlay network (hSwitch). Yet, the transporting 

protocol is UDP, which is a  

best effort, connectionless protocol, but unreliable and it is not 

clear if the study used a mechanism to recover lost packets due 

to use such a protocol [36]. Also, the layer 2 network is subject 

broadcast storm as multiple clouds may span over the network 

and L2 has an issue with network scalability and cloud platforms 

do not allow multicast and broadcast [18] [19]. 

With respect to Flexibility, F1 the approach managed to 

incorporate various virtualization hypervisors, such as, QEMU, 

Xen paravirtualization, KVM and VMware ESX, therefore, it 

was able to decouple the VM from underlying hardware [24]. F2 

this approach is the only one to run on a modified O/S (Linux) 

and an unmodified O/S (Windows). Despite, it is seen as a 

proprietary product and it cannot be evaluated [25].  

With respect to Security, S1 The approach does not utilize an 

encryption algorithm. S2 The approach does not utilize an 

authentication algorithm. 

3.3 Critical discussion 
Despite that the approaches passed the mentioned criteria, 

including decoupling VM from underlying system (Flexibility), 

yet a number of limitations have been identified, mainly, 

security and performance issues. This analysis reveals the 

existing gap in those approaches in terms of the migration 

downtime (performance), decoupling VMs from underlying 

systems (flexibility) and securing live migration channel 

(security). Although, all approaches managed to deploy nested 

virtualizations (Xen-Blanket, LXC and HVX), these techniques 

imposed the system to significant performance degradation and 

limit VMs from running different operating systems on them 

(i.e., Windows). Even though an IPsec tunnel or tinc VPN may 

be used for protecting the migration process, it has not been 

deployed due to performance issues [7]. IPsec uses encryption 

and authentication algorithms, which expose the CPUs to 

intensive overhead. As a consequence, IPsec increases migration 

downtime and total migration time  [39]. Table 2 provides a 

summary of the analysis results.  



                              

Overall, the analysis shows that in order to gain a better 

performance, security mechanisms were not implemented. 

Despite that, approaches, such as Supercloud proposed tinc VPN 

as a security mechanism to protect the migration channel 

because it has less implication on performance [7].  Despite the 

lack of security criteria (S1&S2) and some performance criteria 

(P2&P3), these solutions are still applicable to move VMs 

hosting publicly visible data (e.g., a Web Server that maintains a 

catalogue of books for sale). In such a scenario, security 

(especially, encryption) is not a main concern and in case of a 

web server migration failure, cloud users might be tolerant of 

longer time to access the corporate website. 

4. CONCLUSIONS AND FUTURE WORK 
Through incidents, such as security breaches, natural disasters, 

scarce resources and licenses costs, there is a demonstrated need 

to achieve cloud interoperability. Due to the current level of 

today cloud providers’ interoperability, researchers from 

industries and academia have been developing various 

approaches to alleviate the impact of such an issue and achieve 

live, cloud migration for VMs. Cloud brokerages, provider-

centric and user-centric approaches are among the proposed 

solutions.  Three user-centric approaches (Supercloud, Kangaroo 

and HVX) for VMs live migration across the cloud are analysed 

in this survey based on performance, flexibility and security 

QoS attributes.  

This analysis reveals the existing gap in those approaches in 

terms of the migration downtime (performance), decoupling 

VMs from underlying systems (flexibility) and securing live 

migration channel (security). Although, all approaches managed 

to deploy nested virtualizations (Xen-Blanket, LXC and HVX), 

these techniques impose to significant performance degradation 

and limit VMs from running different operating systems (i.e., 

Windows). None of the techniques provide security capabilities. 

Future work of this study is to address the identified limitations 

by introducing a new approach, LibZam, which will be designed 

to minimize downtime migration, properly decouple VMs from 

underlying hardware, and secure the migration channel. The 

design of this system is reliant on the mentioned criteria, 

Performance (P1, P2 & P3), Flexibility (F1 & F2) and Security 

(S1 & S2). Different technologies, some of which are newly 

coined, are currently under investigation to realize these 

challenging QoS attributes. The system will be used in a real 

scenario; experts in the field will be asked to evaluate the system 

to enhance the system’s functionality. 

 

5. Authors’ emails 

Ibrahim Mansour: imansour@bournemouh.ac.uk 

Reza Sahandi: rsahandi@bournemouth.ac.uk 

Kendra Cooper: cooperk@bournemouth.ac.uk 

Adrian Warman:  Adrian.Warman@uk.ibm.com 

6. References 

[1] Gartner. 2013. Gartner Says Nearly Half of Large 

Enterprises Will Have Hybrid Cloud Deployments by the 

End of 2017, Available at: 

http://www.gartner.com/newsroom/id/2599315 (Accessed

: 22-10-2015). 

[2] Steve Woodward, Dave Casper, Alex McDonald, Winston 

Bumpus, Claude Baudoin. 2014. The State of Cloud 

Standards in 2014: Interoperability, Portability and 

Security, Available 

at: https://www.brighttalk.com/ (Accessed: 22-10-2015). 

[3] Zhizhong Zhang, Chuan Wu, and David W.L. Cheung. 

2013. A survey on cloud interoperability: taxonomies, 

standards, and practice. SIGMETRICS Perform. Eval. 

Rev. 40, 4 (April 2013), 13-22. 

DOI=10.1145/2479942.2479945   

[4] Dan Williams, Hani Jamjoom, and Hakim Weatherspoon. 

2012. The Xen-Blanket: virtualize once, run everywhere. 

In Proceedings of the 7th ACM european conference on 

Computer Systems (EuroSys '12). ACM, New York, NY, 

USA, 113-126. DOI=10.1145/2168836.2168849 

[5] C.Saravanakumar and C.Arun. November, 2014. Survey 

on Interoperability, Security, Trust, Privacy 

Standardization of Cloud Computing. Contemporary 

Computing and Informatics (IC3I), 2014, 977-982. DOI: 

10.1109/IC3I.2014.7019735 

[6] Adel Nadjaran Toosi, Rodrigo N. Calheiros, and 

Rajkumar Buyya. 2014. Interconnected Cloud Computing 

Environments: Challenges, Taxonomy, and Survey. ACM 

Comput. Surv. 47, 1, Article 7 (May 2014), 47 pages. 

DOI=10.1145/2593512   

Supercloud [7] (2015) Kangaroo [17] (2015) HVX [24] (2013) 

Criterion 

Identifier 
Assessment Values 

Criterion 

Identifier 
Assessment Values 

Criterion 

Identifier 
Assessment Values 

P1  Relatively acceptable P1  Acceptable P1  Acceptable 

P2 × None P2 × None P2 × None 

P3 × None P3 × None P3 × None 

 

 

F1 

 
 

 

 Heterogeneous 

Hardware (CPU 
architecture (i.e. flags) 

& Disk I/O drivers)  

 

 

F1 

 
 

 

  Heterogeneous 
Hardware (CPU 

architecture (i.e. 

flags) & Disk I/O 
drivers) 

 

 

F1 

 
 

 

Heterogeneous Hardware 

(CPU architecture (i.e. 

flags) & Disk I/O drivers)   

F2 × 
Only modified O/S 

(Linux) 
F2 × 

Only modified O/S 

(Linux) 
F2  

Modified (Windows) & 

Unmodified (Linux) O/S 

S1 × None S1 × None S1 × None 

S2 × None S2 × None S2 × None 

Table 2 Summary of the Analysis Results 

 

mailto:rsahandi@bournemouth.ac.uk
mailto:cooperk@bournemouth.ac.uk
mailto:Adrian.Warman@uk.ibm.com
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7005967
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7005967
http://dx.doi.org/10.1109/IC3I.2014.7019735


                              

[7] Qin Jia, Zhiming Shen, Weijia Song, Robbert van 

Renesse, and Hakim Weatherspoon. 2015. Supercloud: 

Opportunities and Challenges. SIGOPS Oper. Syst. 

Rev. 49, 1 (January 2015), 137-141. 

DOI=http://dx.doi.org/10.1145/2723872.2723892 

[8]  Raja Wasim Ahmad, Abdullah Gani,  Siti Hafizah Ab. 

Hamid, Muhammad Shiraz, Feng Xia,  Sajjad A. Madani. 

March, 2015. Virtual machine migration in cloud data 

centers: a review, taxonomy, and open research issues. 

The Journal of Supercomputing (March, 2015). DOI 

10.1007/s11227-015-1400-5.   

[9] Aradhna Chetal, Balaji Ramamoorthy, Jim Peterson, Joe 

Wallace, Michele Drgon and Tushar Bhavsar 

(2011) Interoperability and Portability, Available at: 

https://cloudsecurityalliance.org/ (Accessed: 23-10-2015). 

[10]  Rafael Moreno-Vozmediano, Rubén S. Montero and 

Ignacio M. Llorente. 2013. Key Challenges in Cloud 

Computing Enabling the Future Internet of Services.  

IEEE Internet Computing (August, 2013). DOI: 

10.1109/MIC.2012.69 

[11]  Apprenda (2015) Cloud Federation, Available at: 

http://apprenda.com/library/glossary/definition-cloud-

federation/ (Accessed: 23-10-2015). 

[12]  Open Data Center Alliance (2012) Developing Cloud-

Capable Applications, Available at: 

http://www.opendatacenteralliance.org/docs/DevCloudCa

pApp.pdf (Accessed: 23-10-2015). 

[13] Gartner (2013) Cloud Services Brokerage 

(CSB), Available at:http://www.gartner.com/it-

glossary/cloud-services-brokerage-csb (Accessed: 23-10-

2015). 

[14]  Downdetector.uk (2015) Amazon, Available at: 

https://downdetector.co.uk/problems/amazon (Accessed: 

23-10-2015). 

[15]  Petter Svärd, Benoit Hudzia, Steve Walsh, Johan 

Tordsson, and Erik Elmroth. 2015. Principles and 

Performance Characteristics of Algorithms for Live VM 

Migration. SIGOPS Oper.  Syst. Rev. 49, 1 (January 

2015), 142-155. DOI=10.1145/2723872.2723894. 

[16] Anja Strunk and Waltenegus  Dargie . 2013. Does Live 

Migration of Virtual Machines cost Energy?.  IEEE 27th 

International conference on Advanced Information 

Networking and Applications (AINA) (March, 2013). 

DOI: 10.1109/AINA.2013.137 

[17]  Kaveh Razavi, Ana Ion, Genc Tato, Kyuho Jeong, Renato 

Figueiredo, Guillaume Pierre and Thilo Kielmann. 2015. 

Kangaroo: A Tenant-Centric Software-Defined Cloud 

Infrastructure.  IEEE International Conference on Cloud 

Computing (IC2E) (March, 2015). DOI: 

10.1109/IC2E.2015.19 

[18] Ali Jose Mashtizadeh, Min Cai, Gabriel Tarasuk-Levin, 

Ricardo Koller, Tal Garfinkel and Sreekanth Setty. June 

2014. XvMotion: Unified Virtual Machine Migration over 

Long Distance. USENIX Annual Technical Conference 

(USENIX ATC 14) (June 2014). 

https://www.usenix.org/conference/atc14/technical-

sessions/presentation/mashtizadeh. 

[19] Ivan PepeInjak, ipspace. 2013. HOT AND COLD VM 

MOBILITY. [ONLINE]  

         Available at: http://blog.ipspace.net/2013/02/hot-and-cold-

vm-mobility.html. [Accessed 28-October-2015]. 

[20] Rajesaheb R. Kadam1 and Manoj Bangare. 2014. A 

Survey on Security Issues and Solutions in Live Virtual 

Machine Migration. International Journal of Advance 

Foundation and Research in Computer (IJAFRC) 

(December, 2012). ISSN 2348 – 4853. 

[21]  Naveed Ahmad, Ayesha Kanwal and Muhammad Awais 

Shibli. 2013. Survey on Secure Live Virtual Machine 

(VM) Migration in Cloud.  2nd International conference on 

Information Assurance (NCIA) (December, 2013). DOI: 

10.1109/NCIA.2013.6725332 

[22] Rajesaheb R.Kadam. 2015. Secure Protocol Based 

Solution to Avoid Attacks on Live Virtual Machine 

Migration. Fourth Post Graduate Conference (iPGCON) 

(2015). 

[23] Alan Murphy. 2011. Enabling Long Distance Live 

Migration with F5 and VMware vMotion, Available 

at: https://f5.com/resources/white-papers/enabling-long-

distance-live-migration-with-f5-and-vmware-

vmotion. (Accessed: 23-10-2015). 

[24] Alex Fishman, Mike Rapoport, Evgeny Budilovsky and 

Izik Eidus. 2013. HVX: Virtualizing the Cloud. 5th 

USENIX Workshop on Hot Topics in Cloud Computing 

(2013). 

https://www.usenix.org/conference/hotcloud13/workshop-

program/presentations/Fishman 

[25]  Sandor Acs, Miklos Kozlovszky and Peter Kacsuk. 2014. 

A Novel Cloud Bursting Technique. IEEE 9th 

International Symposium on Applied Computational 

Intelligence and Informatics (SACI) (May, 2014). DOI: 

10.1109/SACI.2014.68400050. 

[26]  Kenneth Nagin, David Hadas, Zvi Dubitzky, Alex 

Glikson, Irit Loy, Benny Rochwerger and Liran Schour.  

2011. Inter-cloud mobility of virtual machines.  In 

Proceedings of the 4th Annual International Conference 

on Systems and Storage (SYSTOR '11).  ACM, New 

York, NY, USA, Article 3, 12 pages.  

DOI=10.1145/1987816.1987820 

[27]  Mark Shtern, Bradley Simmons, Michael Smit and Marin 

Litoiu.  2012. An architecture for Overlaying Private 

Clouds on Public Providers. 8th International Conference 

and Workshop on Network and Service Management 

(CNSM) and System Virtualization Management (SVM) 

(2012). E-ISBN: 978-1-4673-3134-0 

[28] Mahdi Aiash, Glenford Mapp and Orhan Gemikonakli. 

May 2014. Secure Live Virtual Machines Migration: 

Issues and Solutions. Conference on Advanced 

Information Networking and Applications Workshops 

(WAINA), 2014 28th International  (May 2014). DOI: 

10.1109/WAINA.2014.35. 

[29] Jonathan Caldwell. 2015. Microsoft Azure announces 

expansion in cloud hybridization and hyperscaling for 

customers, Available 

at: http://www.winbeta.org/news/microsoft-expands-

hybrid-cloud-hyper-scale-microsoft-azure-

announcements (Accessed: 28-10-2015). 

[30] Whittaker, Z. 2013. Amazon Web Services suffers outage, 

takes down Vine, Instagram, others with it.  ZDNet. 

Available at: http://www.zdnet.com/article/amazon-web-

services-suffers-outage-takes-down-vine-instagram-

others-with-it/. (Accessed: 26-11- 2015).  

[31] Zhe Wu, Michael Butkiewicz, Dorian Perkins, Ethan 

Katz-Bassett, and Harsha V. Madhyastha. 

2013. SPANStore: cost-effective geo-replicated storage 

spanning multiple cloud services. In Proceedings of the 

Twenty-Fourth ACM Symposium on Operating Systems 

Principles (SOSP '13) (2013). 

DOI=http://dx.doi.org/10.1145/2517349.2522730. 

https://www.usenix.org/conference/hotcloud13/workshop-program/presentations/Fishman
https://www.usenix.org/conference/hotcloud13/workshop-program/presentations/Fishman
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6843234
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6843234
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6843234
http://dx.doi.org/10.1109/WAINA.2014.35


                              

[32] M. Toivonen. 2013.  Cloud Provider Interoperability and 

Customer Lock-in. Proceedings of Seminar, University of 

Helsinki, Research Paper 2013.  

[33] Konstantinos Tsakalozos, Vasilis Verroios, Mema 

Roussopoulos and Alex Delis. 2014. Time-Constrained 

Live VM Migration in Share-Nothing IaaS-Clouds. IEEE 

7th International Conference on Cloud Computing 

(CLOUD) (July, 2014). DOI: 10.1109/CLOUD.2014.18. 

[34] Jiaqiang Liu, Yong Li, and Depeng Jin. 2014. SDN-based 

live VM migration across datacenters. In Proceedings of 

the 2014 ACM conference on SIGCOMM (SIGCOMM 

'14). ACM, New York, NY, USA, 583-584. 

DOI=http://dx.doi.org/10.1145/2619239.2631431 

[35] OpenStack Summit. 2013. The OpenStack Summit in 

Hong Kong (2013). Available at:  

https://www.openstack.org/summit/openstack-summit-

hong-kong-2013 (Accessed: 9-12-2015) 

[36] Shraddha Patel ,   Kiran Acharya and  Manoj Patel. 2015. 

UDP based Data Transfer Protocol over Fast Long 

Distance Network. International Journal For Science and 

Advance Research in Technology ( April, 2015). ISSN 

[ONLINE]: 2395-1052. 

[37] OpenStack. 2015.  Two Milestones Mark the Beginning of 

the OpenStack Interoperability Era (May, 2015). 

Available at: 

https://www.openstack.org/news/view/59/two-milestones-

mark-the-beginning-of-the-openstack-interoperability-era 

(Access: 12-12-2015) 

[38] Dan Williams, Hani Jamjoom, and Hakim Weatherspoon. 

2014. Software defining system devices with the 'Banana' 

double-split driver model.  In Proceedings of the 6th 

USENIX conference on Hot Topics in Cloud Computing 

(HotCloud'14). 

[39] Anupam Tamrakar. 2014. Security in Live Migration of 

Virtual Machine with Automated Load Balancing. 

International Journal of Engineering Research & 
Technology (IJERT) (December, 2014). ISSN: 2278-0181 

https://www.openstack.org/news/view/59/two-milestones-mark-the-beginning-of-the-openstack-interoperability-era
https://www.openstack.org/news/view/59/two-milestones-mark-the-beginning-of-the-openstack-interoperability-era

