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FOREWARD

Welcome to Perth, Western Australia, and to the Systems in Management 7th Annual ANZSYS Conference 2001 "the relevance of
systems thinking in the contemporary world" hosted by the We-B Centre, School of Management Information Systems at Edith
Cowan University.

The conference provides an opportunity for sharing and networking among academics and industry specialists in systems and
related fields. The conference has drawn participants from national and international organizations.

All submitted papers were subjected to an anonymous peer review process managed by the Conference Committee. Stringent
review criteria resulted in an unprecedented number of papers declined this year. Based on these reviews, the final programme was
determined. A total of b4 papers were submitted for consideration and 39 were accepted for presentation.

The Conference Committee would like to recognise the efforts of many people who have contributed to the success and support in
the organising of this conference and without their efforts the conference could not have occurred. The authors are thanked for their
continued support to the Systems in Management 7th Annual ANZSYS Conference 2001 and we hope that the conference will
receive similar support into the future.

The reviewers deserve a special vote of thanks for their commitment and dedication in having their reviews conducted
professionally.

This year saw the launch of our Best Paper and Paper of Distinction award program. Papers nominated for this honour received
particularly rigorous reviews. The winners will be announced at the conference.

Thank you and enjoy the conference.

DR WILLIAM HUTCHINSON
Chairman
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Systems Thinking And Industry Innovation

Dr Karen Manley

CMP, Queensland University of Technology

ABSTRACT

The academic literature, and business practice, reveals a shift in the way analysts understand innovation
processes. This shift is not revealed as a cohesive trend, rather it comprises contributions from a wide range of
academic disciplines and empirical evidence. Building on Edquist (1997) this paper ties together the diverse
new ideas which stress a systems approach to successful innovation. The paper presents an up-to-date overview
of this fast moving field, with a view to assisting public policy makers and business managers in designing more

effective innovation processes.

Keywords: innovation systems, business networking, literature review

INTRODUCTION

Defined simply, innovation can be regarded as new creations of economic significance. Innovation is
widely regarded as critical to economic growth processes. The academic literature contains
considerable evidence of the value of innovation in driving growth. In commenting on such evidence,
Edquist (1997: 1) notes that: ‘[i]t is almost universally accepted that technological change and other
kinds of innovations are the most important sources of productivity growth and increased material
welfare...’.1 Yet despite the value of innovation, it is only over the past decade or so that
considerable progress has been made in understanding the key features of successful innovation. Such
progress has hinged on taking a sysfems perspective. This new perspective has the potential to
improve innovation outcomes for firms, industries, regions and nations, through better informed
public-policy and business initiatives.

This shift to systems thinking is not revealed as a cohesive trend in the academic literature, nor in
business practice, rather it comprises contributions from a wide range of academic disciplines and
empirical evidence. It is the aim of this paper to bring together the diverse ideas on innovation
systems, building on the substantial contribution of Edquist (1997). This paper presents an up-to-date
overview of this fast moving field, with a view to it assisting public policy makers and business
managers in designing more effective innovation systems.

FROM LINEAR INNOVATION PROCESSES TO INNOVATION SYSTEMS

During the 1950s, 1960s and 1970s, most innovation analysts viewed innovation processes as
predominantly linear. The first linear model developed to explain innovation was the science-push
approach where innovation was seen to begin with ‘scientific discovery, passing through invention,
engineering and manufacturing activities and ending with the marketing of a new product or process’
(Dodgson 2000: 17). The second linear model developed, the demand-pull model, portrayed
innovation as being stimulated by demand. The figure below summarises the two models.

1 Readers interested in the evidence are referred to OECD (2000) in the first instance.
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Science-Push Model

| Basic Science| —» —» | Production/Construction | —p

Demand-Pull Model

—> —— [ Production/Construction | —p

Figure 1: Linear Models of the Innovation Process

Note that neither model incorporates any feed-back mechanisms, failing to account for multi-
directional information flows — such as input into R&D by manufacturers or marketers.

During the 1980s, more interactive models were developed so that by the 1990s, systems approaches
had appeared, representing more complex views of innovation processes. Such ‘interactive’ models
are strongly supported by empirical evidence and are also intuitively appealing. A general form of this
model may be represented as follows.

Basic Science/

/ Demand \

Marketing/

Sal <+ T >
ales l
- -

Manufacturing/
Construction

R&D

Figure 2: Interactive Model of the Innovation Process

This model highlights the existence of feedback loops between all stages in the innovation process.
Innovation is now understood as the result of interaction between various economic and social
processes. These processes are rapidly increasing in complexity, through forces such as the IT
revolution, privatisation trends and globalisation. To manage this complexity in the pursuit of
innovation and growth, individual organisations need the capabilities of others. Hence, the dominant
unit of analysis in innovation studies has shifted from individual organisations, to groups of
organisations in innovation systems, their interaction and potential for learning. Indeed, ‘learning has
become the central core of the new canonical thinking about the source of wealth of nations’ (de la
Mothe and Paquet 1998: 328).

Systems in Management 7" Annual ANZSYS Conference 2001 Page 2



This new ‘systems’ way of thinking has been gaining momentum from the 1970s to the present day,
during which time a number of highly influential studies have emerged, including Dosi et al (1998),
Porter (1990), Lundvall (1992), Nelson (1993), Carlsson (1995) and OECD (1999b; 1999¢) These
studies all point to innovation processes driven by knowledge, relationships and learning, in the
context of collaborations with external parties. These collaborations may be informal or formal; they
often involve clients, customers, research organisation, regulators, finance providers and related
organisations. A wide range of system configurations are replacing solo innovation efforts as firms
adjust to their more complex surroundings.

Interactive innovation processes lie at the heart of success in the new economic circumstances. As the
BIE (1991:7) notes:

‘For some time, studies of the innovation process have stressed the importance of networks to
successful innovation, over-turning the traditional model which characterises innovation as a linear
sequence running from basic research, through product development, to production and marketing.
Innovation is now seen as an interactive process requiring intense traffic in facts, ideas and
reputational information within and beyond the firm’.

The interactive view of innovation shown in Figure 2 is the basis for a number of useful elaborations
of the innovation process, all of which emphasise the increasing complexity of successful innovation
and the importance of external knowledge sources. These approaches include: networks (Freeman
1991); value-chains (Walters and Lancaster 2000), clusters (Porter 1990; OECD 1999c¢), development
blocks (Dahmen 1988), complexes (Glatz and van Tulder 1989; Marceau 1995), innovation milieux
(Camagni 1991; Ratti et al 1997), complex products and systems (Research Policy, 29 2000) and
competence blocs (Eliasson 1997). Many of the ideas contained in these approaches are captured in
contributions which fall broadly into an innovation systems perspective, which is the subject of this
paper as it currently receives the most attention from policy-makers and business people. Readers
interested in a broader review of associated literature are referred to Manley (2001).

INNOVATION SYSTEMS

Although the innovation system approach emerged only a decade or so ago, Edquist and McKelvey
(2000: xi) note it has:

... diffused surprisingly fast in the academic world as well as in the realms of public innovation
policy making and firm innovation strategy formulation. The OECD has been particularly influential
in using and further developing empirical analyses and research using this approach. ‘Systems of
innovation’ is at the centre of modern thinking about innovation and the relations of innovation to
economic growth, competitiveness and employment.

The systems perspective recognises that innovation is a collective undertaking where innovating
organisations interact with others in particular institutional settings. Innovations are developed in
systems where organisations and institutional rules are key elements. System approaches to innovation
focus on the nature and impact of the collective character of innovation. System features will have a
‘decisive impact on the extent to which firms can make innovation decisions, and on the modes of
innovation which are undertaken’ (Edquist 1999: 7-8).

The innovation system approach is ‘holistic and interdisciplinary’ and has the potential to encompass
all the determinants of innovation. It differs from earlier analytical approaches in assuming that
innovation relies primarily on interactions between institutions and people (Landry and Amara 1998:
261).
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All the features of innovation systems stem from the collective nature of successful innovation efforts.
For any organisation, success relies on relationships with external parties. This view is supported by
numerous empirical studies, an example of which is a rigorous examination of an innovation system
by Landry and Amara (1998: 274). Their case-study work indicates that ‘innovative firms develop
more interactions with outside sources of ideas, information and technology than non-innovative
firms do’. In may respects, an innovation system is a social system in which innovations emerge
partly as a result of social interaction between economic actors from different organisations (Cooke
1998: 11).

The OECD has played a major role in the mobilisation of this approach to understanding economic
growth. According to the OECD, innovation is the result of a complex set of linkages between actors
creating, applying and distributing various kinds of knowledge. Innovation performance depends
critically on ‘the way these actors relate to each other as elements of a collective system of knowledge
creation and use ... > (1997a: 9).

The following sections highlight four key drivers of innovation in contemporary innovation systems —
knowledge flows, institutions, economic competence and interactive learning. These are the main
innovation inputs discussed in the literature.

Knowledge Flows

The current popularity of the innovation system approach reflects the increasing knowledge intensity
of economic activity. A key variable of interest is the ‘knowledge distribution power’ of a particular
system, which involves the system’s ability to facilitate effective knowledge flows. Analysis of a
particular system will involve tracking the linkages between industry, government and academia in
the development of technological and organisational innovations. A key policy aim is to identify the
main channels of knowledge flow, to evaluate bottlenecks and to suggest approaches to improve the
effectiveness of knowledge diffusion (OECD 1997a: 11).

The OECD (1997a) has developed a model to guide empirical studies of knowledge flows in
innovation systems, as shown in Table 4 overleaf.
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Table 4: Assessing Innovation Systems

Four Basic Flows of Knowledge: Five Key Research Methods:
1. Joint Activities between Firms 1. firm surveys
2. literature-based alliance counting
e technical collaboration 3. value of research contracts
o informal interactions (tacit knowledge transfer) 4. co-patents and co-publications

5. citation analysis

2. Joint Activities between Firms and Public-Sector
R&D Providers

technical collaboration
¢ informal interactions (tacit knowledge transfer)

3. Innovation Diffusion

¢ adoption of new processes, equipment
‘and machinery developed elsewhere

4. Personnel Mobility

o flows of tacit knowledge

In this model, four key types of knowledge flows are highlighted — joint firm collaboration, joint
private-sector/public-sector collaboration, innovation diffusion and personnel mobility.

Joint activities between firms often take the form of collaboration between producers to pool technical
resources, gain economies of scale and achieve synergies from complementary technical and human
assets. User-producer interaction is also important in stimulating innovation. In both cases —
producer/producer and user/producer interaction — formal and informal relations are important.

Joint activity between firms and public-sector R&D providers typically takes the form of contracts for
R&D. The value of these linkages is determined by the quality of the research infrastructure and its
accessibility to firms. Private/public-sector interaction is particularly valuable within innovation
systems, as the public-sector is often a key performer of R&D and resultant knowledge needs to be
transferred to users in order to promote innovation and growth.

Innovation diffusion — the adoption of advanced methods and technologies by new users — is the most
traditional form of knowledge flow in innovation systems (OECD 1997a). The innovation
performance of a particular system depends critically on the rafe of such adoption and investment in
appropriate adaption to ensure successful implementation.

The movement of personnel and their knowledge capital is considered another key flow in innovation
systems (OECD 1997a). Personnel mobility reflects the movement of tacit knowledge — knowledge
which cannot be written down — which is often critical in the successful integration of innovations
produced by external parties.

Systems in Management 7" Annual ANZSYS Conference 2001 Page 5



As noted in Table 4, there are five basic methods available for gathering data on knowledge flows:

1. Firm surveys involve the use of questionnaires and personal interviews to elicit information on
collaborative behaviour and the sources of knowledge for innovation, particularly with regard to
tacit knowledge flows.

2. Literature-based alliance counting gives a rough idea of the nature and extent of different types
of alliances, within which knowledge is exchanged. It involves reviews of newspapers, journal
articles, specialised books and journals, together with corporate annual reports and industry
directories.

3. Analysis of research contracts indicates the extent to which the private-sector is linked to public-
sector R&D capabilities. Information about the value of such contracts can be obtained from
government funding sources, universities, private-sector research bodies and/or private-sector
users.

4. The number of co-patents and co-publications, indicating inter-firm collaboration and private-
public sector collaboration, can be ascertained from patent records and publication indices.

5. Users of R&D cite patents and publications in their literature on new developments. These
citations can be counted and analysed to reveal collaboration patterns, particularly between the
private and public sectors.

This OECD approach focuses on the role of knowledge in innovation systems. Statistics Canada
(Anderson and Manseau 1999: 3) also focuses on the role of knowledge, and its movement from the
site of generation to the site of use, which requires:

¢ ameans of transmitting knowledge between sites;
e the capacity of knowledge generators to transmit knowledge; and
e the capacity of knowledge users to search for and absorb knowledge.

From an individual firm’s perspective, knowledge sites include those internal to the firm and those
found in the external environment, for example (Landry and Amara 1998: 265):

Market sources
e clients
e competitors
e suppliers
e consultants

Education and R&D providers
e  universities
e public and private R&D organisations

Local, state and national framework providers
e regulators

finance providers

trainers

unions

professional associations
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Generally available information
s fairs/exhibitions
o conferences/workshops/seminars
e journals
e patent disclosure

Institutions play an important role in determining the efficacy of knowledge flows between sources
such as those described above.

Institutions

Institutions are the ‘rules of the game’ which govern sow knowledge moves between system
participants and the way in which subsequent learning and innovation takes place. Nooteboom (2000:
916) suggests that firm-level innovation outcomes are, fo a large extent, dependent on the institutional
context.

The following key institutions affect the performance of innovation systems (based on Amable and
Petit 1999: 12):

the finance system,;

the taxation system;

the intellectual property rights system;

the training system;

the education system;

the industrial relations system;

labour markets;

the internal structure of corporate firms and government bodies;
conceptions of fairness and justice held by capital and labour;
the structure of the state and its policies; and

idiosyncratic customs, traditions, norms, moral principles, rules, laws, standards and routines.

The innovation performance of organisations is strongly influenced by these institutions. For
example, if the education and training systems are under-resourced by government, firms may find it
difficult to access suitably skilled employees to support their innovation efforts. Another example is
the Australian federal government cutting back of the 150% R&D Tax Concession in 1996 which had
a significant impact on R&D expenditure in Australia (see Marceau and Manley 1999). On a more
positive note, Australian culture tends to support early adoption of new innovations, which can help
tie Australia into global innovation systems.

Interactive learning

Another key feature of innovation systems is interactive learning. The term interactive learning
implies a reliance on multiple sources of tacit knowledge in the learning process. In turn, learning has
been shown to be a key input in the innovation process (eg. Dodgson 1996). Dosi (1988: 222-223)
observes that there are five problematic features of innovation processes that require interactive
learning in order to promote positive outcomes, these are:

Uncertainty: including the lack of full information about the occurrence of known events, the
existence of techno-economic problems whose solution procedures are unknown, and the inability to
predict precisely the consequences of one’s actions. The involvement of multiple players in
interactive learning increases the stock of knowledge and the breadth of experience that can be drawn
on to reduce uncertainty in the innovation process.
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Scientific Knowledge: the increasing reliance of major new technological opportunities on advances in
scientific knowledge highlights the importance of linkages between R&D users and major R&D
organisations in interactive learning.

Complexity: the increasing complexity of R&D activity means that multiple players are needed in
order to access multiple knowledge sources, rather than just relying on the skills of individual
innovators.

Experimentation: the increasing role of experimentation in the form of learning-by-doing and
learning-by-using requires access to appropriate partners to maximise the value of experimentation.

Cumulativeness: the cumulative character of innovative activity means that past decisions shape
future opportunities. Hence, it is important to keep options open by maintaining a broad array of
innovation interests through multiple relationships.

In summarising the importance of interactive learning, Lundvall (1999: 3) notes that ‘the last decade
has witnessed a change in the mode of competition that implies that interactive learning, and
forgetting, has become the most important process for determining the position of individuals, firms,
regions and countries in competition’.

In a practical sense, the key methods of interaction undertaken by system participants in response to
the above drivers include the following (Huggins 2001: 449):

written contact (letters, fax, email);
social/recreational contact;
one-to-one meetings; and

group meetings.

Such contacts may take place in the context of user-producer interaction, formal R&D agreements,
professional association activities, consultations with regulators/training organisations/fiance
providers, production agreements, licencing, joint ventures, sub-contracting,
conference/workshop/forum attendance and related activities.

Economic Competence

The final feature of innovation systems reviewed here is the economic competence of a system’s
participants. The outcomes of interactive innovation process are ‘a function of the level and content of
economic competence on the part of various agents within the system’ (Carlsson and Stankiewicz
1991: 113). This quality, or economic competence, is the microfoundation upon which the success of
the innovation system will rest. Economic competence involves the ability to initiate and exploit new
business opportunities. It is a ‘scarce and unequally distributed resource ... not all economic agents ...
are equally adept at generating new ideas or absorbing new ideas from outside’ (Carlsson and
Stankiewicz 1991: 94). Carlsson et al. (1999: 5) identify four crucial types of firm-level competence
in innovation systems:

1. Selective/strategic ability: the ability to: make innovative choices between markets, products,
technologies and organisation structures; engage in entrepreneurial activity; select key personnel; and
acquire other key resources, including new competencies. An important part of strategic capability is
the notion of receiver competence or absorptive capacity, which involves the ability to scan and
monitor relevant technological and economic information; identify technical and market
opportunities; and acquire knowledge, information and skills needed to exploit opportunities.
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2. Organisational/integrative/coordinating ability: the ability to organise and coordinate resources
and economic activities within the organisation so that overall objectives are met. This includes the
ability to generate and improve technologies through new combinations of existing knowledge and
skills. It is the main function of middle management in an organisation.

3. Technical/functional ability: the efficient execution of various functions within the firm to
implement technologies and utilise them effectively in chosen markets. The key issue here is one of
efficiency.

4. Learning/adaptive ability: the ability to learn from success as well as failure, to identify and correct
mistakes, to read and interpret market signals and take appropriate actions, and to diffuse technology
throughout the organisation. This ability is essential for long-term survival. A firm that is both
effective and efficient at a point in time eventually becomes neither unless it can adapt to changing
circumstances (especially changing technology).

Later research by Nooteboom et al. (2000: 120) suggests that a fifth relational ability is required.

5. Relational ability: the ability to focus on core competencies and utilise complementary resources
from other firms. This ability has increased in importance in recent years due to the pressures of
globalisation, the increasing complexity of input and output markets and the increasing speed of
technical change.

The presence of these five abilities in the organisations which make up an innovation system will
greatly assist the system’s performance, particularly by improving the value of interactive learning
opportunities.

CONCLUSIONS

This paper has touched on four key drivers of innovation in innovation systems — knowledge flows,
institutions, interactive learning and economic competence. These drivers are the main ones to emerge
from analysis of a wide range of contributions to the academic literature. Compared to earlier linear
approaches to understanding innovation processes, systems thinking has contributed a great deal to
our understanding of effective innovation processes.

Although the literature acknowledges that an ideal system is not possible to specify (Edquist 1997:
20), the following guidelines concerning the nature of a well-performing innovation system can be put
forward:

e Organisations: An innovation system is more likely to be effective if it includes a diverse range
of organisations with different types, and high levels of, economic competence. The system is
likely to operate more effectively if it includes firm and non-firm organisations, demanding
customers, and new industry players.

o Institutions: Innovation system performance is critically affected by institutional arrangements.
Critical institutions, such as those related to training, education, finance and intellectual property
need to incorporate arrangements that are supportive of innovation.

o Linkages with external parties: Maximum advantage will be gained if external linkages are
dense, multistranded, long-term, knowledge-intensive, vertical and horizontal, market and non-
market oriented, and inclusive of innovation, production and distribution relationships. Such
factors support the development of effective dynamics within innovation systems.
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¢ Outcomes: Innovation system outcomes will be maximised if individual participants perceive
benefits beyond what they could achieve in isolation. The system is then more likely to be stable
and productive.

In the rapidly changing environment of the 21* century, the ability of businesses and governments to
generate growth and jobs will rest critically on their innovation performance. The systems framework
represents a new and increasingly popular approach to understanding and improving that
performance.
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ABSTRACT

This proposal paper aims to outline an in-depth, interpretive case study investigating the organisational impacts
of a knowledge management and groupware information system named “Web-based Legacy EDI Groupware”,
abbreviated as “WebLegacy”. In particular, the way in which WebLegacy operates as an agent in converting
tacit knowledge to explicit knowledge, its organisational impact, success factors, and success indicators will be
explored. This study is based on the framework and analysis used by Daniel and Graeme (1999) to examine
knowledge management in the Australian health industry. The paper will examine one organisation in Western
Australia using WebLegacy:

an automotive company who contracted a local external website design consultant to implement WebLegacy on
their sites; In addition to interviews with the companies, interviews with the website design Consultant

Company will be conducted in order to gain an alternate perspective of topics and issues raised in the research.

Keywords: Knowledge Management Systems, Web-based Legacy EDI, Organisational Impacts, and Information
Systems.

INTRODUCTION

Knowledge management research has increasingly become an important concern in decision support
that create value for organisational strategy and structure in meeting the challenges of the information
age. Knowledge is information combined with experience, context, interpretation, and reflection.
Knowledge is a high value form of information that is ready to apply to decisions and actions
(Davenport, 1998). This research study will explore the practical reality of the subject of knowledge
management system by focusing on a tangible, pragmatic entity, the knowledge management project.
Hence, it is significance for the need of a successful knowledge management project to be in place as
one of the indicators of the success of the firm is its increasing pool of knowledge.

Knowledge management may also be seen as an extension of information system management
whereby the organisation benefits from the more effective use of information/knowledge. This may or
may not have a strategic dimension (Remenyi, D. 1999). According to Remenyi. D. (1999)
knowledge management may also been seen as tool by which the organisations core competencies
may be focus and developed. This provides knowledge management with a strategic focus. As an
extension of information system management, knowledge management is concerned with decision
support systems, data warehousing, data mining and groupware systems. Knowledge management is
also closely associated with Intranet applications.
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Groupware application is also been seen as an application that can facilitate organisation-wide
knowledge management. It is also able to provide human with an unprecedented global many-to-
many medium to exchange information. According to Hauben & Hauben, (1997), individuals around
the world are now able to broadcast their isolated opinions and gain feedback from a diversified
population (Hauben & Hauben, 1997). They also suggest that knowledge management may be seen as
an extension of information system management, which utilises the exchange of business information
through an IT network. This entails the exchange of information electronically between separate
organisations, or between an organisation and its customer, business to business or business to
customer. Such a network of exchanging information is crucial to support successful business
partnerships.

However, in order to achieve knowledge superiority, an organisation must first understand its
knowledge asset, ie the value of its knowledge, how well that knowledge is being applied, and the true
cost of its IT. This means the organisation needs to establish a proper knowledge management project
that provides strategy for managing and exploiting such knowledge.

LITERATURE REVIEW
Groupware application and knowledge management

In the paper by Gunther, L (1994), the author says that WebLegacy is about ‘better business
practices’, both in the way an organisation manages its internal operations and more directly in the
way it manages its relationships with customers and suppliers. He also mentions that such
WebLegacy encourages, or more often forces companies to re-examine business processes and
trading relationships. As a result, WebLegacy is seen as a tool used to transmit standard structured
messages electronically from the computer application in one location to another computer
application in another location. Thus WebLegacy is an ‘enabling technology’ that allows organisation
to meet its business goal

Previous empirical research

In this section, a framework for analysing a knowledge management project that involved the
WebLegacy, based on previous empirical research is discussed.

The framework for the knowledge management project referred to above incorporates four stages: the
objectives, the strategies, the success indicators and the success factors (adapted from Daniel, L and
Graeme, G, 1999).

First stage, the objectives of knowledge management project.

Objectives define what a knowledge management project is trying to achieve.
According to Davenport (1998), knowledge management projects can provide four types of objectives
that allow organisation to achieve knowledge superiority. They are as follows:

e “Creating knowledge repositories; WebLegacy focuses on creating structured repositories to store
explicit knowledge; )

e Improving knowledge access; WebLegacy focuses on providing access to tacit knowledge and
facilitating its transfer between the individuals;

¢ Enhancing the knowledge environment; WebLegacy focuses on the establishing an environment
conductive to knowledge creation, transfer and use;

e Managing knowledge as an asset; WebLegacy involves in measuring the value of the knowledge
assets” (adapted from Daniel,L and Graeme, G, 1999).
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Second stage, the strategies of knowledge management

Strategies define the methods for achieving the objectives.
According to Hansen et al (1999), there are two broad types of strategy for implementing knowledge
management (Hansen reference in Daniel, L and Graeme, G, 1999). They are as follows:

e “Codification strategy: codification is about turning tacit knowledge into explicit knowledge.
e Personalisation strategy: personalisation focuses on tacit knowledge and involves the sharing of
knowledge directly between people” (adapted from Daniel, L and Graeme, G, 1999)”.

Hansen et al (1999) found that “all companies use elements drawn from each strategy, either focus on
one type or focus on both together. The choice of strategy was dependent on the competitive strategy
of the organisation” (Hansen reference in Daniel, L and Graeme, G, 1999).

Third stage, the success indicators for knowledge management project

Success indicators measure the effectiveness of a knowledge management project, which includes the
dependent variables or the outcome measures.

According to davenport et al (1999), he identified four success indicators for knowledge management
projects (Davenport reference in Daniel, L and Graeme, G, 1999). These are as follows:

e “growth in resources attached to the project. This refers to the increases in number of people or
the size of the budget assigned to the project over its lifetime;

e growth in knowledge content and usage. This is measured by increase in the volume of
knowledge stored in repositories;

e organisational initiative. This means that if the projects are the initiatives of one or two
individuals they are less likely to succeed than projects that originate in organisation-wide
initiatives;

e financial returns. This refers to the financial return either for the project itself or for the
organisation as a whole” (adapted from Daniel, L and Graeme, G, 1999).

Stage four, the success factors for knowledge management projects

Success factors define the conditions that lead to success in knowledge management projects.
According to Davenport et al (1998), there are eight types of success factor for implementing
knowledge management project (Davenport, (1998) reference in Daniel, L and Graeme, G, 1999).
They are as follows:

e “the link to economic performance. This involves money saved or earned.

e technical and organisational infrastructure. This refers to the level of involvement through
technology and organisational infrastructure for the success of knowledge management project;
flexible knowledge structure: finding the right balance of knowledge repositories to a project;
knowledge-friendly culture: finding the aspects of a knowledge friendly culture;
clear purpose and language: clearly defined communication and objectives are important for
success;

e change in motivational practices: incentives and rewards are important to motivate people;
multiple channels for knowledge transfer. This means providing opportunities for face to face
contact as well as electronic forms of communication;

e senior management support. This implies providing funding and other resources for the success of
the organisation” (adapted from Daniel, L and Graeme, G, 1999).
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In summary, the literature review above has attempted to provide an overview of the empirical studies
by Daniel, L and Graeme, G (1999) pertaining to knowledge management projects. It explored the
success factors, the success indicators, the strategies and the objectives. It was then synthesised into
an analysis framework, and was used as the basis for analysis of the case study data.

Research objectives
Specifically, the research objectives are to determine the followings:

e To what extent can the adoption of a knowledge management project, which involves
WebLegacy, serve as a mean to support knowledge management in providing value creation to
the organisation?

e Ifso, how and why does the adoption of WebLegacy act as a vehicle to support knowledge
management in providing value creation to the organisation?

Discussion of Case Scenario

Organisation #A is a family owned automotive group. The company was established to offer Western
Australia car buyers an innovative option to serving vehicle needs, and has been in business since the
mid 1980’s.

To research the question raised above, the author held preliminary discussions with organisation #A’s
knowledge manager and its external website design consultant’s staff. Key players were identified
from organisation #A and consultant company and these individuals (the Technical Supervisor,
Operations Director and knowledge manager) were interviewed.

Analysis Framework

According to Yin (1994), it is important to ensure adequate rigour in research design when utilising
case research. It is proposed that the analysis framework (adapted from Daniel, L and Graeme, G,
1999) shown in Figure 1, which incorporates the objectives, success indicators and success factors of
Davenport et al (1998) and the knowledge management strategies identified by Hansen et al (1999)
will be applied to this study.

Success Factors
Why was groupware successful
unsuccessful?
\?Vl?zftewc:;‘tﬁsgroupware <+« Knowledge . Success Indicators
project trying to achieved? Management Project 4—>»|  How successful was the
groupware projects?

{

Strategies
How were the groupware
project objectives achieved?

Figure 1: Proposed Analysis Framework
(Adopted from Daniel, L and Graeme, G, 1999)
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PRELIMINARY FINDINGS AND CASE STUDY ANALYSIS.

Stage One: Objectives

What was WebLegacy project trying to achieve?

Knowledge from internal, external source

knowledge

Objectives KM project Operations staff Existing Customers Marketing staff

Create knowledge Provide 24hrs Provide quick Information easily

repositories accessibility/ accurate | response on accessible to public
information provided request/queries

Improve knowledge Facilitate transfer of Increase in Facilitate transfer of

access tacit knowledge Satisfaction tacit knowledge
between individual between individual

Manage knowledge as Moderate Not sure Moderate

an asset

Enhance knowledge Improve conducive Increase in Improve conducive

environment environment for sharing { Satisfaction environment for

sharing knowledge

Table 2: Matrix showing the relationship of objectives of Knowledge Management and WebLegacy
(Adapted from Daniel, L and Graeme, G, 1999)

The above indicator provides the finding for WebLegacy in trying to achieve. These are as follows:-

e In the scope of creating knowledge repositories, it created a virtual ‘information library’
accessible 24 hours a day to staff across all branches. The significant improvement observed was
due to the external knowledge (knowledge from an external source). This means that improved
information exchange can lead to intangible benefits, cost reduction and quality improvement

efforts.

¢ Inthe scope of improving knowledge access, it has helped to facilitate the transfer of tacit
knowledge between the individuals.
e In the scope of enhancing the knowledge environment, it has helped to induce conducive
environment for sharing knowledge.

In summary, WebLegacy has successfully created a knowledge repository for knowledge
transformation, sharing, and knowledge creating processes for organisation #A. The WebLegacy
entails staff of organisation’s # A tacit knowledge, which resides in many heads can now be codified
into formulated knowledge resides on electronic form. In addition, WebLegacy has also proven to be
successful in allowing information sharing and collaboration across departments, and functions.
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Stage Two: Strategies for WebLegacy project

How were WebLegacy objectives achieved?

Knowledge management project components
Strategies for the KM Functionality External network, Listservers eg
project databases, eg. eg. supplier and endusers
operational & customer focus
administration
Codification strategies Not codifying because { Not codifying Not ascendable
providing access to because providing
already codified access to already
knowledge codified knowledge
Personalisation Not ascendable Not ascendable Involves exchange
strategies of ideas and
experiences between
individual endusers.

Table 3: Matrix showing the relationship of strategies of Knowledge Management and WebLegacy
Groupware

(Adapted from Daniel, L and Graeme, G, 1999)

To answer the question of how WebLegacy objectives were achieved. It is necessary to explore the
three major of components of WebLegacy. These are as follows: functionality databases, eg.
operational and administration; external network, eg. suppliers and customers; and listservers, eg.
endusers. The list server component fits into the personalisation strategy because it involves the
exchange of ideas and experiences between individuals ie. endusers. However, the other two
components do not fit into either of the strategies, ie. The codification strategy or the personalisation
strategy. This means that both the functionality databases and external networks focus on explicit
knowledge, and are not concerned with codifying knowledge. However, the functionality data bases
and external network components provide only access to already codified knowledge resides in the
electronic form.
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Stage Three: Success indicators for WebLegacy

How successful was WebLegacy project to organisation # A?

Table 4: Success Indicators for WebLegacy project to organisation # A
With respect to organisation #A: | Pre- adoption of | Post- adoption of | One years from
groupware groupware post- adoption of
groupware
Growth in resources attached to the | Low Improved High
project
Growth in knowledge content and | No online Increase online Exponential
usage discussion discussion increase online
discussion/ request
/Business
Improved
Organisational initiative Not Satisfaction Increasingly
Appealing Appealing/
satisfaction
Financial return Stagnant Indications of cost | Business
reduction Improved/profit
increased

Table 4: Matrix showing the relationship of success indicators of Knowledge Management and
WebLegacy
(Adapted from Daniel, L and Graeme, G, 1999)

The above indicator provides findings on the level of success for WebLegacy in organisation # A.

o Inregards to the scope of growth in resources attached to the project, the estimated total costs of
ownership for implementing the project was $98,400. However, it was estimated that the annual
budget of recurring or operational costs would be $24,000 per annum.

¢ Inregards to the increase in the growth in knowledge content and usage, there was an exponential
increase in information usage since the post adoption of WebLegacy.

o Inregards to the extent of organisational initiative, there seems to be greater levels of satisfaction
on the part of end user. Customers’ complaints have dropped significantly since the adoption of
WebLegacy in the organisation.

e In the regards to the size of the financial return, there seems to have been some reduction in cost,
as WebLegacy is able to integrate web EDI with their inventory, accounting and order entry
system. This means that the integration brings about an increase because it greatly decreases
human involvement in information flow, thus making business processes simpler, faster, cheaper
and less error prone.

In summary, the success indicators have indicated that a significant impact to organisation # A has
occurred. They have improved the quality of their management decision making and thereby
improved the quality of service provided to their customers.
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Stage Four: Success Factors for WebLegacy.

Why was WebLegacy successful or unsuccessful to organisation # A?

Table 5: Success Factors for WebLegacy to organisation # A

With respect to organisation #A:

Pre- adoption of

Post- adoption

One years from

incentives and
rewards system

WebLegacy of WebLegacy | post- adoption of
WebLegacy
Link to economic performance Normal Indication of Strong Indication of
Improvement in | Improvement in
financial savings | financial savings
Technical and organisational Normal Increased Exponential increased
infrastructure involvement in { involvement in both
both Intranet & | Intemnet & Intranet
Internet technology and
technology & WWW infrastructure
Www
infrastructure
Flexible knowledge structure Not Satisfaction Increasingly
Appealing Appealing/
satisfaction
Knowledge-friendly culture Negative attitude § Towards Positive attitude to
to knowledge, positive attitude | knowledge,
organisation to knowledge, organisation learning
learning low, organisation increase, innovation
innovation low learning increasing
increase,
innovation
increasing
Clear purpose and language Not ascernible Objectives being | Objectives being
defined in defined in company
company mission statement
mission
statement
Change in motivational practices No incentives and j Staff are Staff are motivated
rewards system motivated by by incentives and

rewards system

Multiple channels for knowledge
transfer

Confined to face
to face

Internet access
for customer

Face to face ,
electronic forms of

request communication
Senior management support Management Indications of Indications of
participation low |} management management support
support increases
increases

Table 5: Matrix showing the relationship of success factors of Knowledge Management and WebLegacy
(Adapted from Daniel, L and Graeme, G, 1999).
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For organisation # A, the findings of the success factors are as follows:-

In regard to the extent of linking to economic performance, this project has saved significant
amounts of money for organisation # A. However, the estimated total costs to the owner for
implementing the legacy EDI groupware project was $98,400. It was anticipated to produce an
increase of annual sale of Aus $ 30 million (from Aus $100 million to Aus $ 130 million) a year
after implemented WebLegacy.

In regard to the scope of technical and organisational infrastructure, this project used Internet and
Intranet technical infrastructure, and the World Wide Web.

Concerning the degree of flexible knowledge structure, the project involved different levels of
structure of knowledge content. Some have sophisticated indexing structures, eg. information
generated from the integration with the internal accounting and inventory system or information
transformed through search engines.

In the scope of knowledge friendly culture, there was an indication of positive attitude to
knowledge sharing particularly from suppliers and among other staff. For example, supplier
coordination, including smooth flows of information provides greater information linkage, and
able to gain a competitive advantage over their rivals.

In the scope of clear purpose and language, the project has provided staff and suppliers with
access to on-line inventory request to support in inventory turnover. It also provided speedy
information sharing with customers.

In the scope of motivation to share knowledge, the project has successfully proven that staffs
were motivated to share knowledge through an incentives or rewards system.

In the scope of multiple channels for knowledge transfer, the project has provided two channels
for knowledge transfer, both electronic: through the Internet for customers to access to the latest
product information and through the listservers for staff to share knowledge and experiences
amongst individuals.

Assessing the extent of senior management support, the project has promoted and secured active
participation among management.

In summary, WebLegacy has satisfied most of the eight success factors defined in the framework.
WebLegacy has also successfully offered cost savings to organisation # A, which flow from improved
information exchanges between its customers and its suppliers.
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CONCLUSIONS
Summary of findings

In this study it has been demonstrated that WebLegacy has successfully offered infrastructure to
organisation # A, which has supported the acquisition of knowledge and enhance the environment in
which knowledge artifacts are created and managed. Several reasons are associated with the
significant of WebLegacy particularly to organisation # A.

e WebLegacy is identified as the most popular application used by staffs of organisation # A. It is
widely noted as being helpful in its virtual office environment as its geographically dispersed
branches can collaborate and exchange information.

e WebLegacy is able to provide network tools such as shared, indexed and replicated document
databases and discussion threads, as well as shared white broads, joint document editing
capabilities and full duplex, muitimedia communication features. These tools serve to mitigate
collaborative losses.

e Substantial cost savings result because of improved information exchanges between organisation
# A, its suppliers, and its customers. These tools serve to add value to organisation # A products
and the services to its customers. They also help organisation # A to gain a competitive advantage
over its rival.

e Using WebLegacy to do business in the long run, may enable organisation # A to relinquish its
control over its suppliers.

WebLegacy was chosen as a mean of supporting knowledge management in providing value creation
for organisation # A, because it was believed that this project was able to provide a strategy for
managing and exploiting knowledge. This project also serves to help organisation # A in
understanding its knowledge asset, ie the value of its knowledge, in assessing how well that
knowledge is being applied, and the true cost of its IT.

Limitations and directions for further research

The approach used in this paper is geared to address factors affecting WebLegacy by using an analysis
framework (proposed by Daniel, L and Graeme, G, 1999). It does not propose to build a new model that
provides a new way of looking at IT investments that will help to identify its benefits. This refers to a model
that is able to address a new focus of responsibility for the identification and delivery of IT investment
benefits. However, the factors that have been combined into Daniel and Graeme*s model that describe and
explain the drivers and critical success factors for knowledge management project implementations, requires
further testing for thorough empirical validation.

The work outlined in this paper may encourage other IS scholar to formulate a model that can capture the
information reflecting the perception and practice of the Adoption Electronic Commerce Knowledge
Management Project. In particular, it would be useful to identify the internal or external environment factors
affecting the adoption of them and their degree of influence. (Length of paper is 3630 words)
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ABSTRACT

The management of environmental issues, such as climate change and land use change, involves complex
dynamics in ecology, economics and social systems. Developing integrated frameworks for these complex
problems presents a challenge at all policy-making levels. Market-based policies for ecosystem services are
examined with a focus on carbon sequestration, as an emerging synergy between land-use change and
emissions trading of forestry-based carbon sinks, under the Kyoto Protocol. A systems-based approach offers
the potential to increase our understanding of the complexity surrounding policy development for the

management of multiple objectives of natural resources, within a holistic policy framework.

Key words: Global environmental problems,; Systems-based approach; Natural resource management; Policy;

Multiple objectives; Market-based approaches; Kyoto Protocol.

INTRODUCTION

The degree of seriousness and complexity of the impacts of human use of the environment is
increasing, potentially reaching crises in the 21* century (Capra 1996, Daily 2000, De Greene 2000).
Land degradation and climate change are two examples of these complex problems. Recognition of
the number of interacting agents and the interrelatedness in time and space, and across hierarchies, all
serve to increase the perceived complexity as knowledge increases (Figure 1). The characteristics of
complex systems (non-equilibrium, non-linearity, emergence etc.) are a major challenge for policy
design. It is the synergy between the mitigation strategies for climate change and natural resource
degradation that is the subject of this research.

Figure 1:
Hierarchy of individual, regional, national and global
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relationships involved with elimate change and
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Dilemma for policy-makers

The dilemma for natural resource policy-makers is how to increase the understanding of the
complexity of the interrelated ecological, social and economic systems, particularly to achieve
multiple natural resources objectives across sub-systems at the individual, regional, national and
global scales. De Greene (2000) proposes that new systems-based theories and concepts will provide
the necessary building blocks for policy-making in these complex systems. However, a large gap
exists between the theory and concepts in systems thinking, and the praxis and translation into
implementable policy and actions.

CLIMATE CHANGE

Recently, the Intergovernmental Panel on Climate Change (2001) accepted, beyond doubt, that human
actions are responsible for the rapidity of climate change. International policy designed to combat
climate change, by reducing greenhouse gas emissions, is coordinated by the United Nations
Framework Convention on Climate Change through the ad hoc Kyoto Protocol (United Nations
1997). In Australia, The National Greenhouse Strategy (Commonwealth of Australia 1998b) pursues
the Kyoto Protocol objectives through four actions: (1) limiting greenhouse gas emissions,
particularly from fossil fuels; (2) sequestering carbon dioxide, through carbon sinks on agricultural
land; (3) increasing understanding of climate change issues; and (4) provision for adapting to potential
environmental effects of global warming.

In 1996 the energy sector, utilising mainly fossil fuels, accounted for 79% of Australia’s emissions;
and emissions from agriculture, including land clearing, accounted for 20% (Commonwealth of
Australia 1999). If the projected increases in economic growth are to be realised it will require
significant changes in current practices to meet Australia’s Kyoto Protocol (if ratified) emissions
target of 108% of 1990 levels by 2008 - 2012. Changing land use practice and increasing carbon
sequestration in woody perennial plants on agricultural lands will help to meet the Kyoto Protocol
targets and may produce multiple benefits for both climate change and natural resource management.

NATURAL RESOURCE MANAGEMENT APPROACHES

Natural resource degradation is due to multiple causes in our social and economic systems and
inadequate understanding of ecological systems and institutional structures (Chisholm and Dumsday
1987, Sala and Conacher 1998, Cortner et al. 1998). None-the-less, extensive land clearing of deep-
rooted native vegetation is considered to be the single most important cause of land degrading
processes causing flooding and dryland salinity (Commonwealth of Australia 1998a). Moreover, this
activity has transformed the biotic carbon store into atmospheric carbon dioxide.

Traditional natural resource management policies in agriculture have been based on obsolete
ecological theory, assumptions of social behaviour (Brown and MacLeod 1996) and in isolation from
social and economic policy frameworks (Bellamy and Johnson 2000). In comparison, recent rhetoric
in the literature in natural resources management recognises the interrelatedness of social,
environmental and economic systems. One major outcome has been the development of integrated,
process-driven, community-based approaches (Holling 1978, Carpenter et al. 1999, Bellamy and
Johnson 2000). However, such community-based integrated approaches have proven to be difficult to
implement (Bellamy and Johnson 2000). The difficulties correspond with the identified inherent
systems characteristic of complex problems.
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Natural resource management issues have been identified and described in the literature, in such terms
as ‘wicked’ problems in integrated resource management (Bellamy and Johnson 2000) and planning
(Rittel and Webber 1973, Karacapilidis 2000), and ‘messy’ problems (Checkland 1984) in soft
systems thinking. The ‘wicked’ and ‘messy’ nature of these problems relates largely to the complex
sets of attitudes, beliefs, values, opinions and perceptions that humans introduce into a system
(Waring 1996). Similarly complex problems in economics are described as ‘flighty’ (Goldstein
2001). Other causes for the complexity in natural resource management has been stated to arise from
the variability of the resource-base and their continually evolving nature (Lynam 1999); through
interactions with ecological and economic sub-systems (Rosser 2001); from cause and effect not
being closely linked in time or space, and that the services they provide are intangible (Bellamy et al.
1999); and from market failure, property-right failure, institutional inefficiency, political deficiency
and lack of information (Young et al. 1996).

Future directions of natural resource policy in Australia

Two future policy directions in natural resource management in Australia have been identified as
critical: (1) adopting a regional approach; and (2) achieving fundamental change through a wider mix
of policy instruments, including enhancing the role of economic and market-based mechanisms. For
example, creating market-based mechanisms to realise the intangible benefits of ecosystem services is
proposed as one of a mix of policy instruments

Market-based mechanisms for ecosystem services

Although ecosystem services are essential for human existence they are typically undervalued,
especially when the value to future generations is taken into account (Daily 2000). Ecosystem
services have usually been considered to be ‘free’ goods. They are subject to open access, and
assuming economic rational behaviour, they are ultimately degraded (Hardin 1968). Methods to
value ecosystem services are emerging, for example, avoidance costs of building and maintaining
water treatment plants by maintaining a healthy catchment that purifies the water (Daily 2000). As
another example, emissions trading of carbon sinks is being developed under the Kyoto Protocol.

Daily (2000) describes an ecosystem services framework that attempts to integrate biophysical,
economic and social systems of natural resource protection. However, Rosser (2001) cautions that the
coupling of ecological and economic systems may produce non-linear dynamic outcomes at multiple
levels and in multiple ways. A supporting proposition is that complications will arise from the
coupling of equilibrium economic market-based approaches w1th1n a non-equilibrium ecological
system (De Greene, pers. comm.).

POTENTIAL POLICY SYNERGY

On the one hand concern over the impact of human induced climate change through increased
atmospheric carbon dioxide has driven international policy to search for flexible mechanisms to
reduce carbon dioxide concentrations in the atmosphere. One of these mechanisms, emissions trading
using forestry-based carbon sinks, has emerged as one of the market-based initiatives to mitigate the
increased atmospheric carbon dioxide concentrations. On the other hand concern over the continuing
trend in the declining condition of natural resources and biodiversity in agro-ecosystems, partly due to
the loss of deep-rooted vegetation, poses a dilemma for rural land management in Australia.

Agriculture and forestry are reliant upon natural resources for the production of food, fibre and
timber. However, they also provide ecosystem services, such as the removal of carbon dioxide from
the atmosphere thorough photosynthesis, biodiversity maintenance and flood mitigation etc. These
two rural enterprises are being considered as suppliers of increased ecosystem services through the
potential to sequester carbon from atmospheric carbon dioxide. Carbon, biodiversity, and salinity are
being proposed as ecosystem services that could be traded. Some investigators believe that it will be
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necessary to package a number of ecosystems services together to drive the necessary landuse change
required in many agricultural areas in southern Australia (Thompson and Heffer 2000).

Consequently, synergy arises from the need in Australia for reforestation of degraded agricultural land
and the potential to offset carbon emissions to meet our potential international commitments under the
Kyoto Protocol.

The current policy framework for natural resources is developed within individual portfolio areas and
is neither integrated across all natural resources nor across social and economic government
portfolios. The integration of policies for sustainable land management and climate change policies is
one prescription to achieve multiple objectives in environmental, social and economic systems.
Increasing carbon sequestration through plantation development can be coupled with the Kyoto
Protocol flexibility mechanisms of emissions trading.

Systems thinking provides the conceptual understanding and principles that are necessary (De Greene
2000) to understand the interrelatedness of issues in natural resource policy making.

If this market-based approach is adopted within the current institutional arrangements this raises a
number of questions. How can systems thinking aid decision-making to achieve multiple objectives
in natural resource management and climate change? What complications will arise from the
coupling of equilibrium economic market-based approaches within a non-equilibrium ecological
system?
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ABSTRACT

Systems thinking action research and experiential learning are used to help understand, to help make relevant
and to help manage a complex system. The system is Business students’ learning in the project management
subject. The monitored system outcome is students’ competency as expressed in their final grade in the subject.
Action research and experiential learning interventions will be used tree times during the semester to increase
the desired outcomes. There is a constraint on resources as currently defined. This paper is mainly about the

description of the system and the conceptual model of the system.

Keywords: Teaching, Learning, Students, Project management

INTRODUCTION

Systems thinking and action research and experiential learning have long been used to help
understand, to help make relevant to the current world of Business and to help manage systems. One
recent example is in the analysis and design of complex work systems at the Australian Taxation
Office (Bruce-Smith, 2000). This paper attempts to use a very similar approach with second year
Business students’ learning in the project management subject in the School of Business at James
Cook University in Townsville, Australia.

Within teaching, one of the current technologies is ‘Pick a textbook and then teach the text’. There are
a number of attempts to move beyond this teaching technology, see for example: Bryant and Nunez
(1997), Cowen (1998), Fox (1997), Lancaster (1999) and Salner (1986). This paper uses systems
thinking to help understand the system and then to move beyond this technology to a more holistic
view of students’ learning in the project management subject. Specifically by:

e Taking more account of the sub-system ‘individuals’ journey’.
e Paying more attention to factors that decrease and increase students’ learning.
e Taking more account of weekly and semester dynamics within the subject.

The paper continues with a brief review of systems thinking. The main part of the paper is the
description of the system and the conceptual model of the system. This is divided into the following
parts:

The three sub-systems.

The factors that, within the system, decease and increase students’ learning.
The weekly and semester dynamics of the system.

The stakeholders, the competency outcomes and the resources outcomes.
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The paper ends with a brief outline of the action research and experiential learning interventions that
will be used at the beginning, during and at the end of second semester 2002 to increase the desired
outcomes from the system.

A brief review of systems thinking

Systems thinking has a long, abundant and very diversified literature. The publications by the early
authors like Ackoff, Bertalanffy, Boulding, Churchman, Emery, Forrester, and Meadows were largely
driven by a strong concern for our ability to understand and manage the complex systems upon which
we collectively depend for our very survival. Even though considerable progress has been made to
date, many of their original concerns are still with us today.

Since those early authors the literature has virtually exploded. Thus the current literature has a large
wealth of material from which to draw a clearer vision of what is currently possible and what is still
beyond our grasp. Also our benefit of hindsight gives us an appreciation of the significant effort that
has already gone into systems research and practice. This accumulated effort has provided us with the
luxury of having a wide range of methodologies from which to choose in order to approach current
problems. For example Checkland and Scholes (1990), Flood (1990), Senge (1990).

For the purpose of this paper a system: Is a collection of parts that interact with one another to
function as a whole. Is more than the sum of its parts. Is a product of the interactions between its
parts. Subsumes its parts and can itself be part of a larger system (Maani and Cavana 2000 p6). Thus
systems thinking is any matter related to systems without holding bias to any position, rationality and
so on. (Flood 1990 p217).

This paper draws specifically on the systems literature for: General concepts and practice (Maani and
Cavana 2000 chapters 2,3,4 and 7 and Gaynor 1998 chapter 10). A conceptual framework that
through collaboration the stakeholders (in the system) can develop a critical heuristic that could lead
to a transformation in the way that they go about making sense of the system (Bawden and Packham
1998). Facilitation to conceptualise the learning about the system and to help stakeholders’ interests
to emerge rather than to be determined in advance (Callo and Packham 1999). Methodological
pluralism to integrate understanding in a complex work situation (Bruce-Smith 2000) and to connect
the system’s dynamics into the overall learning heuristic (Linard and McLucas 1999).

DESCRIPTION OF THE SYSTEM AND THE CONCEPTUAL MODEL OF THE SYSTEM

The system is the second semester second year Business students’ learning in the project management
subject. It can be described as the ongoing interaction and evolution of the content, the relevance to
the current world of Business and of the relationships between the stakeholders. The system has one
special attribute in that one of the stakeholders (the students) is in fact multi-generational. That is, it is
made up of current students who have not taken the subject, students enrolled in the subject and
current students that have already passed the subject. The dynamics between this stakeholder and the
others is very interesting, to say the least.

The conceptual model of the system is presented in Figure 1. The system has three sub-systems plus a
number of parts:

The sub-system the concepts and practice of systems thinking.

The sub-system the concepts, tools and practice of project management.

The sub-system the individual’s journey (of each stakeholder).

The factors that, within the system, decrease and increase students’ learning.
The weekly and semester dynamics of the system.

The stakeholders, the competency outcomes and the resources outcomes.

Systems in Management 7" Annual ANZSYS Conference 2001 Page 32




The system (That is: Students’ learning in the project management subject) has typically seen the
three sub-systems as being independent, non-dynamic and largely generic (rather than context
specific) sub-systems. This paper treats the sub-systems as interrelated and the system as a whole as
dynamic and largely context specific. The paper continues with a description of the three sub-systems,
the factors that, within the system, decrease and increase student’s learning, the weekly and semester
dynamics of the system, and of the stakeholders, the competency outcomes and the resources
outcomes.

The sub-system: Systems thinking

The sub-system: The concepts and practice of systems thinking, is those parts of systems thinking that
are relevant to or can help understand the system. In both general and specific terms, it includes the
brief review section above. Thus the sub-system: The concepts and practice of systems thinking, is
relatively well described but the relationships with the other two sub-systems needs further work.

The sub-system: Project management

The sub-system: The concepts, tools and practice of project management is the extensive literature on
project management. Specifically the most significant are the following that are used in the subject:
Texts: Gido (1997), Gray and Larson (2000), Keeling (2000), and Kerzner (2000). Software manuals:
Courter and Marquis (2000), Friedrichsen and Bunin (2000) and Quinn (2000). Extension material:
Bean (1996), Bender (1997), Capper (1998), Gaynor (1998), Hawken, Lovins and Lovins (1999),
Savage (1996), Vaill (1996a). Before arriving at this material to describe the sub-system an extensive
review, including their relevance to the current world of business, was undertaken of project
management texts, of manuals and texts for the software called Project 2000, and of texts and material
for students requiring extension, that were available to deliver the project management subject.
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The sub-system has a very large amount of material from which to choose what to use in the subject
and what depth to give to the material covered in the subject. There is far too much content for any
reasonable one-semester subject. The sub-system has two very different orientations: An engineering
orientation and a business orientation. Only the business orientation is used in the subject. From a
content point of view the available material can be divided into:

Creating, tracking and closing a project.

Managerial oversight of a project.

Technical aspects of using Project 2000 in project management.
Context specific material.

From, a depth to give to the material covered in the subject, point of view the available material can
be divided into:

A school leaver student planning to work in a large project management team.
A mature age employed student studying project management with their current
employer’s support.

e A student who just wants to keep their employment options open.
All of the above or none of the above.

From a systems thinking point of view this abundance raises the following two issues that are as yet
to be resolved:

e  Where to draw the boundary to what is offered in the subject.
e How to represent, in the conceptual model, this additional feature of the system that is this
abundance of choice.

Thus the sub-system: The concepts, tools and practice of project management is relatively well
described but the relationships with the other two sub-systems need further work.

The sub-system: The individual's journey

The sub-system: The individual’s journey (of each stakeholder), is the very real component of
learning that is each individual’s personal journey of life and of independent lifelong learning. The
system (That is: Students’ learning in the project management subject) has typically only
acknowledged the important contribution of this sub-system in smaller size classes; but has largely
ignored the impact (often very negative impact) of this sub-system in normal size classes. It is often
expressed as being too difficult in normal size classes. This paper takes more account of the sub-
system individual’s journey. It treats this sub-system as interrelated with the system and treats the
system as a whole as dynamic and largely context specific. Though related to this sub-system, but not
directly related to this systems paper, see for example: Cowen (1998), Dillenbourg (1999), and
Goodwin (1997). Thus the sub-system: The individual’s journey (of each stakeholder) is relatively
well described but the relationships with the other two sub-systems need further work.

Describing the system and the conceptual model as three sub-systems and some parts, allows the
focus for this paper to be on the three sub-systems. The content of each of these three sub-systems is
relatively well established in isolation. The challenge lies in improving our understanding of the
system and in achieving improved monitored system outcomes. The paper continues with the
description of the factors that, within the system, decrease and increase students’ learning.
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Factors that, within the system, decrease learning

The factors that decrease students’ learning fall into the following six categories: Student factors,
subject factors, engagement factors and institutional factors. These four will be described in their
positive form below as factors that increase students’ learning. However there are two categories of
factors that decrease students’ learning that rarely have a positive side. These are work for money and
life’s crises.

Work for money is currently a significant factor that decreases students’ learning. It has, as yet not
formally been quantified, but it is clearly evident from the day to day contact that Academic Advisers
have with students. The logic goes something like this: I, the student, need to work for money more
than about 10 hours per week because I have lifestyle expenses like new car registration and
insurance. Because I have these expenses [ need to go to University so that I can get a better paying
job. I do not want to give up my lifestyle expenses so I do not have the time to study and I make little
progress with my degree.

Life’s crises are deaths of close ones, sick minors, accidents etc.
Factors that, within the system, increase learning

The factors that increase students’ learning fall into the following four categories: Student factors,
subject factors, engagement factors and institutional factors. There is also the interaction between
these factors. However, for the purpose of this paper, all aspects of each factor, including all
interactions, have been allocated to one category. All these factors have the common characteristic
that removing limitations in one or more of these factors will increase students’ learning.

The factors that increase students’ learning have typically only been acknowledged as being important
in increasing the monitored system outcome in paperwork but have largely been ignored in practice. It
is often expressed as being too difficult in normal size classes. This paper pays more attention to
factors that decrease and increase students’ learning. The assumption here is that these factors are a
very effective way of increasing the monitored system outcome. The assumption is based on the fact
that the system is relatively complex and that the students’ needs and thus their positive response are
very heterogeneous.

Student factors are those associated with each individual student. Student factors include student
motivation to study, student dedication or commitment to learning, student has a life (outside
university), grade expectation of credit or better, semester planning, weekly planning, preferred
learning style, and participation in class.

Subject factors are those associated with the design, implementation and delivery of the project
management subject. Subject factors include peer support, remedial support, choice in their learning,
choice in their assessment, control over their learning, control over their assessment, non content
skills, skills of better graduates, and attendance to class.

Engagement factors are those associated with each individual student’s reason for and experience
with engaging in a learning process. Engagement factors include prior positive learning experience,
congruence of expectations between main stakeholders, and communication about learning tasks
between students and staff.

Institutional factors are those associated with the School of Business, the University, and the staff.
Institutional factors include student policies, rules and regulations, DETY A requirements, and staff
assigned to the project management subject. Though related to the factors that increase students’
learning, but not directly related to this systems paper, see for example: Cowen (1998), Cranton
(1996), Fox (1997), Vaill (1996b) and Welton (1995). Thus the factors that, within the system,
decrease and increase students’ learning is relatively well described as a whole but both the
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interactions between these factors and the heuristic with which to manage the action research and
experiential learning interventions to achieve increases in the monitored system outcome need further
work.

The weekly and semester dynamics of the system

The weekly and semester dynamics of the system are rarely formally acknowledged in the design and
implementation of a project management subject. This paper takes more account of weekly and
semester dynamics within the subject because of its fundamental conceptual link with learning project
management. Learning project management relevant to the current world of Business and appropriate
for the current employment realities has a lot to do with taking account of foreseeable disruptions to
and considering consequences for the project in question. That is, in terms of dynamics, there are
considerable similarities between a student’s learning in a project management subject and a graduate
doing project management at work. Though related to the weekly and semester dynamics, but not
directly related to this systems paper, see for example: Cowen (1998), Cranton (1996), Emery (1981),
Jacques (2000), Lancaster (1999) and Vaill (1996b). Thus the weekly and semester dynamics of the
system is relatively well described as a whole at the conceptual level but the understanding of both the
students’ priority learning requirements and the heuristic with which to manage the action research
and experiential learning interventions to achieve increases in the monitored system outcome need
further work.

The stakeholders, the competency outcomes and the resources outcomes

For this paper this heading includes the balance of the system. For this systems paper they are of
minor importance. The stakeholders are the students, the lecturer, the School of Business (as a part of
the University) and the students’ future employers. From a systems point of view the listing of the
stakeholders both specifies the system boundary and helps highlight the interest in the monitored
system outcome. The monitored system outcome is students’ competency in project management, as
expressed in their final grade in the project management subject. The resources outcome is expressed
as a constraint imposed on the system set at existing available money and non-money School of
Business resources. But this constraint is not restricted to resources as currently defined. That is, in a
systems context the challenge is to extend the definition of resources and to identify and to capture
them so that they can be used to help achieve increases in the desired outcomes from the system. Thus
the headings that form the balance of the system are relatively well defined as such and of little
importance for the description of the system and for the conceptual model of the system. However,
they are highly significant for the implementation of the action research and experiential learning
interventions to achieve increases in the monitored system outcome.

The action research and experiential learning interventions

There are three aspects to implementing the action research and experiential learning interventions
aimed at achieving increases in the monitored system outcome: (a) How to most effectively monitor
the system. (b) How to prioritise the interventions. And (c¢) What heuristic to use to manage
unplanned events and occurrences. For all three aspects there is a significant literature and experience
available. The third aspect, unplanned events, is of special interest because they provide, based on
experience, a significant opportunity for achieving significant improvements. Unplanned events are
significant largely because of the intense focussing of stakeholders’ attention and energy. They can
relatively easily be made into real ‘teachable moments’. Interventions will be early (week 2) mid and
late (next to last week) in the semester. Thus the action research and experiential learning
interventions are the mechanism used to achieve increases in the monitored system outcome. The
desired outcome is clear and the process is acknowledged as likely to be highly dynamic. This is in
part contextual to the system but =!50 due to the real opportunity for improvement even at the expense
of a tidy process.

Systems in Management 7™ Annual ANZSYS Conference 2001 Page 36



CONCLUSION

This paper is mainly about the description of the system and the conceptual model of the system thus
the conclusion is mainly about the description of the system and the conceptual model of the system.

The description of the system and the conceptual model of the system are by design, exhaustive.
However, they are not always mutually exclusive. This is specially the case with the relationships and
interactions within the system. This should not be a significant limitation as long as the rules both for
allocating content to parts to avoid duplication and the rules to make duplication explicit are covered
by careful design and are made relatively transparent.

The fact that the description of the system and the conceptual model of the system are exhaustive is
important because the increased understanding about the system will actually be used to manage the
system. The description of the system and the conceptual model of the system have identified the
following as important aspects for the implementation:

e The three sub-systems and the other parts of the system are relatively well described and
their content relatively well established in isolation but the relationships between them
need further work.

o The interactions between the factors that increase students’ learning need further work.
The students’ priority learning requirements need further work.

e The heuristic with which to manage the action research and experiential learning
interventions to achieve increases in the monitored system outcome needs further work.

e A few of the headings are of little importance for the description of the system and for the
conceptual model of the system. However they are highly significant for the
implementation of the action research and experiential learning interventions to achieve
increases in the monitored system outcome.

e The desired outcome is clear and the process is acknowledged as likely to be highly
dynamic. This is in part contextual to the system but also due to the real opportunity for
improvement even at the expense of a tidy process.

In summary, systems thinking has helped develop a conceptual model of the system and it has helped
sort out what is more and what is less important for the implementation. It has also helped sort
through the complexities of the system. Together they will make the implementation relatively easy.
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ABSTRACT

This paper reports an investigation of if, and how, Soft Systems Methodology (SSM) might be used to facilitate
better management of industry supply chains. In two workshops involving supply chain managers from the
Textile Clothing and Footwear (TCF) industry and industry facilitators, ways in which SSM techniques might
supplement existing Supply Chain Management (SCM) workshop approaches have been explored. Specifically,
the placement of SSM techniques within a workshop setting, reactions to the techniques, perceived reasons for

using SSM, together with strengths and difficulties encountered, have been examined.

Keywords: Soft Systems Methodology (SSM), Supply Chain Management (SCM)

INTRODUCTION

In the world of eCommerce, Supply Chain Management (SCM) is now mission critical; get it right
and a business prospers, get it wrong and it can threaten the very survival of the organisation. SCM
involves both optimisation of the delivery of goods and services, and optimisation of information
flows. To the customer, optimisation means that the supplier knows what the customer needs and
understands the timing of the delivery of goods and/or services. To the supplier, optimisation means
that the right goods and/or services are available in the right quantities at the right time, when the
customer needs them, without requiring the supplier to carry excess inventory or maintain excessive
production capacity.

Interest in SCM has grown steadily since the 1980's, as firms have come to recognise the benefits to
be gained from collaborative relationships within and beyond their own organisations. It has been
realised that it is not possible for companies to effectively compete in a climate of isolation from their
suppliers and other key stakeholders; cooperation brings success for all (Lummus and Vokurka 1999).

The role of technology as an enabler of SCM has facilitated the initial development of relationships
between organisations, however technology alone is not sufficient. Businesses are volatile and their
operation is dependent upon a chain of cooperating people. Researchers are really now only in the
early stages of understanding and modeling the social, cultural and political dimensions of the supply
chain, and in particular, understanding how the people focused challenges of managing the supply
chain might best be addressed. It remains an open question how supply chain managers might
accommodate various stakeholder perspectives of supply chain problems, the cultural, social and
political forces at play, the diversity of individual skill and knowledge bases, and diverse individual
value systems.
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In this paper we report an investigation of if, and how, an existing systems-based problem solving
approach, Soft Systems Methodology (SSM), might be used to facilitate better management of
industry supply chains. In two workshops involving supply chain managers from the Textile Clothing
and Footwear (TCF) industry and industry facilitators, ways in which SSM techniques might
supplement existing Supply Chain Management (SCM) workshop approaches have been explored.
Specifically, the placement of SSM techniques within a workshop setting, reactions to the techniques,
perceived reasons for using SSM, together with strengths and difficulties encountered, have been
examined.

Initially in this paper, the scene is set with a brief review of some areas of SCM concern, and recent
trends. SSM is then briefly introduced, and the objective of the present research program is
established. The research approach is then outlined, including a brief background to the workshop
participants and their situation. Some of the key results are then outlined, including insights into the
way in which SSM might be integrated with an existing SCM workshop technique used for some
years now by the Quick Response (QR) Group within Business Victoria. Some of the perceived
strengths of the use of select SSM techniques in this context are reported. Finally, some possible
future paths for this research are discussed.

SUPPLY CHAIN MANAGEMENT— AREAS OF CONCERN AND TRENDS
Areas of current SCM concern have been highlighted by Hakanson (1999), and include:

* Improving customer service - having the right product at the right place at the right time to reduce
the number of people purchasing elsewhere;

e Saving money and reducing costs; and

o Achieving better cash utilisation - the time it takes to be paid for products delivered.

According to Li (2000), recent trends in supply chain management are now pushing companies to
more diverse products, shorter product life cycles, increased competition and ever-increasing
globalisation. These trends challenge companies seeking to achieve supply chain efficiencies. Li
argues that in order to address such challenges stakeholders in the supply chain must convene
regularly to discuss matters of mutual concern.

One might observe that the above concerns and trends are but symptoms of a fundamental SCM
principle. Forger (2000) has suggested that what makes one supply chain better than another is
collaboration. Collaboration allows companies to predict supply chain events, as well as permitting
suppliers and customers to plan around potential glitches while maximizing their return on supply
chain opportunities. Further, the impact of collaboration is not limited to improvements in the inter-
organisational chain, but can have profound effects within the four walls of each company making up
that chain.

In summary, examination of the SCM literature reveals difficulties with the lack of communication
between supply chain partners, cultural inconsistencies, and difficulties with the integration of
systems between key stakeholders in the supply chain. In short, if one is to take collaboration
seriously, to achieve the full potential of a supply chain, one must be able to analyse the social,
cultural, and political dimensions of a SCM situation.
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SOFT SYSTEMS METHODOLOGY

It is beyond the scope of the present paper to review Soft Systems Methodology (SSM) (see
Checkland and Scholes (1990) and papers therein). Suffice to say that SSM has been widely used as a
general systems-based problem-solving framework but little has been written on its application to
SCM problems, although Rigby et al. (2000) makes oblique reference to some perceived
shortcomings of SSM when describing research undertaken in the field of agile supply chains (see
also Day (1999)).

Developed in the UK and used around the world, SSM provides a set of procedures and notations for
investigating organisational problem situations and taking action to improve those situations. SSM
has a well-documented set of processes, supported by a rich set of techniques for finding out about
problems and generating systems-based models that can be used to generate systemically desirable
and culturally feasible organisational change.

Even though SSM has not been widely applied to addressing problems in supply chain management,
the very nature of SSM appears to make it a suitable vehicle to address the social, cultural, and
political issues commonly associated with SCM problems. What is evident from a search of the SCM
literature is that SCM problems of a human nature are overwhelmingly more common than problems
of a technical nature. In this sense, organisations are social systems, as well as business systems - thus
the social construction of problematic situations in organisations are complex to understand and
manage.

RESEARCH OBJECTIVES

Reflecting the above observations based upon the extant literature, the aim of this study is to address
the research question:

Can SSM be used to complement an existing workshop-based approach for thinking about supply
chain management problems by conceptualizing and modeling the key activities of suppliers, retailers
and other stakeholders?

As such, can SSM techniques such as rich pictures, CATWOE analysis, root definitions and
conceptual models be used to reveal issues that were previously unrecognized by those involved in
the management of supply chains?

RESEARCH APPROACH

Given the exploratory nature of the present research, a case study approach has been used to address
the research question. Yin (1985, cited by Rubin and Babbie (1997)) defines a case study as an
empirical inquiry that: ‘Investigates a contemporary phenomenon within its real-life context; when the
boundaries between phenomenon and context are not clearly evident; and in which multiple sources
of evidence are used’.

Participants in the present case study were a senior supply chain manager, a production planner, a
SCM facilitator and two SSM facilitators. Two half-day workshops were used to collect the data. The
SCM facilitator was from Business Victoria, a Victorian Government initiative for improving supply
chain management processes within the Textile Clothing and Footwear industry (TCF) industry. The
facilitator had extensive experience in running SCM workshops but had no knowledge of SSM. The
senior supply chain manager and the production planner were from a large Australian company in the
TCF industry, specifically a producer of socks and hosiery.
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As a producer of socks and hosiery, the organisation manufactures locally as well as importing
products that can no longer be cost effectively produced within Australia. The company purchases
yarn from local producers and imports yarns. The company sells to the major retail discount stores
such as Woolworths, Coles Myer and Big W. They also concentrate on selling their own brands in
smaller boutique stores around Australia and are looking at the prospect of exporting niche products,
particularly by using Merino wool because it can be marketed as a unique Australian fiber.

The company had been previously involved in meetings initiated and facilitated by a Victorian
government SCM facilitator who had spent a considerable amount of time working with TCF
companies, forming cluster groups. Those that made up the cluster groups were typically a major
retailer, a TCF manufacturer and one or two suppliers to the manufacturer. The aim of convening the
cluster groups was to achieve mutual gain by improving their total effectiveness in servicing each
other and the end consumer. The format of these earlier meetings was an approach outlined below
(see the next section of this paper). It was against the experience of participants in those previous
workshops that select SSM concepts and techniques were introduced in the two half-day workshops
conducted as part of the present research.

Data collection from the two SSM-based workshops took the form of:

e Some pre and post workshop semi-structured interviews with some of the workshop participants;
e Drawings and written responses to questions asked in the workshop situation; and
e Audio recordings (each workshop was audio recorded with the permission of participants).

Data from the above collected sources were analysed to:

e Document supply chain management processes currently employed by workshop
participants;

e Identify SCM issues and problems;
Identify initial reactions to the SSM techniques introduced in the sessions; and

e Collect reactions to the experience of using SSM techniques in the workshops.

THE INTEGRATION OF SSM WITH EXISTING SCM WORKSHOP APPROACHES

As indicated above, the workshops discussed in this paper built on previous workshops that had been
run over several years by the Quick Response (QR) Group within Business Victoria. This QR
program has been documented by Perry et al. (2000) and is summarised on the left-hand side of
Figure 1. Specifically, in these workshops senior managers meet regularly in newly formed cluster
groups consisting of one or two representatives of major retailers, manufacturers and suppliers. The
processes involved in the QR workshops can be summarised, as shown on the left-hand side of Figure
1, as involving four key features:

1. The generation and circulation of company SCM 'wish lists' within each cluster group;
Discussion of the wish lists and the development of group and company action plans;

3. The injection into each group of a consultant selected by the various companies to provide
assistance with in-house Quick Response implementation activities; and

4. Follow-up strategic and tactical planning amongst each cluster group.

Results from these QR workshops (Perry et al. 2000) reveal that improved communication and
information flow result, as well as improved performance within the supply chains involved.
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Prior to the workshops discussed in this paper the present authors speculated on points at which SSM
techniques might be injected into the QR workshop process model of Perry et al. (2000). The initial
view that was formed is represented by the additional Steps 6a,b and 7a,b shown on the right of

Figure 1.

1. Quick Response
Briefing/Education

2. Quick Response readiness audit
at company lqvel

4

3. Support and involvement of
top-level management

v

4. Form Supply Chain Partnership

v

5. Appointment of in-house Quick
Response rep or champion

v

6. Selection of a neutral Quick
Response facilitator

N

—»

8. Selection of a QR consultant for
in-house improvements

v

9. Development of an effective
supply chain partnership culture

v

10. Regular supply chain
workshops/meetings /

v

11. Strategic planning and
implementation of action plans

v

12. Monitor action plans &
continuous plans & improvement

Figure 1: The QR Weorkshop process
model of Perry et al. (2000) (left side),
with additional pessible points for the
inclusion of SSM techniques (right side)
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Specifically, it was felt that the SSM technique of Rich Picture Building and reflection upon those
Rich Pictures might facilitate the preparation of the SCM ‘'wish list' (ie. Steps 6a,b). Further it was felt
that the use of CATWOE analysis, SSM Root Definitions and Conceptual Modeling of each node in
the supply chain (ie. a "bottom up" development of conceptual models of each node in the supply
chain) might provide a useful means of facilitating the identification and specification of in-house
improvements (ie. Steps 7a,b).

This possible use of SSM in conjunction with the established QR workshop process model described
by Perry et al. (2000) was introduced to workshop participants, and reactions were collected. Results
and findings from these workshops follow.

RESULTS

The placement of SSM Techniques within the Workshop

Before looking at the reactions of participants to the individual SSM techniques, it is worth reporting
the reactions of those participants to the suggested placement of those techniques within the workshop
process. In summary, significant doubt emerged from the participants concerning the suggested
placement outlined in Figure 1. Instead, a preferred sequencing, outlined in Figure 2, emerged.
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1. Quick Response

Brieﬁng/EdEiation

2. Quick Response readiness audit

at company livel

3. Support and involvement of
top-level management

v

4. Form Supply Chain Partnership

v

5. Appointment of in-house Quick
Response rep or champion

v

6. Selection of a neutral Quick
Response facilitator

v

7. Dissemination of "Wish Lists'

v

8. Selection of a QR consultant for
in-house improvements

v

9. Development of an effective
supply chain partnership culture

v

10. Regular supply chain
workshops/meetings

V === ——

——————

11. Strategic planning and
implementation of action plans

v

12. Monitor action plans &
continuous plans & improvement

Figure 2: The QR Workshop
process model of Perry et al.
(2000) (left side), with the
placement of additional SSM
techniques preferred by workshop
participants (right side)
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In summary, the participants argued that:

¢ The SCM 'wish list' generation step did not require support frormm SSM Rich Picture building (see
further discussion under “Workshop Techniques’ below). Instead, the wish list approach had the
advantage of yielding quickly high value insights that build important enthusiasm for the
workshops within participants. Use of graphic SSM Rich Picture building and reflection at this
very early stage in the life of the workshop group was seen as unnecessarily delaying the
realisation of these quick returns. Instead the workshop participants argued that the Rich Picture
techniques would be best introduced subsequently, as part of the cycle of regular supply chain
workshops/meetings, where it might be used as a technique to identify some of the less readily
apparent SCM issues and concerns (Figure 2, Step 10a).

o SSM CATWOE analysis and Conceptual Model Building was seen also as best introduced as part
of the subsequent cycle of regular supply chain workshops/meetings (Figure 2, Step 10b). Further,
it was believed that the value of the conceptual models came from examining the supply chain
from a top-down perspective, rather than the bottom-up approach proposed in Figure 1. The
CATWOE technique was seen also as a useful means of reviewing/reasoning about the mission of
supply chain participants (Figure 2, Step 10c).

Workshop Techniques

As noted above, the workshop participants strongly supported the retention of the use of wish lists, a
central component of the previous QR workshops. These were seen as a fast way of focussing
workshop participants thinking on the main supply chain issues and problems, yielding quick returns
to the participants. The wish lists typically contain requests for improved working relationships
between partners, improved response to customer orders and reduced pipeline waste and delay. In a
sense, the wish lists were simply lists of things participants would ideally like to happen in the supply
chain in order to improve their own performance and profitability. It was observed that using wish
lists seemed to ‘break the ice’ with participants.

In the course of the workshop, when the SCM facilitator asked the senior supply chain manager to

come up with a wish list, as many as 15 ‘problems’ were produced in a manner of minutes. The QR

facilitator stated reasons as to the usefulness of the wish list approach. They were:

e It gives people ownership, therefore it’s not just the facilitator coming in and stating that he is
going to rework the supply chain;

e It is the day-to-day things that people are anxious to fix;

e The senior supply chain managers know intimately all the details, thus the solutions are usually
fairly readily achieved; and

e It leads the people in the workshop to realise that problems can often be solved by a simple
alteration to a requirement or a procedure in another cell.

This is not to say that the SSM techniques, when introduced to the workshop participants, were not
appreciated. Indeed, the SCM facilitator commented on the fact that the use of SSM substantially
added to the wish list approach:
‘After deriving wish lists you end up with informal results. What you want to do then is to
add structure, ...now SSM techniques can be used to add that structure.’

What did emerge was that it was felt that the SSM techniques were better introduced after the quick
gains achieved by using the wish list approach had been realised. In this regard it is worth noting that
the participants observed that it was not a matter of whether it would be useful to apply SSM to SCM,
- rather, where and how SSM could be applied.

Systems in Management 7" Annual ANZSYS Conference 2001 Page 47



The collected observations of participants on their exposure to the SSM Rich Picture Building,
CATWOE and Conceptual Modeling techniques are recorded as reasons for using SSM (Table 1),
identified strengths (Table 2) and difficulties raised (Table 3). It is beyond the scope of the present
paper to discuss each of these in detail. Suffice to say that they provide support for the use of SSM in
this context, and some insight into potential difficulties that may need to be addressed in future SSM-
enabled SCM workshop sessions.

Reason

Acknowledges different ideas and perspectives

Promotes understanding of SCM concepts

Prompts questioning, thinking, and critical analysis

Encourages formal consideration of political and social environment
Provides a disciplined, formal way to proceed in an unstructured situation
Iterative nature of the approach

Table 1: Reasons cited by participants for using SSM in the SCM context

Strength

Conceptual nature of the approach

Adds structure to wish lists

Focuses on the purpose of the chain, systems, needs, outputs ...
Practical

Promotes creativity and builds confidence

Provides discipline and a formal structure

Systematic nature of the approach

Able to deal with unstructured situations

Participative and collaborative in nature

Prompts thinking

Allows for questioning of the current supply chain arrangements
Takes account of social, political and cultural issues

Table 2: Strengths of SSM in the SCM context cited by participants

Difficulty

Learning how to begin to draw Rich Pictures

Problems in reaching group consensus

Learning how to represent human activities using SSM conceptual models

Table 3: Difficulties encountered in the use SSM in the SCM context cited by participants
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DISCUSSION AND CONCLUSIONS

Drawing upon the results reported above, four central themes related specifically to the introduction
of SSM techniques and associated concepts have emerged from the research to date:

e [t appears that SSM allowed participants to achieve a better understanding of supply chain
management processes because it introduces techniques that allow them to quickly see the views
and perspectives of other stakeholders. Participants easily take to the use of rich pictures to
visually show supply chain processes. Rich pictures accommodate different peoples’ image of the
chain, and therefore eliminate pressures on the manager to come up with verbal descriptions of
systems and processes.

e When an approach involving using CATWOE analysis as a tool for the development of root
definitions or SCM 'mission statements' was canvassed, participants felt that by incorporating the
elements of customers, actors, transformation, worldview, ownership and environment, they could
see and reanalyze the cooperative role of the supply chain.

e Participants saw that the value of conceptual models in the SCM context comes from examining
the supply chain from a top-down perspective. Rather than beginning with each participant in a
supply chain developing their own activity model and capturing their perceptions of the current
sequence of events, it was argued that it was better to start at the top-level and develop fresh views
in order to overcome the danger of locking oneself into current practices.

e SSM techniques were seen as generally useful in identifying shared and conflicting views. By
having the parties come together in a workshop situation they are able to discuss key processes
through the use of universal icons and remove those icons that are not appropriate. This allows
inhibitors to a smooth functioning supply chain to be identified so that they can be removed.

It should be noted, however, that the experience reported in this paper is limited to two workshop
sessions and associated interactions with the workshop participants. It is therefore important that the
findings reported be confirmed by the conduct of a future, richer series of such sessions, with
participants drawn across all tiers in supply chains, operating in a number of industrial settings.
Results to date, however, are promising.
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ABSTRACT

The article revisits the System of System Methodologies (SoSM) and suggests that use of the SoSM as a
framework for defining methodological assumptions is difficult when the concerned methodologies have
significantly different meanings for one axis of the framework - "system" complexity. It is suggested that the
purpose of the underlying system can provide a more appropriate frame for defining system approaches — such

purpose being defined as interaction or transformation (Mathiassen and Nielsen 2000).

The article also uses aspects of critical realism to provide insights into the SSM (as suggested by Mingers
2000b). A critical realist critique of SSM suggests that SSM would benefit from a greater acknowledgement of
the role of underlying social structures. The paper proposes that stakeholder analysis may provide a useful
technique for incorporating such recognition of social structures. It is suggested that stakeholder analysis is
particularly important where the primary function of the system is aimed at interaction. This suggestion is
highlighted by placing SSM within the new framework which includes consideration of the system purpose

(interaction or transformation).

Keywords: Soft Systems Methodology, Critical Realism

INTRODUCTION

In the systems area, probably the best-known model for structuring thinking with respect to systems
methodologies is Jackson and Keys Systems of System Methodologies (1984) (SoSM). This
framework suggested that a mapping of system complexity against the decision makers environment
allowed a useful means of categorising systems methodologies to provide an indication as to their
underlying assumptions concerning systems complexity (simple or complex) and participant situation
(unitary, pluralist or coercive). Banathy (1988) and Keys (1988) both used the SoSM to argue that an
examination of problem contexts can suggest suitable methodological approaches. According to
Jackson (1990) this use of the SOSM was seen to be a functionalist interpretation of the framework
and such a use for the SoSM was invalid as problem context and system’s characteristics are “in the
eye of the beholder”.
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The framework was developed as a practical tool to encourage methodological pluralism by
suggesting a critical approach to the use of systems methodologies. The framework encompasses such
diverse "systems approaches" as Beer's Viable System Model, Forrester's System Dynamic
Modelling, Ackoff's Interactive Planning and Checkland's Soft Systems Methodology. This paper
argues that given the multiplicity of systems approaches the practicality of such a framework is
doubtful. The various "systems approaches" differ so fundamentally in their underlying assumptions
regarding, for example, what "system" in fact means that it does not seem sensible to present a
framework that has system complexity as one of its major axis.

This paper suggests that the purpose of the underlying system provides a more appropriate frame for
defining system approaches — such purpose being defined as interaction or transformation
(Mathiassen and Nielsen 2000). The concepts behind this argument are introduced and the article
suggests that the application of the framework to a limited number of methodologies is more sensible.
The final section of the paper considers how the framework can be modified to incorporate a critical
realist perspective and considers how SSM should be placed in the new framework.

CRITICAL REALISM

Mingers (2000a) points out Checkland's SSM regards the concept of a "system" as being purely an
epistemological device having no ontological foundation. According to Checkland systems thinking is
a "particular way of describing the world" (Checkland, 1983, p. 671). A theory such as Forrester's
System Dynamic Modelling, however, provides a far greater solidity to the concept of "system".
Forrester's concept of systems as real objects with important cybernetic interactions can provide an
ontological foundation for systems examination and would allow a far deeper explanatory analysis of
systems and their components.

The SSM concept of a system as being entirely conceptual places systems entirely in what a critical
realist would argue as the "transitive" world. Mingers (2000a) suggests that the lack of solidity within
SSM towards the concept of a system is one of the major shortcomings of SSM. "With a single blow
Checkland reduces the force of systems thinking" (p. 749) by its placement of SSM solely within the
conceptual world. Such a placement does not allow for any explanatory focus for the methodology.
Each investigated system is seen as being a unique study, open to differing perceptions and
conclusions - the possibility of deriving deep explanatory concepts that are loosely generalisable is
denied. SSM

Bhaskar's (1978, 1979, 1986, 1991) brand of realism (referred to by Searle (1995) as external realism)
argues that there exists a reality totally independent of our representations of it; the reality and the
"representation of reality" operating in different domains - roughly a transitive epistemological
dimension and an intransitive ontological dimension. For the realist the most important driver for
decisions on methodological approach will always be the intransitive dimension - the target being to
unearth the real mechanisms and structures underlying perceived events. Critical realism
acknowledges that observation is value laden as Bhaskar points out in a recent interview:

...there is no conflict between seeing our scientific views as being about objectively given real
worlds, and understanding our beliefs about them as subject to all kinds of historical and other
determinations. (Norris, 1999)

The critical realist agrees that our knowledge of reality is a result of social conditioning and thus
cannot be understood independently of the social actors involved in the knowledge derivation process.
However it takes issue with the belief that the reality itself is a product of this knowledge derivation
process. The critical realist asserts that "real objects are subject to value laden observation"; the
reality and the value laden observation of reality operating in 2 different dimensions, one intransitive
and relatively enduring; the other transitive and changing.
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Critical realism places a strong emphasis on the unearthing of the deep structures and mechanisms
that make up the world. It is interesting to examine the SoSM in general and SSM in particular from a
perspective which specifically emphasises the importance of social structures.

Simple

Problem Type

Complex

Problem
Context
Unitary Pluralist Coercive
Operations SAST N
Research Critical
Systems
Systems Heuristics
Dynamics
Viable Systems Interactive ??
Model Planning
SSM

Figure 1: The System of System Methedologies with example approaches

(Adaptedfrom Flood and Jackson 1991, p. 42)
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A CRITICAL REALIST PERSPECTIVE ON THE SOSM

The SoSM maps the relationship between the problem context (unitary, pluralist or coercive) and the
problem type (simple, complex). The problem context is seen to be definable dependent on the
relationship between the main actors. Critical realism would view such relationships as social
"structures”.

For the critical realist the SoSM framework has a limited conception of structure with the SoSM
equating organisational context with organisational "structure" (unitary, pluralist or coercive). A
critical realist perspective would suggest that the organisational context reflects a complex interplay
of multiple interacting structures and mechanisms (both internal to the organization and external to
the organization) that affect the agency action of "IS development and deployment" in various ways.
Every organisational situation necessarily involves a plurality of structures - a structure being seen as
"an internal network of social relations" (Brown 1999). For the critical realist a coercive situation may
indicate the presence of a dominating inequitable structure that needs to be addressed. The
emancipatory focus of critical realism would suggest that this inequitable structure would need to be
made explicit as the first step in emancipatory action.

Given the categorisation evident within the SOSM, it can be concluded that that in general the
systems approaches considered are each placed firmly within a unitary, pluralist or coercive
"structure" - structure is therefore not considered to be a variable and thus does not play a pivotal role
within the various approaches. This is in conflict with a critical realist perspective which sees social
structures as all important.

SSM AND SOCIAL STRUCTURES

SSM is a practical methodology - its focus is on achieving systemically desirable and culturally
feasible change. This focus on accommodation has opened the methodology to the criticism that it is
ultimately overly conservative and does not encourage radical change. Tsoukas (1992) suggests that
systems perspectives derivable from within an interpretivist paradigm suffer the common shortcoming
of all such interpretive approaches - a neglect of wider impacting social structures and power
relationships:

...[the systems perspective] rightly stresses the importance of open debate among actors in order to
explore different points of view and arrive at a rational consensus. However, it barely addresses the
societal conditions under which debate among actors is (or ought to be) conducted. In particular, the
omission to deal with cases where “there is conflict between interest groups, each of which is able to
mobilize different power resources” (Jackson 1990, p. 663) results in ISP [Interpretive Systems
Perspective] being unable to generate a “genuine consensus” among actors, and thus failing to realise
its true potential. (p. 640)

Systems approaches founded on both the interpretivist or functionalist paradigm have been criticised
for “favouring regulation and the status quo rather than advocating radical social change” (Tsoukas
1992 p. 639). Jackson (1982) makes a similar claim as does Mingers (2000a) - "SSM, in focusing
exclusively on the espoused beliefs and values of individual people, thereby lost connection to the
wider social and political structure that shaped such beliefs". (p. 743).

Rose (2000, p. 78) highlights the importance of interpretation within Checkland's SSM:

The epistemological, or learning premise of his work involves the conscious movement between
unstructured perceptions of the world and perceptions structured by systems principles, in order to
foster debate.
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He argues that Checkland's SSM does not provide a specific model on organisational change nor does
it provide a mechanism for explaining the reproduction of social structure between people:

Though Checkland clearly adheres to the notion of a socially constructed world, the mechanisms of
that social construction are less clearly specified. The closest his writings come to these
understandings are in his commentary on Vickers. (p. 77)

In line with Vickers (1965) Checkland and Holwell (1998, p. 48) argue the "soft" systems movement
sees organizations as "social entities which seek to manage relationships". This so-called "tribal" view
sees organizations as relationship managing entities, yet the SSM in practice does not particularly
emphasise such relationships - perhaps the only recognition being in the development of a rich picture
to reflect such relationships and their interaction. Once this interaction has been identified however,
there is little further reference to the rich picture and identified structures.

Mathiassen and Nielsen (2000) argue traditional use of SSM within the IS field has tended to neglect
the interactive or relational aspect of Information Systems and has tended to focus more on the
transformative purpose behind Information Systems use as exemplified in the root definition of the
system which requires the inclusion of a transformation. They suggest that SSM would gain a wider
application if it concentrated on the interaction aspect of IS as well as the traditional systemic concept
of transformation. As a part of this change in focus they suggest that depending on the system purpose
the root definition may include a definition of the interaction process rather than the transformation
process.

In line with Mathiassen and Nielsen (2000), Rose (2000, p. 102) argues that the two primary
metaphors reflected within Checkland's SSM are transformation and interaction. He suggests that
traditionally transformation has been the primary focus of SSM and action research in general. For the
action researcher the primary aim of research intervention is transformation with the emphasis on
systematically desirable and culturally feasible change. This concentration on action and process has
tended to result in a neglect of underlying structures such as power relationships and external
impacting structures.

Rose (2000) argues that later versions of SSM have concentrated more on the idea of the organization
as a human activity system with the primary focus on relationship maintenance. This move towards an
interaction metaphor may be seen as an attempt to address criticisms of SSM that it does not
adequately reflect pre-existing structural relationships. Rich pictures have always provided a
mechanism for recognising such relationships, yet the structures identified through these rich pictures
are not used to any great extent in the later formal modelling process. The rich picture is primarily
used to define the root activity of the system - this reflects a move back to process thinking and the
transformative metaphor rather than towards social structures and interaction.

From a critical realist perspective the concentration within SSM on transformation and process misses
much of the story. As Reed (1997) argues, approaches that concentrate solely on processual issues
and situated social action can tend to ignore important wider impacting structural impositions which
can "constrain actors' capacities to make a difference” (p. 25). Approaches which 'work with "flat" or
"horizontal" social ontologies in which the processual character of social reality totally occupies the
analytical and explanatory space available' (p. 24) face the danger of ignoring important structural
constraints.

The incorporation of techniques such as stakeholder analysis within SSM seems a sensible means to
address this neglect of social structures. As an example of this approach Vidgen (1997) proposes an
extension of Multiview 2 to include stakeholder analysis. He proposes that firstly a rich picture be
developed to reflect the complex and messy situation under investigation. Once completed the rich
picture is then used along with a stakeholder map to identify the concerned stakeholders. Once the
concerned stakeholders are identified it is then possible to consider how the new system might impact
each of their situations. The identification of such possible stakeholder effects allows for their
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inclusion in the ultimate new system. Stakeholder analysis provides an opportunity to more clearly
reflect the pluralism Vidgen sees as evident in all systems development situations - he feels that a
pluralist perspective is invariably the norm in systems projects and rejects the "simple" category
reflected within the SoSM.

It is interesting to note the close relationship between the definition of stakeholders and the critical
realist conception of social structures. Vidgen (1997) quotes Mitroff and Linstone (1993, p. 141) who
see stakeholders as "any individual, group, organization or institution that can affect as well as be
affected by an individual's, group's, organization's or institution's policy or policies". Similarly, the
Stanford Research Institute of 1963 is quoted as defining stakeholders as "those groups without whose
support the organization would cease to exist". Vidgen suggests the organization be seen as a web of
stakeholder relationships rather than a single entity. This perception is similar to the critical realist
perception of structure as defined by Brown (1999) - "For critical realism an internal network of
social relations essentially constitutes a social structure".

Adopting a simplistic support to this argument derives Figure 2 which suggests that when examining
interactive systems social structure is particularly important. In this case the use of a tool such as
stakeholder analysis can be most useful. When examining transformative systems structural analysis
is perhaps less important and SSM can be used in the traditional manner.

ORGANISATIONAL
CONTEXT
PLURALIST COERCIVE
SSM + ??
INTERACTIVE Stakeholder
Analysis
SYSTEM TYPE
SSM CSH
TRANSFORMATIVE

Figure 2: A framework for suggesting a theoretical approach
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CONCLUSION

Historically it can be argued that one of the most powerful components of SSM is its interpretive
stance. As Holwell (2000) suggests "Checkland's work is recognised for adding interpretive thinking
to the fields of systems, problem-solving and IS; so much so, that his argument and language have
become part of the general discourse" (p. 778). Checkland's (1981) emphasis on the problem situation
rather than the problem itself provided a fresh way of looking at organisational problem-solving and
allowed a deeper recognition of the problem context. Checkland readily admits that the SSM resides
within the so-called transitive dimension - the name systems "thinking" highlights this emphasis and
has been one of its major strengths.

Interpretivism, however, has its weaknesses, not the least of which is its concentration on individual
perceptions and its neglect of wider impacting social structures. This paper suggests that given the
underlying interpretivist perspective of SSM, SSM must suffer the same weakness. This article
suggests that SSM can grow further through a clearer recognition of social structures and their impact
on problem situations. The inclusion of stakeholder analysis within a soft systems investigation would
appear to be one way of addressing this issue, particularly in the examination of interaction systems
which depend more heavily on existing and potentially important social structures. As detailed in
Figure 2 if the primary focus of the system is interaction then a more detailed investigation of
stakeholders and their concerns is essential; for a transformative system a traditional use of SSM with
its strong focus on process and transformation would be sufficient. The recognition of social
structures provided by a combination of SSM and Stakeholder Analysis can provide a solidity or
reality that traditional uses of SSM do not supply.

Despite the clear successes of SSM the approach has been criticised for its isolationist approach.
Mingers (2000a) suggests that in all of Checkland's writing he cannot find a single example where
another methodology apart from SSM is used - this representing a great lost opportunity. The
adoption of stakeholder analysis would help to address such criticism.
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ABSTRACT

The paper selects key policies that have implications for university teaching and applies a Qualitative Systems
Dynamics approach to demonstrate that the combination of policies produces some unintended counter-intuitive
outcomes. The author argues that the quality assurance procedures, intended to maintain academic quality,
have become unintended contributory factors in a systemic pressure towards lower academic standards. This

pressure, in turn, becomes a contributor fo increased stress levels amongst academic staff.

Key words: University management, quality assurance, Qualitative Systems Dynamics

INTRODUCTION

Academic standards need to be maintained by universities to maintain the credibility of university
education in developing high levels of skill in critical analysis, and in providing students with mastery
of specific bodies of knowledge. This is especially so if the Australian government is serious about
promoting Australia as a ‘knowledge economy’ (Chubb, 2001), (Kemp, 1999).

In the last 10 years there have been changes in higher education. The Government’s objectives for
Higher Education (DETYA, 1999a) are to:

Expand opportunity

Assure quality

Improve universities’ responsiveness to varying student needs and industry requirements
Advance the knowledge base and contribute to national and global innovation

Ensure public accountability

The Government has responded to concern from many quarters, (for example, AV-CC, 2000a;
DETYA, 1999b) about the quality of university education by requiring universities to implement
quality assurance process and tying DETYA funding to this requirement (Australian Vice-
Chancellors' Committee, 1999; DETYA, 1999b). DETY A and other stakeholders recognise the
scepticism of academic staff towards this quality assurance process (DETYA, 1998).

This paper explores the relationships between quality assurance processes and educational quality by
using a Systems Dynamics approach to analyse how the systemic forces of quality assurance and
efficiency strategies impinge upon academic standards. The intention is to analyse whether in
systemic terms, the scepticism of academic staff has plausible justification. Qualitative Systems
Dynamics was chosen because its diagrammatic basis illustrates clearly how disparate management
strategies affect teaching and learning processes. According to Wolstenholme (1990, p2), Qualitative
Systems Dynamics methodology is well suited to this task as it, facilitate(s) understanding of the
relationship between the behaviour of the system over time and its underlying structure and
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strategies/ policies/ decision rules’. He defines it as “A rigorous method for qualitative description,
exploration and analysis of complex systems in term of their processes, information, organisational
boundaries and strategies, which facilitates quantitative simulation modelling and analysis for the
design of system structure and control.”

Two other important characteristics are ‘Its ability to generate structures which can be transferred to
create insights into other systems. ... Its ability to help in identifying the counter-intuitive behaviour of
systems.’ These attributes are used here to build a model of system behaviour consistent with
available data to analyse whether quality assurance processes are contributing to counter-intuitive
outcomes.

The three stages in the System Dynamics process are:

1. Qualitative diagrammatic representation of the system
2. Quantitative Simulation
3. Designing of Changes

This paper focuses on the first stage, the qualitative diagrammatic representation.

BACKGROUND: FORCES AND FACTORS

DETYA, (1999b, p 15), has chosen to define the quality for Australia Higher Education in terms of
measures that assume that education is similar to commercial activities, as demonstrated by the
following choice of indicators:

Percentage of staff with a PhD

Percentage of students from overseas

Percentage of students satisfied with their course overall

Percentage of students satisfied with their acquisition of generic skills
Percentage of students satisfied with the quality of their teaching

This view of quality expounded by DETYA has been influential in informing policies and strategies
of university management. The AVCC and DETYA have documented and monitored changes in the
sources and types of government funding for universities. According to the figures (AV-CC, 2000b),
p5, public funding per student place has been declining since 1984 and declined most sharply between
1996 and 1999. During the same period student contributions to fees have risen, rising most sharply
between 1996 and 1999. The total proportion of revenue from public funds and student payments has
declined slowly between 1984 and 1996 and more steeply since 1996, despite a steep increase in the
rate of student payments. The consequences for the teaching and learning processes have been an
increase in the staff student ratio. In 2001 there was one member of academic staff for every 18
student whereas in 1987, there was one member of academic staff for every 12.7 students,
(Megalogenis, 2001). These figures show that the cost cutting processes forced upon university
management by changes in government funding have had a direct impact on staff student ratios, and
therefore need to be factored into any consideration of university policy and educational quality.

It has sometimes been suggested that a reduction in public funding may not be harmful provided
universities can access replacing funds from other sources. The AVCC (2000b) note the overall rise in
university income from diversification of activities does not indicate that universities are in a
financially strong position, because income from these sources cannot be diverted to cross subsidise
Australian students or support infrastructure requirements. There is a slight decline in the ratio
between universities operating grant and research monies granted through commonwealth research
programs (Andrews, Aungles, Baker, & Sarris, 2000), but the biggest change is the diversification of
sources of funding, especially research funds from industry and fees from overseas students. Andrews
(2000, p 19) reports DETYA figures that show access to alternative sources of funding varies
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substantially between Universities, (e.g. eight ‘Cluster 1’ research Universities share 70% of total
research income, while the 25 universities in the third and fourth clusters share 10%).

ORGANISATIONAL BOUNDARIES
Four different organisational boundaries are relevant to this problem:

e University management,

e University teaching staff,
e Professional institutions,

e Students.

The rationale for dividing universities into two discrete units is that the locus of control and
responsibility for teaching is divided. Universities as organisations are anisotropic because there are
different organisational cultures within university management at different levels. (Cooper, 1998).

Students are a separate stakeholder group, because they have been identified within the quality
assurance framework as ‘customers’ of the universities whose feedback on satisfaction is part of the
quality assurance process. Student behaviour is influenced by separate policies and considerations,
and therefore, they form a separate constituent group in organisational terms.

The professional institutions are included because they have been identified in the Quality Assurance
Framework as a having a role in auditing standards for professional courses.

Resources

Several key resources are directly relevant to this problem, the key resources being students, teaching
staff, aptitude of students, aptitude of staff, time available to staff for teaching related activities, and
time available to students for study.

Processes

The main process of interest to this problem is how academic and professional standards are
maintained within universities’ teaching and learning processes. Relevant to this are formal university
quality assurance processes, university processes for adjusting to reduced per capita student income,
university perception management processes, other processes that significantly influence the balance
of time available for teaching or teaching related activities, and processes that change the nature of the
teaching and learning relationship.

Policy objectives and associated strategies

On the basis of the information presented earlier, five policy interventions have been selected that
have direct bearing on teaching processes within universities, when viewed systemically. The
rationale for choosing these policies is they are related to common university quality assurance /
performance measures (derived from the DETYA quality indicators outlined above) or are based upon
the forced need to diversify funding sources and reduce costs due to a progressive reduction in the
real value of the combined public subsidy and fees per student place, or have been included because
they change the nature of the teaching and learning relationship.

Improve staff qualifications

Improve staff research output

Improve efficiency

Increase student numbers

Monitor staff teaching performance
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Each of the five policy objectives is pursued through strategies. The table below outlines some of the
typical strategies employed to achieve the desired policy outcome.

Policy objective Strategy
Improve staff qualifications Reward through tenure and promotions
Support with study leave

Improve staff research output

Reward through tenure and promotions
Reward staff by giving them and a share of the RAI point value
they generate

Improve efficiency

Increase student: staff ratio
Increase student numbers

Increase student numbers

Recruit local and overseas full fee paying students

Monitor staff teaching performance

Monitor student satisfaction with study
Monitor student attrition

INFORMATION SYSTEMS

Table 1: Policy objectives and strategies

From these policy objectives and strategies, the relevant information systems can be identified as
formal monitoring systems: e.g., student satisfaction surveys, attrition data, and the informal
information channels that influence decision making about academic and professional standards (see

Figure 1).
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Figure 1: A Systems Dynamics Model of Intended and Actual Control Systems
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DESCRIPTION

Qualifications policy strand: The use of the measurement of ‘the proportion of staff with PhD’s’ as
a measure of university quality leads to pressure on academic staff to upgrade qualifications. Staff
study time reduces the time available for teaching related activities and has no demonstrable
relationship to teaching quality.

Research policy strand: Research output has become more important to universities. Staff are
encouraged to spend more time in research related activities. Once again, there is no demonstrable
relationship between research output and teaching quality and research activities reduce the time
available for teaching related activities.

Efficiency policy strand: This strand has two distinct strategies. The first is average class sizes have
become larger: an effect is found most strongly in first year courses. Whilst larger class sizes do not
necessarily imply the quality of teaching and learning processes is reduced, class size contributes to
the difficulty of teaching. In other words, it is a more difficult task to effectively teach larger groups
of students in ways that engage all members of the class in teaching and learning activities. This has
been recognised to some extent, and universities offer professional development courses to help staff
refine and develop their teaching skills to improve learning outcomes for large classes. Whilst this is
laudable from some perspectives, these courses represent another call on the time of the staff member
detracting from time they have available for teaching related activities, for research, or for
improvement of qualifications.

Efficiency policy strand (student numbers): The second strategy within this strand represents
attempts by universities to increase their student numbers. Two principle strategies are used to address
this policy objective. Firstly universities have devised alternative entry pathways and secondly they
have sought ways of increasing their numbers of fee-paying students. In the USA where trends
towards open enrolment are more advanced, the diversity is such that in some universities almost 40%
of students have not achieved Year 6 standards in literacy and numeracy when they enter college,
(Tinto & Riemer, 1998). Both these strategies have increased the diversity of the student group.
(Meek & Wood, 1998). A more diverse group requires greater teaching skills to keep all members
effectively engaged in learning and increases the difficulty of the overall teaching task.

Monitoring staff teaching performance policy strand: The policy objectives of this strand are
concerned with the strategies universities use to monitor staff teaching performance within the
institution. This strand represents what university management chooses to measure for internal
management purposes. Measurements include surveys of student satisfaction with individual units,
with their courses and a collection of data on student completions. Staff are aware that their future
employment may depend upon being able to demonstrate a good performance on these measures and
are therefore under pressure to teach in ways that prioritise satisfying and retaining students, even
where this may be at odds with sound educational principles and practices.

Students as ‘customers’: Increases in HECS and the acceptance of full fee paying students means
that students have now become ‘customers’ of the university and this almost certainly changes their
expectations of university education. The change in status is supported in the recent overview of
quality in higher education, (DETYA, 1999b), p14. The customer buys a ‘product’, but whether
students believe they are buying an educational process or a final qualification is a moot point and has
implications for perceptions of responsibility for failure and of what constitutes an appropriate level
of study effort. (For a discussion of why student should not be considered as customers see, (Scrabec,
2000).)

The world has changed for students since the 1980’s and this is reflected in their changing
relationship with university education. Although university education still appears to offer advantages
to graduates in higher median wages and lower unemployment than other sectors of the community,
these differences are smaller than previously. (DETYA, 1999a), p20)
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Students and paid work: Student poverty has been recognised as a growing concern (Turale, 2001).
There is evidence that students are under increasing pressure to work substantial hours whilst studying
fulltime (Mclnnis, James, & Hartley, 2000). If these perceptions are accurate, then other things being
equal, the consequences are that students without independent financial support have less time
available for study because of work commitments.

Professional institutions and professional standards: The professional institutions are a formal part
of the proposed quality assurance process that links universities with industry and commerce,
(DETYA, 1999b). The professional institutions accredit university courses by granting recognition of
their qualifications and admitting graduates of specific courses to the professional institution. Some
mstitutions stipulate specific professional learning outcomes and learning processes (for example,
Australian Association of Social Workers and the Institute of Engineers Australia) others make more
general judgements about standards, (for example, the Australian Computer Society).

Academic standards: Academic teaching staff have responsibility for delivering courses that are
approved by the university. In practice, this means that they are required to make autonomous
judgements about the standards of student work. Unlike the UK, there is no system of external
moderation of student work in Australia, (Harman & Meek, 2000).

In practice, academic staff, rather than university academic boards, have the responsibility for
ensuring that teaching standards satisfy the requirements of the professional institution. In many
instances teaching staff are also be members of the professional institutions that accredit professional
courses and by virtue of their professional membership, they have a responsibility to maintain the
standards required by the institution.

DISCUSSION

Figure 1, above illustrates that, from a systemic perspective, the various strategic responses to
government policies combine to produce a prima facie systemic pressure that tends to erode academic
standards. The diagram shows three distinct aspects to this problem, a structural component, a
strategic control component, and an expectation component. The structural component of the problem
occurs because there is a dislocation of control and responsibility. The strategic control component
occurs because there is a counter- intuitive effect, whereby measures intended to increase educational
quality, contribute to pressures that tend to decrease academic standards. The expectation component
occurs because there is an unrealistic expectation, that per capita costs can be dramatically cut at the
same time as student intake is broadened, without any effect on quality.

The structural problem: forces potentially resisting the pressure to reduce academic standards are
located with academic staff but institutionally academic staff are poorly supported to undertake this
role. Academic teaching staff have no direct influence over the flow of key resources within
universities, but they have responsibility for maintaining standards. There is a dislocation of
responsibility and control. In an institution context, there are two possible consequences of this
dislocation between control and responsibility. The first possible consequence is that academic
standards will indeed fall. The second alternative consequence is that academic teaching staff will
suffer unreasonable work related stress as they attempt to maintain academic standards without either
the necessary institutional support or the necessary control of the resources. Although there is no clear
data about whether academic standards have fallen, a recent study undertaken for the NTEU found
that stress experienced by academic staff had increased, (Winefield, Stough, Jagdish, & Gillespie,
2001).

They strategic control problem appears in the diagram in the monitoring processes chosen for
teaching performance management purposes. The quality assurance procedures intended to improve
academic quality in practice act counter intuitively as demonstrated in the diagram. This has occurred
firstly because the measures chosen do not have any direct relationship academic standards and
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secondly because some of the measures chosen directly contribute to reducing the proportion of time
academic staff spend on teaching. Most universities are choosing to include measures of student
attrition and measures of student satisfaction in their quality assurance statistics rather than direct
measures of academic quality. (See individual university quality management plans in (DETYA,
1999b).) Data on student attrition or even student satisfaction does not have any simple relationship to
course quality. Recent research (Mclnnis, Hartley, Polesel, & Teese, 2000) indicates that while
teaching quality is significantly related to attrition in the TAFE sector, there is no evidence of a
relationship between teaching quality and attrition in higher education. The focus on student
satisfaction instead of academic standards is also misplaced (Scrabec, 2000). Measures of graduate
attributes potentially provide a more direct measure of student learning outcomes but the current
ACER testing procedure is expensive, time consuming for students and according to some staff
involved in the trial, deeply unpopular with students. If there is difficulty in achieving a high level of
student compliance, then quality management based upon testing based upon graduate attributes may
prove impractical even though, in principle, graduate attributes testing offers a means of finding out
whether student skills are enhanced by university. More importantly, testing graduate attributes does
not address the fundamental problems of the dislocation of control and responsibility, the falling per
capita spending on university teaching and the increasing student diversity.

Where university management collects student attrition data on a course-by-course basis for quality
assurance purposes it may have counter-intuitive effects on the system as a whole. The use of student
attrition data as a measure of course quality is intended to demonstrate a commitment to educational
quality, but it may in fact, act to reduce course quality. This is most likely to occur if academic staff
choose to teach in ways that retain and satisfy students by reducing the minimum acceptable standard.
In such an instance low attrition data may actual indicate low academic standards. This is especially
likely if the initial entry requirements for a course are relatively academically uncompetitive.

The diagram highlights that government policy is providing universities with less public money per
capita whilst expecting universities to increase their research output, make themselves more relevant
to industry, and maintain the standard of education offered to students. In the long-term, it is not
realistic to expect that universities can achieve all this whilst per capita teaching budgets are
shrinking. It is argued elsewhere, (Cooper, 1998), that it is in the interests of university management
to better support collegially management arrangements for academic teaching. As this is not
occurring, the author now argues, that bureaucratic management principles should be applied
throughout the university so that control and management are clearly co- located. This would permit
workloads to be honestly assessed and realistic decisions could be made about how each university
wished to use its more limited resources.

SUMMARY

A major structural weakness in the management processes within universities allows the separation of
responsibility for academic standards from the control of resources necessary to maintain those
standards. This dislocation has masked the unrealistic expectation that it is possible to maintain
quality whilst cutting costs. This myth is further bolstered by the choice of ‘quality indicators’ that do
not have any demonstrated relevance to academic standards. The diagram presented in this paper
demonstrates the interactions between different policy strategies and their possible effects on
academic standards. It illustrates that the combination of policies intended to maintain educational
quality and to promote university efficiency tends to act systemically to erode academic standards.
The main countervailing force depends upon academic staff collegially acting to maintain standards.
Such actions, however, have little institutional support, are contrary to the career interests of staff
members, can only succeed in the short-term, and may contribute to the stress that academic staff
experience in their work.
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CONCLUSIONS

It is concluded therefore, that improvement in this situation can only occur if: quality assurance
measures directly relate to educational outcomes; if the fundamental structural problems are
addressed; if universities receive sufficient resources to maintain high quality teaching; and if priority
is given to the strategies that enhance educational outcomes for students rather than supporting
strategies that address students’ expressions of satisfaction.
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ABSTRACT

Quality information is one of the competitive advantages for an organisation. In accounting information system,
the quality of the information provided is imperative to the success of the systems. This paper reviews the
current literature, and uses a case study to address the important factors that influencing the accounting

information quality.

Keywords: information quality, data quality, accounting information systems

INTRODUCTION

The management of the organisations in today’s contemporary world has much more focus on
systematical issues. Accounting Information System (AIS) as one of the most critical systems in the
organisation has also changed its way of capturing, processing, storing and distributing information.
More and more digital and on-line information are utilized in the accounting information systems
nowadays. Organisations need to take the system thinking approach, and consider both the system and
the human related factors while managing their accounting information systems. They must focus on
critical factors if they are to attain high-quality accounting information. Failure to do so has negative
impacts on the organisations’ financial process. Poor information quality may have adverse effects on
decision-making (Huang, Lee and Wang 1999, Clikeman 1999). This paper first reviews the literature
in relevant areas and then uses a case study to discuss the factors that influencing accounting
information quality. Finally, it draws some tentative conclusions from the analysis of the case
interviews.

BACKGROUND

Although the factors for high data quality (DQ) in AIS have not been addressed, there have been
many studies of critical success factors in quality management such as Total Quality Management and
Just-In-Time (Saraph et al 1989; Porter and Parker 1993; Black and Porter 1996; Badri, Davis and
Davis 1995; Yusof and Aspinwall 1999). Some of the data quality literature has addressed the critical
points and steps for DQ (Firth 1996; Segev 1996; Huang et al 1999; English 1999).

Table 1 indicates the related research efforts and reflects whether these research efforts addressed
certain issues or elements of critical success factors of quality or data quality management.
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Saraph | English | Firth Wang Segev Zhu Birkett | Yu (1973) Johnson | Bowen
(1989) {(1999) |(1996) |(1998) (1996) ](1995) |(1986) |Cushing (1974) |(1981) (1993)
Factor Huang et al Fields (1986) Groomer
(1999) Nichols (1987) | (1989)

Role of top v v v v v v
management
(Data) quality v v v
polices and
standards
Role of (data) v v v v v v
quality and (data)
quality

Training v v v v
Organisational v v
structure i
Nature of the system v v
Product/service
design
Approaches (control v v v v
and improvement)
Process management
Employee/ v v v
personnel relations
Supplier quality v v v
management
Performance v v v
evaluation and
rewards
(responsibility for
DQ)

Manage change v
External factors v
Evaluate cost/benefit v v
tradeoffs
Audits v
Internal control v
(systems, process)
Input control v
Customer focus v
Continuous v
improvement

Table 1: Summary of literature review identifying facters influencing data quality
(Source: Developed by the author)

In data quality studies, four types of stakeholders have been identified; they are data producers, data
custodians, data consumers, and data managers (Strong et al 1997, Wang 1998). In AIS, these
stakeholders were identified as follows: ’

(1) Data producers are those who create or collect data for the AIS;

(2) Data custodians are those who design, develop and operate the AIS;

(3) Data consumers are those who use the accounting information in their work activities;
(4) Data managers are those who responsible for managing the entire data quality in AIS.
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CASE STUDY

In this section, a case study is used to discuss the factors that impact on accounting information
quality. It briefly describes the case study organization, includes an overview of the company, its AIS,
and then analyzes the case interviews.

The current research project includes 7 case studies, in this paper, however; only one case will be
discussed. In this case study, there is no data manager position; therefore, three other stakeholders are
interviewed, and they are:

¢ Data producers: CFO and accounting officer

¢ Data custodian: IT manager

¢ Data consumer: General user

Case study organisation E is an education and training infrastructure company that partners with
universities and professional education providers to market and deliver their courses over the Internet
to students and organizations. It’s a medium size organisation with approximately a hundred staff.
They use a package called Quikbooks and that basically does the group’s accounting information
through it. They use it to report against budgets. The organizations business units throughout the
world have different entities with their own local budget and they run a division in the software
package for each of those divisions.

Data quality is a priority in their AIS and high quality accounting information aids the decision-
making. As the CFO states:

‘We have to monitor our cash balances fairly closely and it (DQ) is definitely one of the highest
priorities. We have forecasts we need to met so we need to give ourselves early warning signals if
part of the business looks like it is not performing, the numbers will tell us that hopefully so we can
address the issue.’

E transfers a lot of its funds electronically, and that seems easier to control than traditional method.
Typically any transfer requires two approvals from two senior people. Input controls have been
addressed as the most important controls.

As opposite to the traditional data entry, E captures most of the information online. For most of the
circumstances the raw data supplier is the data entry person, and they input raw data into the system.
In order to manage the quality of data from suppliers, they established position called ‘account
relationship manager’. They are the ones have all the details they need to know about the systems and
information requirements; and do all the communication back and forth between the technical staffs
and clients.’

Therefore, the input controls divided into two main parts, the systems’ controls and the human
controls:

‘When we set the system up as easy to use as possible for our clients to use to input their data. Now it
of course has all the edit checks and balances for the data that they actually enter. But you can’t
always put 100% controls that is just impossible... the ‘account relationship managers’ that is their
Job is to oversee the information to make sure that what they ave doing is what they are meant to be
doing so it is a manual look over the quality. (IT manager)
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There is no formal performance evaluation or rewards for employees’ data quality control activities.
Instead, they try to employ the well-trained and experienced personnel to prevent the possible DQ
problems. They put the DQ requirement as part of the job descriptions. It works as a negative
incentive: “You do it right or you get sacked.” Management tries to keep good personnel relations.

On the other hand, because it is a young company and is expanding very rapidly, the people that do a
good job normally are getting promoted. So if they are doing a good job and high quality control, then
that is recognised. As commented by the IT manager:

‘There are three rewards, there is the bonus level; there is promotion possibilities; and there is the
reward of being recognised.’ '

There is usually a timing pressure from each of the information customers, both internal and external
customers. Timing is the major influence. Although, sometimes to make the deadline might suffer the
accuracy of the information, realistic timing deadlines are the main focus in E.

In relation to responsibility for data quality, top management commitment to data quality has been
seen as most important:

‘It is management commitment to it and management review of how things are going. At the end of
the day they should be the ones who have to ensure it works properly.’

Because it is a medium size organisation, E doesn’t have the middle layer of the management. ,
Therefore, to set up a data quality manager position is seen as not necessary for the company at the
moment. As it is believed would help to have such an individual or a team, but they could not afford it
as a growing medium company. Therefore, duty to ensure the data quality has been assigned to the
individuals who is doing the relevant work.

‘I think each person has to actually be their own data quality manager for that part of their job that
requires high quality data.’

Furthermore, whether to have DQ manager position wouldn’t cause the significant difference.
‘The people at the front end who are responsible whether they are answering to someone called data

quality manager or someone doing the data quality manager function, I don’t think it makes any
difference.’
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CONCLUSION

As one of the seven cases of the ongoing research project, the conclusion drawn from this case is
tentative, detailed analysis of all seven cases is conducting by the author and will be discussed in
further papers. However, there are some important points could be drawn from the case analysis, they
are:
Competent personnel is as important as the suitable system
e Input control is the most important controls, and in the online transaction environment, it should
be incorporated with data suppliers’ quality management
¢ [t is hard to have DQ manger position in the small and medium organisations; however, should
incorporate DQ manager functions into those relevant people’s work, which should responsible
for DQ in AIS.

The on-going research project includes the across case analysis of all case studies, and the large-scale
survey of those factors identified by the case studies, in order to discover which of the factors are
most critical, and have a ranking order of the critical success factors. In addition, future studies could
look into the relationship between the critical factors’ implementation with the data quality outcomes
in organization’s AIS. Cross cultures and cross-countries research in this topic may also needed.
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ABSTRACT

This paper seeks to demonstrate the prime purpose of the strategic management process as a learning process,
with the application of learnings to achieve desired change and to build organisational capabilities. A
discussion of the alignment of a systemic approach to strategic management and the power of inculcating such

an approach to the strategic management process then follows.

Keywords: strategic management, systems thinking, TSI, learning, change, capabilities

INTRODUCTION

This paper represents the initial stages in a much broader study whose working title is 4 Systemic
Architecture Supporting the Transition from Strategic Planning to Strategic Fulfilment. The study
involves the examination of: the strategic management process within a business unit of a large
Australian based financial services company, and a model of the strategic management process that
will be tested by Action Research. Early observations of those engaged in the strategic management
process point to an emphasis on strategy formulation. Anecdotal evidence would suggest that the plan
is viewed as a discrete event occurring in a flurry of activity in a two-month window during the
financial year rather than as an ongoing process. Additionally there appears to be a significant
disconnect between the formulation and implementation phases of the strategic management process, f
which is compromising strategic success. Once again, anecdotally, there appears to be limited
understanding of the strategic management process itself or indeed its purpose — as a learning process
for all those engaged in the strategic management process and the application of learnings to achieve
desired change and to build organisational capabilities. Hence a significant shift in thinking and
behaviours will be required.

The purpose of this paper is to overview the strategic management process and to then determine, at

least in principle, whether the use of metaphors and the adoption of a systemic approach can provide
theoretical guidance to aid the understanding of the strategic management process, thereby creating a
paradigm shift.
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STRATEGIC MANAGEMENT PROCESS - THE THEORY
Strategic Management Process — what is it?

Strategic management brings together each of the elements of strategic planning, implementation and
performance management in an ongoing and cyclic process. Essentially it seeks to address the
questions “where are we now, where do we want to be, how do we get there and how do we measure
progress?” Strickland (1995) refines this identifying five tasks namely: ‘1.Developing a strategic
vision and business mission; 2.setting objectives; 3.crafting a strategy to achieve objectives;
4.implementing and executing the strategy; and 5.evaluating performance; reviewing new
developments and initiating corrective adjustments.” (1995,p4) These five tasks build a process,
which is continuous.

The benefits of engaging the strategic management process include organisational focus, the
identification of priorities and goals, clarity and communication amongst stakeholders, managing for
results, and a mechanism for anticipating and planning for change while dealing with possible
consequences. Unfortunately the full benefit of the strategic management process is often not realised
possibly because of a failure to adopt a holistic view of the process. This appears to be the situation
in the organisation under study, with a failure to recognise the process in its entirety concentrating
more on the discrete event of the strategic plan. Traditionally, corporations have focussed heavily on
the techniques and procedures for long term planning (tasks 1 to 3) and have focussed less on
developing the learning capabilities implicit in task 5. There may be many reasons for this, among
them: degree of difficulty — it’s much easier to articulate the way forward as opposed to doing it and
then following through with implementation; organisational ‘behavioural’ comfort zones — repeating
behaviours (in this case planning). The reason for this is that often the organization knows what it is
doing and is good at it; and a perception that strategy is sexy because it usually has an organisational
profile involving the organization’s thought leaders unlike implementation which is often viewed as
very ‘back office’ and operational.

A long term planning focus, disconnected from execution and evaluation, serves to reinforce the
widely held view that such an approach will maximise future certainty, increase predictability and in
doing so secure organisational performance. Subconsciously practitioners begin to act as if operating
in a ‘known’, and a steady state environment —and accordingly what has been planned for will
eventuate. This thinking has supported what Kotter terms the ‘decide and implement model’ where
organizations study something, it gets the go-ahead and then is implemented with the assignment of
responsibilities and resourcing. According to Kotter this ‘doesn’t set the stage well enough (or)
follow through well enough. It’s a mechanism designed for small changes in a steady state’. (Emerald
Now 2000)

Unfortunately, organizations operate in dynamic, rapidly changing environments filled with
ambiguities and uncertainties, and where new information, — generated internally or externally, can
create a different perspective on original strategies. Hence a process is needed to deal with these
dynamics. Action Research as an operating model allows for these dynamics. Essentially, action
research revolves around diagnosis, agreeing a course of action, the application of plans and
reflections on outcomes. These reflections then serve as inputs to the next cycle of ongoing change.
This ongoing and cyclical process is fundamental to strategic management. Cycling the strategic
management process in its entirety - from strategic planning through implementation and ongoing
performance management, provides a mechanism for ensuring that new information is fed back into
the decision making process. This lifts the quality and relevance of the plan itself (the plan now
reflects the changed conditions) and provided these changes flow through to implementation plans,
ensures that the desired strategic outcomes are realised. These outcomes, whether they be in terms of
market share, process efficiencies or profit growth, can only occur if there is a tight nexus between
each task within the strategic management process. It is interesting to note that according to Brews
‘in unstable environments planning capabilities are far better developed and formal plans more
amenable to change.’(1999,p889)
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Hence feedback is a fundamental component to the strategic management process. Feedback loops
are ‘processes through which an organization interacts or discovers information, then makes decisions
or chooses an action, and takes action to develop the organisation’ Stacey (1993, p3).

Strategic Management Process Purpose

From the preceding discussion, it can be concluded that the strategic management process
encapsulates a number of aspects, among them: planning, analysis, collaboration and change.
Mintzberg (2001) has identified these aspects in the emergence of ten schools of strategic thought
namely:” Design school: strategy formulation as a process of conceptualisation; Planning school
strategy formulation as a formal process; Positioning school: strategy formulation as analytical
process; Entrepreneurial School: formulation as a visionary process; Cognitive school: formulation as
a mental process; Power school: process of negotiation; Cultural school: strategy as a collective
process; Environmental school: strategy as a reactive process; Configuration school: process of
transformation.’(onepine,2001,pl) Fundamentally however, Mintzberg argues that formalising a
strategy implies a sequence from analysis through procedure to action. To Mintzberg, ‘the essence of
strategy making is the process of learning as we act.” Horizon, (2001, pl) As a strategic management
practitioner, this is the fundamental purpose of the strategic management process and it is the
application of learnings to achieve desired change and to build organisational capabilities.

Learning, Change and Capabilities

At its heart, strategic management represents a learning process, where information is gathered
through a searching process of an organization’s internal and external environments, and synthesised
to generate knowledge. Knowledge is key to providing a competitive edge and its successful
application helps organizations deliver creative products and services. However it is not merely the
generation of knowledge it is the sharing (and implementation) of it, which contributes to product
development performance. Hoopes, (1999,p837). Hence the cycles of thinking and the presence of
feedback loops in the strategic management process is critical to the generation and application of
learnings.

Importantly they provide the opportunity for participants in the process to reflect on their own

decisions and behaviours and identify ways in which they may have contributed to outcomes and N
where necessary make appropriate changes. Argyris (1976) has termed this process double-loop N
leaming. Double-loop learning differs from single loop. Single loop learning is about developing 7,‘;‘
solutions within the current context, whereas double loop learning involves the continuous
experimentation and feedback of how organizations define and solve problems. It requires the

questioning of assumptions underpinning decisions, which in turn create shifts in mental models.

Senge (1992,p13) captured this in his definition of learning as ‘a fundamental shift or movement of

mind’. Thus such a shift occurs within the strategic management process when the information output

of strategy is monitored back as information input, resulting in the regulation of behaviour.

Learning is important for organisational well-being and is the key to achieving a desired change.
Both are fundamental to the strategic management process and both are particularly important in a
dynamic and competitive environment. Both significantly contribute to the enablement of a
competitive advantage. ‘The origins of competitive advantage then rest in the ability to identify and
respond to environmental cues well in advance of observing performance-oriented pay-offs.’
Cockburn, (2000,p1123) Thus, an output of the strategic management process is the identification,
development and deployment of an organization’s capabilities in the form of an intelligence system,
thereby securing competitive advantage. A firm’s capabilities exist in several spheres: business and
operational processes, technology, financial and management capabilities and human resources.
When evaluating the source of competitive advantage however, it is important for firms to integrate
their internal analysis (assessment of their own capabilities) with that of an external environmental
analysis. As Barney (1995) states ‘Firm resources are not valuable in a vacuum, but rather are
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valuable only when they exploit opportunities or neutralise threats.” Hence the strategic management
process provides an architecture or system of knowledge ‘and learning, and as Helfat (2000,p961)
attests it is the co-evolution of organisational knowledge and capabilities that can result in competitive
advantage.

METAPHORS

To view strategic management as an ongoing, cyclic process, whose threefold purpose is built on
learning, change and capabilities, involves a fundamental mindset shift for many strategic managers.
To help invoke such a shift, the use of a metaphor can be extremely valuable. A metaphor is a mental
picture that facilitates understanding when applied to an unknown or unfamiliar concept or more
accurately it is the creation of a parallel meaning that helps understand one concept b relating it to
another. Flood (1999) more precisely defines a metaphor as ‘the application of a descriptive form to
an object or action to which it is not literally applicable.” (1999, p125) Metaphors then can help
frame a problem or provide a more tangible reference point to an intangible concept. Pepper (1942) in
his World Hypothesis discussed the root metaphor concept as a means for understanding an area under
investigation. Dunford and Palmer (1996) discuss the utility of metaphors as being ‘compactness..
quick, concise and effective, inexpressibility...way of saying something for which literal terms do not
exist and vividness... metaphors build on experiences and thus have enhance cognitive and emotional
impact.’ (1996, p8). Morgan (1993) has referred to metaphors as lenses, which can be used to gain a
new perspective. In changing perspective, alternative courses of action can be taken which may not
have been considered otherwise.

An examination of metaphors in use can indicate how people view their world and how that shapes
their actions. This researcher has observed the strategic management process referred to as ‘The Strat
Plan’, which automatically narrows the process to the planning phase only, inferring a discrete event
without any connectivity to the cyclical process. Behaviours seemingly reinforce this belief with
frantic activity over a two month period. Once the event is over, the plan written it’s “back to
business.” Hence an examination of metaphors can provide insight and learning opportunities, for
example as Argyris (1991) states, participants could learn ‘how the very way they go about defining
and solving problems can be a source of problems in its own right.” (1991, p100)

An appropriate metaphor for the strategic management process is one of an iterative cycle, whose
learning outputs become inputs through a process of continuous feedback. While the use of such a
metaphor can be extremely powerful in initiating a mindset shift, for many managers this is a difficult
and quite different approach to take. As Flood states ‘the notion of metaphor may seem a radical
approach to creative thinking, asking people to learn to think on a completely different plane from
everyday reasoning.’ (1999, p25) Hence, this researcher’s approach in the broader study will be to
surface and then explore the metaphors in use. The intent is to gain an understanding of how
individuals within the organisation view strategic management and how that shapes their actions and
to then to collaboratively develop a metaphor for the strategic management process to encourage the
recognition of the ongoing, cyclic nature of the process.
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SYSTEMIC APPROACH
Introduction

Systems Theory emerged in the 1940s as a critique of reductionist thinking. Systemic thinking aimed
to use two aspects to interpret social systems, namely ‘emergence’ where the sum of the parts is
greater than the whole, and interrelatedness which address the relationships between component parts.
Such an approach aims to build to a holistic view, one which coexists with the environment, taking
into account the continuous flow of information backward and forward known as feedback. Iitis a
powerful tool with its emphasis on holism, context and seeking processes of change or behaviour over
time.

Alignment to Strategic Management

Systemic thinking brings together in one discipline the concepts of connectedness and
interdependencies, feedback and feedback processes, mental models, and the whole being greater than
the sum of the parts. A systemic approach can aid the understanding of the strategic management
process because of their respective emphasis on a holistic view. ‘Strategic planning encourages, if not
forces, managers to take a holistic view of both the business and its environment.” Wilson (1998) A
failure to integrate systemic thinking with strategic management may result in the ‘unhooking’ of the
key elements of the strategic management process, (particularly around the implementation and
evaluation phases which represent the essential parts in which learning will arise) and where each
phase may be addressed incompletely, inadequately or not at all. Additionally, such a failure presents
a risk that a strategy’s context is ignored or only a portion of a strategy devised and therefore a
portion implemented, which in turn may result in the strategy itself causing a problem. A systemic
approach to strategy recognises that systems are purposeful and the system itself is part of a
suprasystem. These parts are constantly interacting. Hence each of the elements within the strategic
management process have meaning and purpose, yet are not autonomous. The strategic planning
phase, involving the development of a vision, objectives and strategies firmly outlines the way
forward for the organisation however for it to be brought to life, requires implementation and
execution. Performance evaluation and review will then assess the success of the preceding tasks.
Hence, each phase within the strategic management process can only be understood completely in the
context of the other phase and how it relates to, and influences, the other. These interrelationships are
the essence of the systems approach, and are complemented by the adoption of a holistic view and
seeing processes of change (behaviour over time). This contrasts to the traditionally held view of
linear cause and effect, focussing on snapshots or moments in time. The practice of systemic thinking )
starts with understanding feedback, a concept that shows how actions can reinforce or counteract

(balance) each other or as Senge (1992) states ‘reciprocal flow of influence.” (1992,p75)

Thus systemic thinking offers a powerful perspective, a means of understanding reality. It is valuable
because it can help structure problems and design solutions while simultaneously keeping a focus on
the long term. This in turn encourages thinking about consequences (intended or otherwise).
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TSI

Framing problems and designing smart and enduring solutions is an important aspect of a systemic
approach. When applied to the strategic management process, it offers a range of methodologies and
tools that may be selected according to their applicability and appropriateness to a given strategic
problem. ‘Total Systems Intervention’ (TSI) is a technique that provides a methodology for the
application of various systems methods to the relevant strategic situations. It relies on metaphors to
help frame a problem and guide practitioners to the most appropriate problem solving method. The
philosophy of TSI is best encapsulated by Flood and Jackson’s statement ‘the future prospects of
management science will be much enhanced if (2) the diversity of the messes confronting managers is
accepted, (b) work on developing a rich variety of methodologies is undertaken and (c) we continually
ask the question ‘what kind of problem situation can be managed with which sort of methodology?’
(1991,pxi) Thus given the range of strategic problems confronting managers today, one methodology
alone will not suit all situations nor meet all parameters, accordingly the manager should be able to
draw upon a tool bag and select “the right tool for the job.”

Exposing and Validating Assumptions

Given the range of strategic problems there are a number of possible ‘solutions’ to those problems.
These solutions will be dictated largely by the strategic practitioner’s choices. Individual’s mental
models will shape these choices. Thus subjectivity is an inherent factor in the strategic management
process. No human activity system is intrinsically relevant to any problem situation, the choice is
always subjective. We have to make choices, see where the logical implications of those choices
takes us, and so learn our way to truly relevant systems .... have to accept this initial dousing in
subjectivity, and though this is never a problem for those whose inclinations are towards the arts and
humanities, it can be difficult for numerate scientists and engineers whose training has not always
prepared them for the mixed drama, tragedy and farce of the social system. (Checkland, 1990,p31)

Thus Checkland has surfaced the importance and difficulties associated with individuals’ mental
models. To this end systemic thinking helps by ‘testing if mental models are systemically flawed in
the sense that they neglect critical feedback or delay or miss points of high leverage. It helps to
expose assumptions mental models are making about the dynamic nature of reality and to evaluate the
validity of the assumptions.” Flood (1999, p22)

Surfacing underpinning assumptions around drivers, actions and outcomes and then validating these
assumptions to seek clarity and consensus is important to the strategic management process. This can
be aided by a systemic approach, in the deployment of various tools such as Strategic Assumption
Surfacing and Testing (SAST). In brief SAST relies upon four principles: ‘adversarial — consideration
of opposing perspectives, participative, integrative — any differences from the previous aspects are
brought together in a higher order synthesis, and managerial mind supporting — managers exposed to
different assumptions will have depth in understanding.” Flood (1999, p123) Hence SAST when
applied in a strategic management context enables assumptions that underpin strategic decisions to be
surfaced, their validity discussed and meaning and implications drawn. Furthermore, the process
encourages consensus being participative, clarity in outcome and transparency in decision-making.
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CONCLUSION

In conclusion, strategic management is a cyclic process that takes into account planning,
implementation and ongoing performance management. Its prime purpose is as a learning process,
with the application of these learnings to achieve desired change and to build capabilities. The use of
metaphors can aid the understanding of the process, creating Senge’s ‘shift of mind” whilst the
application of a systemic approach offers a powerful perspective, a specialised language and a set of
tools to help shape problems, design solutions and create a long term focus.
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ABSTRACT

It is 20 years since the first discussions of the social reality implied by Soft Systems Methodology (SSM)
attempted to lay the foundation for the development of Critical Systems Theory. Yet SSM itself has progressed
dramatically since those first critiques of its underpinning social theory were first developed. The contention of
this paper is that revisiting this area will reveal both weaknesses in the original analyses and show how the
development of SSM has been affected. Revisiting the area also provides a focus for considering new directions
Jor research and development. SSM is introduced and examined according to the primary literature and re-
evaluated using Burrell and Morgan’s four-paradigm matrix in order to understand the social reality implied by
SSM. The rest of the paper examines the criticisms of SSM, the recent evolution of SSM, and suggests future
directions for SSMs development.

Keywords: Soft Systems Methodology, Social Reality, Critical Systems

INTRODUCTION

The Social Reality implied by SSM has been important to the development of the Applied Systems
Thinking discipline. It forms the intellectual basis for the distinction between the so-called ‘Hard’ and
‘Soft” approaches and has been seen as a limitation to SSM, which in turn provided intellectual
legitimization for to the development of Critical Systems ideas. In this paper we re-visit this
important area and by doing so aim to create a clearer understanding of the ways in which the social
reality implied by SSM can be addressed. The examination will expose a change in SSM from that of
a problem/action orientation to that of Learning System orientation (Checkland and Holwell, 1998,
p:12:160). SSM therefore has moved from being concerned with facilitating change in the real world
to a focus on learning in the real world. The implications of this change in direction for SSM in terms
of social reality needs to be clearly understood and is our focus in the rest of this paper.

SSM began it’s long process of evolution in the late 1960°s when traditional methods for systems
analysis were found wanting. Peter Checkland, then a manager in ICI was dismayed that traditional
hard systems methods for organisational problem solving had difficulty in handling the complex
nature of real world management problems. A thirty-year research program into real-world problem
situations of a socially rich nature resulted from those concerns eventually leading to the
establishment of Soft Systems Methodology as a distinctive management approach.
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There are many misconceptions about SSM, but the most glaring is the lack of a critical treatment of
the radical humanist elements within SSM. In order to examine this area, a paradigm-based
examination of SSM is required. Whilst such a treatment was developed originally in Systems
Thinking, Systems Practice (see Checkland, 1982 pp.280-4) it seems as though this area has not been
addressed with contemporary SSM and its focus on the ‘learning system’ (Checkland and Holwell,
1998, p.12:p160) rather than action oriented problem solving (Checkland, 1981, p154:p161). The
situation may be a reaction to an argument made against SSM primarily by Prevost (1976) and
Jackson (1982, 2001). The social reality implied by SSM is seen as interpretive by Jackson and as
Functionalist according to Prevost. However Checkland argued that SSM is both interpretive and
partially radically humanist (Checkland, 1981, pp.280-4 and Checkland, 1982, p.36-9)

These issues are examined in more detail in the rest of the paper. It begins by establishing a basic
understanding of SSM based upon the primary and secondary literature. A look at the paradigmatic
framework derived from this literature will then be examined and then the evolution of SSM will be
examined. These three points lay the foundation for examining the paradigmatic framework in the
primary and secondary literature. The section that follows takes an outward look at criticisms of
SSM’s paradigmatic framework. A graphical examination of the various points of view will be done
using Burrell and Morgan’s four paradigms as a guide and will compare differing views on SSM’s
paradigmatic positioning. The paper then concludes with a summary of the major points and offers
some ideas for future research.

SSM IN THE PRIMARY LITERATURE

The Core texts include: Systems Thinking, Systems Practice (STSP), Soft Systems Methodology in
Action (SSMA) and Information, Systems and Information Systems (ISIS) and Soft Systems
Methodology: A Thirty Year Retrospective (SSM30). Two main texts form the body of the
secondary literature. Information in Action (Davies and Ledington, 1991) and Systems: Concepts
Methodologies and Applications (Wilson, 1984:1990).

SSM according to Checkland

The traditional scientific approach to management problems has three major faults. Firstly, there are
problems for the scientific method when it comes to complexity because:

‘Cursory inspection of the world suggests that it is a giant complex with dense connections between
its parts. We cannot cope with it in that form and are forced to reduce it to some separate areas which
we can examine separately. (Checkland, 1981, p.60).

Further, Checkland suggests that reducing the world into separate parts is not feasible in networks of
social complexity. Checkland argues that science, both natural and social sciences, ineffectively deal
with the social world, especially the organisations in the social world. By this Checkland means
‘human activity systems’ where humans participate in some purposeful/rational activity, not
necessarily companies but groups of humans pursuing purposeful activity. This moves away from the
idea that all systems have goals or objectives and towards the idea that these systems of human
activity pursue purposeful activity in a social context.

The third area that science fails in is “‘Management’. These real world ‘management’ problems are
everyday things that humans have to deal with that simple hypothesis testing to destruction cannot
accommodate. More specifically Checkland found that is it useful to divide the world into two types
of problems. First, there are hard problems and soft problems. Hard problems are easy to define
technical problems that often have specific properties or forms. (Checkland, 1981, p.74) These
properties are the same every time and the same solution could be given every time. This means that
a hard scientific view of the world could be applied using ‘systems ideas’ and problem solving could
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take place. This is termed hard systems thinking. Soft problems are those other ‘management’
problems mentioned above.

The way SSM deals with such social ‘management’ problems is well-documented. In SSM4
Checkland and Scholes present examples of SSM’s usage in chapters three to nine. Remembering
that Checkland wanted to use systems thinking, he took the above mentioned Complexity, Social
Science and Management issues and moved towards a systems approach for real world problem
solving.

Thus the next ten years were taken up with the formulation and presentation of SSM. Checkland and
associates tested the systems ideas and concepts for problem solving and eventually came up with
what is now known as ‘Prescriptive’ SSM. (Checkland, 1999, A35-A36). The seven stage model of
SSM that emerged is an iterative process of flexible learning, not a rigid method. The process of
SSM begins with the problem situation and ends with problem situation improved, ideally. This
raises questions as to what the methodology hopes to achieve in the real world.

SSM AND IT'S PARADIGMATICAL CONTEXT

Burrell and Morgan (1979) presented their now classical four-paradigm model of approaches to social
reality. Most critics who have tackled SSM have critiqued it according to this model: (Prevost, 1976,
Naughton, 1979, Mingers, 1980:1984, Checkland, 1981,p.280, Jackson1982:2001, Flood, 1999).

Sociology of Radical Change

Radical Humanist/Neo Humanist Radical Structuralism
Subjective Reality Objective Reality
Interpretive/Social Relativist Functionalist/Positivist
Sociology of Regulation

(Burrell and Morgan, 1979, p22)

Functionalist Paradigm is the dominant framework for social research assuming pure functionality
and objectivity in the social world. Functionalist schools of thought are what Checkland called
‘scientific methods’ or the method of science. Hard systems thinking belongs to this view. The key
assumption here for systems theory is that the world is made up of systems that can be engineered.
Interpretive thought is a subjective approach to reality based firmly upon the assumption that social
reality is created continually, by humans in the social world. Trying to engineer the unknowable is
likened to trying to mow the lawn with tweezers or trying to get a watermelon into a shot glass, it’s
impossible!

The Interpretive Paradigm seems to be the paradigm that has little or nothing to do with action as
such, just meaning, and it is important to note that interpretive paradigm sees:

“The social world as an emergent social process that is created by the individuals concerned.’
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and:

‘Social reality, insofar as it is recognized to have any existence outside the consciousness of any
single individual, is regarded as being little more than a network of assumptions and intersubjectively
shared meanings. (Ibid, p.31)

The third, and arguably the most controversial, quadrant of the paradigm matrix is the Radical
Humanist Paradigm which embodies many differing doctrines including, anarchy, emancipation,
consciousness, anti-organisation theory and existentialism. However:

...it’s frame of reference is committed to a view of society which emphasises the importance of over-
throwing existing social arrangements. ‘One of the most basic notions of this paradigm is that the
consciousness of man is dominated by these ideological superstructures with which he interacts, and
that these drive a cognitive wedge between himself and his true consciousness. This wedge is the
wedge of ‘alienation’ or ‘false consciousness’, which inhibit or prevents true human fulfillment.
(Burrell and Morgan, 1979, p.32)

An important part of this view is critical theory which uses existing disciplines, ideologies and
theories to provide a critique of the status quo in order to drive change. This change is supposed to
‘emancipate’ the human from ideological superstructures of the consciousness imposed on the
individual by the social world in which he/she lives. Therefore they:

...seek to change the social world through a change in cognition and consciousness. (Burrell and
Morgan, 1979, p.33)

SSM deals with perceptions and not cold hard facts about the real world. Central to this is the idea of
the worldviews (or Weltanschauung) in human activity systems. Checkland argues:

The concept of human activity system is crucially different from the concepts of natural and designed
systems. These latter, once they are manifest, ‘could not be other than they are’, but human activity
systems can be manifest only as perceptions by human actors who are free to attribute meaning to
what they perceive. There will thus never be a single (testable) account of human activity system,
only a set of possible accounts all valid according to particular Weltanschauugen. (Checkland, 1981,

p.14).

The worldview then is subjective. So the social reality of SSM is subjective. Looking at the four
paradigms, that places it in either the radical humanist or interpretive paradigm. The next test is the
degree of change that the methodology will perform. According to the primary literature:

...given the analyst’s complete freedom to select relevant systems which, when compared with the
expression of the problem situation, embody either incremental or radical change, the area occupied
must include some of the subjective/radical quadrant. (Checkland, 1981, p.281).

Before examining criticisms of Checkland’s idea of the social nature of SSM, it is important to
examine a trend in SSM. This is the move from action based to learning based orientation.

SSM AND IT’S JOURNEY FROM 1981 TO 1998

SSM from the seven stages model migrated to a process of two streams in 1988 (Checkland and
Scholes, 1990, p.29) combined with three streams of analysis. The social system analysis comes
straight from the work of Sir Geoffrey Vickers and the appreciative system model (Checkland and
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Scholes, 1990, p.48). Checkland argued that three things interact with each other, these are: roles,
norms and values.

Each continually defines, redefines and is itself defined by the other two. (Checkland and Scholes,
1990, p.49) It is a continuous process, out of which the analyst can successfully create a mental
picture of norms, roles and values in the organisation. The political system analysis is a variation of
the social systems analysis in as much as it is derived from Vickers’ model (ibid, p.50). Checkland
argues:

‘...Analysis Three in the stream of cultural analysis accepts that any situation will have a political
dimension, and it needs to be explored. (ibid, p.50)

and politics is taken to be:
‘...a process by which differing interests reach accommodation...’(ibid, p.50)

Checkland goes on to add that politics, endemic in human affairs, is about managing the relationships
between those of differing interests.

The next big advance by 1990 was the invention of mode 2 SSM which is the process that happens
when SSM becomes internalised. However, several changes in SSM apparently take place when the
shift from mode 1 to mode 2 occurs. Firstly SSM mode 2 users will focus less on intervention and
more on interacting in the problem situation, and intensive reflection, and ‘using SSM to make sense’
(Checkland and Scholes, 1990, p.284).
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Mode 2 has permanently changed the focus of SSM, to that of a learning system, as shown below.

Mode 1 Versus Mode 2

Methodology driven Versus ‘ Situation-driven

Intervention Versus Interaction

Sometimes sequential Versps Always iterative

SSM as an external-recipe | Versus SSM as a internalized
model

(Adapted from Checkland, 1999, A36)

Moreover the learning gained from the situation is the goal rather than change in the real world (see
SSMA p.283)

1998

By this stage of the development, SSM has only five stages. (See ISIS p.160) However, the
approach now is taken to be five models of purposeful activity molded into one process as a learning
system.

Contemporary SSM contains many of the principles found in previous incarnations but with specific
re-wording and the complete demolition of the systems thinking line (See Checkland and Tsouvalis
(1997) for a full explanation of this). In this incarnation the focus is on learning and a lot less on
intervention and problem solving. This is a decided shift in parts of SSM from Humanism to the
Interpretive paradigm.

The original reason SSM was developed was to ‘solve’ hard to define problems in the real world.
Now the focus in SSM seems to be on the learning, and the improvement is not as important

Present
The contemporary view of SSM is that of ISIS mentioned above. The constitutive rules of are now:

> you must accept and act according to the assumption that social reality is socially constructed
continuously;

» you must use explicit intellectual devices consciously to explore, understand and act in the
situation in question; and

» you must include in the intellectual devices ‘holons’ in the form of systems models of
purposeful activity built of the basis of declared world views. (Checkland, 1999, A35)

Changes to the existing processes have been suggested by Ledington and Ledington (1999) in the
form of Decision Variable Partitioning and Extending the Comparison phase of SSM (1999) but few
other theorists have offered any worthwhile contributions to date.
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INTERPRETATIONS AND CRITICISMS OF SSM’S PARADIGMATIC FRAMEWORK
FROM SECONDARY LITERATURE.

The most consistent critic of SSM is critical systems theorist Mike Jackson. In 1982 he suggested,
after Mingers (1980) that SSM had no provision for political structure and was limited by it’s
paradigmatic framework. For example:

Using Burrell and Morgan’s framework I argued soft systems thinking is situated within the
interpretive paradigm in that it’s guiding assumptions are subjective and regulative. (Jackson, 2001,
p.236)

Jackson also argued that because of SSM’s conservative bias it would never be able to help the
afflicted in anyway. Jackson’s critique continued by stating that SSM could not be radical and
emancipatory like critical theory but would only help to confirm the status quo because of it’s
philosophical implications (Jackson 1982).

This philosophical examination of SSM, by Jackson was done according to the Burrell and Morgan’s
paradigms. Jackson in essence was arguing that SSM fits into the interpretive paradigm. Checkland
presented the methodology as fitting over radical humanism/interpretive paradigms as mentioned
earlier. Mingers (1984) opened the debate again. However, Mingers who suggested that critical
theory and SSM could share a mutual dialogue (Mingers, 1980) has chosen to focus on the critical
systems thinking developed by Jackson.

Jackson says that soft systems methodology has an inbuilt inability to handle complex human and
social aspects of social situations then offers no physical evidence to support this claim (ibid, p.235).
SSM seems flexible enough to jump paradigmatical boundaries into humanism or even back to
functionalism if the user so desires. It is a methodology not a method. At least Checkland some has
evidence to support his position (see SSMA Chapters 6,7,8,9 and ISIS Chapter 7 especially). Others
have looked at SSM’s paradigmatic framework, not to the extent that Jackson did but they are worth
noting.

It is interesting to note that Hirshheim et al, (1995) and Ledington and Ledington have both criticized
the modeling phases of SSM as too simple and possibly functionalist. Naughton (1979) argued
against the case that SSM is functionalist, a charge made by Prevost (1976) but stated that SSM had a
whiff of functionalism (Checkland, 1981, p.252).

Despite all these critiques of the social reality implied by SSM there is no evidence from either side to
support their the cases. Checkland in 1981 said:

...the comparison will lead to a discussion of possible changes. These are of several kinds, and any
combination maybe appropriate in a particular situation. (Checkland, 1981, p.180)

Is this interpretive practice? Checkland argues that it isn’t:

...glven the analysts complete freedom to select relevant systems which, when compared with the
expression of the problem situation, embody either incremental or radical change... (Checkland,
1981, p.281)

This will be limited by a desire for action in the real world (ibid) but the ideals are still humanist
ideals.

Secondly, SSM contains underlying principles that can provide a critique of the status quo in any
given organisation. Stage 5 provides a tool for using the systems ideologies against the real world
perceptions found in stage 2. It is hoped that be comparing stage 4 with 2 that a debate will be started
about feasible changes. This suggests that SSM is built around rudimentary principles rooted in
critical theory.
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Mingers (1980) recognized this:

...three major points of agreement. Firstly both take seriously the problem of human action —
at the same time purposive/rational ... and natural or unchangeable as a result of the
characteristics of human animal. Secondly, both conclude that hard systems analysis, cannot
cope adequately with the multi-varied complexities of the real world. Finally both deny the
inevitability of the divorce between rationality and the values which characterizes natural
science. (Checkland, 1981,p.283)

In order to understand the various perceptions of SSM and its paradigmatic framework, this paper will
now present tables that map SSM. '

THE MAPPING OF SSM

The first map presented is Checkland, 1981.

Sociology of Radical Change

Radical Humanist/Neo Humanist Radical Structuralist
Critical
Theory
Subjective Reali . . .
Objective Reality
Interpretive Phenomen.Soc. Functionalist/Positivist
Sociology of Regulation

(Burrell and Morgan, 1979, p22)
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As previously mentioned Checkland argued that SSM had compatibilities with Critical Theory
therefore should be mapped that way. Next is Jackson’s case.

Sociology of Radical Change

Radical Humanist/Neo Humanist Radical Structuralism
Interpretive Phenomena. Soc. Functionalist/Positivist
Subjective Reality Objective Reality

Sociology of Radical Change

The critics of conceptual modeling which are Hirschheim et al. and Ledington and Ledington.

Sociology of Regulation

Radical Humanist/Neo Humanist

Subjective Reality

Radical Structuralist

Interpretive Phenomen.Soc.

Objective Reality

Functionalist/Positivist

Sociology of Regulation

(Burrell and Morgan, 1979, p22)
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Hirscheim et al. and Ledington and Ledington have argued that SSM’s conceptual modeling is too
simple. There is evidence (unlike most critics of SSM’s paradigmatic framework) in Ledington and
Ledington to suggest this (Ledington and Ledington, 1999) but it is not expressed as a direct argument
against SSM’s paradigmatic framework. The above is just an assumption derived from the literature
and is not explicitly stated. The maps here and the previous section lead to the question. What then is
the social reality implied by SSM? '

The answer to the question is that SSM does not imply a social reality that is defensible. This
becomes evident when examining the material presented here. There is no agreement as to whether
or not SSM is mappable over two paradigms or even one. Jackson provided no evidence for his
position and Checkland provided no evidence for his either.

FUTURE RESEARCH INTO SSM

Future research into SSM should seek to return to a more real world problem oriented approach with
the learning system ideals to be taken as given. This means a focus on how SSM can change the
social world, rather than what can be learnt (despite the fact that learning, if SSM is used will take
place anyway). By focusing on how SSM could change problem situations, SSM as a benefit to the
real world of problems instead of the theoretical world of learning, will surface. Hopefully future
research into SSM will yield a more problem-based approach, much like the original did, and become
less focused on the ideals of learning system that the contemporary seems to be focused on.
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ABSTRACT

The theme of this paper is emergence of the twin concepts of ‘Engagement’ and ‘Interpretive Inquiry’ as major
extensions of ‘Comparison’ and “Sofi Systems Methodology’ respectively. These concepts are outcomes from
our current research program into the use of Systems Thinking in Management. The paper describes the context
of the research, discusses the nature of 'Engagement’ and presents its methodological form, which is called

‘Interpretive Inquiry’.

Keywords: Soft Systems Methodology, Comparison, Engagement, Interpretive Inquiry, Interpretive

Management

INTRODUCTION

Management in the context of real-world problem situations, and the use of Soft Systems
Methodology to plan, enact, and learn about effective management activity is the focus of this paper.
The ideas that are developed here stem from work on a major research theme called the ‘Comparison
Paradox’. The paradox is that although comparison is clearly a crucial part of SSM it is ill-defined and
poorly understood.

The activity of Comparison can be considered one of the defining features of Soft Systems
Methodology, along with the concept of the Human Activity System and the goal of ‘structuring a
debate about change’. It is however an area that has received surprisingly little attention in the
research literature. It is in the context of research activity to extend the understanding of this
important area that the concept of ‘Engagement’ has emerged. The introduction to ‘Engagement’
provided in this paper begins with a brief review of SSM and the ‘Comparison Paradox’ and then
introduces the practical context of the research. Finally, a consideration of the potential impact on
practice and research of these themes completes the paper.
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BACKGROUND AND MOTIVATION .

Systems theory is an established theoretical basis for examining management problems, and is the
basis for a rich stream of Management related research activity. The Systems-in-Management
research literature may conveniently be divided into two established generations of systems thinking,
the well-known ‘Hard’ and ‘Soft’ systems approaches, together with a third, Critical Systems, that is
still struggling to establish a separate intellectual identity. A second-generation answer to the question
of how systems theory might be employed to improve real-world management has ostensibly been
developed in the action research program that can be labelled as *Soft Systems’ (Checkland 1981,
Checkland & Scholes 1990). The research discussed in this paper can be considered as an innovative
contribution to the development of second-generation systems thinking.

Soft Systems Methodology and its development can be readily accessed in the research literature
(Checkland 1981, Checkland & Scholes 1990, Checkland & Holwell 1998, Davies & Ledington 1991,
Wilson 1984). Two key findings can however be usefully noted here. First, that the idea of taking
real-world contexts to be systems that can be externally engineered to achieve some desired end does
not align with the reported research experiences of tackling ill-structured real-world problem
situations using SSM. A finding that underpins the well-known separation of Soft Systems ideas, as
representing a new model, generation, or paradigm of systems thinking, from the first generation, or
Hard Systems perspective. Secondly the reported experience of tackling real world problem
situations also does not support the notion of taking models to be simplified representations of the
problem context. It is implicit in first-generation applied systems thinking is that the problem context
can be represented in a simplified model, and thus that the model can be used to examine (predict) the
impact of possible changes to the situation. In SSM, the concept of model-as-representation is
abandoned whilst the idea of using systems models is still retained. What becomes embedded in the
methodology is the need to somehow ‘Compare’ the model and the problem situation yet quite what
‘Compare’ means is not adequately addressed.

The *’Comparison Paradox’ becomes evident when it is realised that the models used in SSM are
supposedly systemic whilst the nature of the real world is taken to be ‘not-established’, or unknown,
and the body of SSM literature argues against simply taking the problem situation to consist of
systems. Hence it must be that comparison is concerned with relating non-systemic phenomena with
systemic representations. Again, systems models are not purported to be descriptions of the real world
phenomena but are images that are ‘Relevant To’ the problem situation. At least in the sense that they
form the basis for useful debate about change to the situation. Taken together these two ideas are
central to any discussion of SSM and correspond to the third of five constitutive rules of SSM
proposed by Checkland & Scholes (1990). Yet it has previously been shown that the area of
Comparison both theoretically and practically has had little attention in the research literature
(Ledington & Ledington 1997, 1999, 1999) and is poorly understood. Hence the ‘Comparison
Paradox’ that lies at the heart of SSM.

If we seek, through the use of SSM to develop greater insight into the nature of management then
developing a stronger understanding of what is currently termed Comparison may provide an
opportunity for some progress in that direction. It is to the practical context of this research that
attention is now directed
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RESEARCH CONTEXT AND APPROACH

The practical context of this research is the professional management of academic research activity
and the development and management of research students. Research students is a term covering
honours, masters, and doctoral students, who are engaged in a complex knowledge-based activity.
They are simultaneously developing knowledge skills, self-direction and management skills, and
advanced communication skills, whilst conceptualising, planning and enacting research, or formal
knowledge-developing activity. The operational environment is complex and dynamic. They are
under considerable pressures from many directions including tight time schedules, and their work is
externally (and essentially publicly) evaluated. Creating an effective environment for the development
of such advanced knowledge workers, and facilitating effective progression through it, is part of the
professional role of educators in universities. It also provides a research opportunity for developing an
appreciation of management activity from the position of being an involved actor within such activity
rather than as an external consultant. The research approach adopted is action research with the same
people as both researchers and as involved actors. A research cycle involving making sense of the
experience of management ‘practice’, identification, expression and evaluation of ideas involved in
that sense-making, and the subsequent purposeful application of those ideas to facilitate ‘practice’,
has been initiated and sustained over 5 years or so.

In many ways this research context is similar to that reported by Checkland (1981) in the development
of SSM. In the original Lancaster program generations of masters students undertook action research
consultancy projects and their experiences formed the basis for data gathering and reflective learning.
They were trained in SSM and this shaped their experiences. Such a process will of course produce a
highly developed concept of the ‘practice’ of “Intervention-with-SSM”. It is perhaps therefore not
surprising that much of the debate in this area concerns itself with what may be labelled as “Soft
Consultancy™.

There are however profound differences between the Lancaster research program and our own. First,
our area of interest is everyday management activity, and not with special project activities. The focus
is on the researcher’s management of research development activity and not on the nature of the
research itself. It is not in any sense mandatory for students to use SSM or even be involved in action
research. Although the majority of student projects have been interpretive in nature there are some
that have undertaken positivistically-oriented quantitative studies. The topic areas have not been
unduly constrained, although it is also inevitable that within an institutional structure the boundaries
of the student population and their areas of interest will be limited. In general the students and
projects involved lie within the broad context of ‘Business Information Systems’. There are some
exceptions however, as for example one student is researching mass media perceptions of disability,
whilst another is extending the concept of corporate entrepreunership, and a third is utilising a version
of SSM as a management development tool. Indeed the diversity of students, their interests, and the
research methods that they adopt is a bonus.

The second difference is that our program can build upon prior work on SSM, and in particular
recognise that it doesn’t have to be used in its explicit consultancy-project version. It is that version
that has been labelled as mode 1{Checkland & Scholes 1990), or as ‘formalised novice SSM”
(Checkland & Holwell 1998). The intention is to investigate the use of SSM in everyday
management practice rather than in “unusual’ consultancy-type situations. This mode of using SSM is
labelled as ‘Interpretive Management’.

The basis for this research program is therefore to investigate to what extent SSM could be used to
make sense of, and create development in, the practice of research development management, and to
use the practice of research management to investigate the concept of Interpretive Management. The
overall learning should emphasise both the situation and SSM, and both should be seen as trying to
gain insight into Management from an interpretive perspective. In this paper however the focus is
upon research
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themes within SSM and Interpretive Management rather than the research management context.
Having thus established the context and briefly outlined the research approach underpinning this work
the focus of the paper will now turn to some outcomes from this research process.

CONTEMPORARY RESEARCH THEMES IN INTERPRETIVE MANAGEMENT

The research started with a number of SSM-oriented research themes These were primarily problems
associated with systems modelling and use, the Comparison Paradox, and the development of the EDI
concept (Expectation, Desirability, and Importance) as a basis for managing the comparison process
(Ledington & Ledington 1997,1999,1999), and the intention to move from consultancy to everyday
management situations.. The research began with the Expectation that SSM would prove useful in
making sense of, and improving, our everyday professional activities. That, in some (undefined)
sense, SSM could be taken to be a Desirable model of ideas relevant to Interpretive Management.
Finally, that adopting SSM as a starting point for the research reflected its Importance to knowledge
about ‘Systems Thinking in Management’.

The outcome of operating the research cycle has been the emergence four research themes, namely;
Engagement, Interpretive Inquiry, Interpretive failure, and Inquiry-based Modelling, and these will be
examined in the following sections.

From Comparison to Engagement

It was evident to us very quickly that most of our activity in research management and development
involved orchestrating ‘Mutual Sense-making’, or put another way creating opportunities for
structured debate. A discussion between supervisor and student, between supervisors, between
students, presentations, written work, all of these could be seen as opportunities for debate leading to
action. The situation is thus consistent with SSM. However although SSM provided a basic structure
for making sense of such debate activities the concept of Comparison as understood in the literature
was extremely limited and limiting. In the end we came to use the term ‘Engagement’ rather than
Comparison. The limited notion of comparing model and situation to see if they are mutual reflections
of each other can perhaps best be seen as a limited case of this wider notion of Engagement.

It has already been argued that Comparison is fundamental to an understanding of SSM, but,
paradoxically, that it is poorly understood. The basis for this claim can be examined in the work of
Ledington & Ledington (1997, 1999, 1999). The conventional treatment of Comparison envisages
addressing the issue of whether some version of the system expressed in a model does or should exist
in the problem situation (Checkland 1981, Davies & Ledington 1991). To achieve this the model is
used as a basis for structuring a set of questions about the situation and the situation is evaluated from
the perspective that it should in some sense reflect the nature of the model against which it is
compared. Note that this would imply that the situation is, or could be made to be, systemic; a view
that conflicts with the basic philosophical position of SSM that the situation is not (necessarily)
systemic. Further the models are built from root definitions and reflect the intuitive knowledge of the
model builder(s) concerned. The idea that somehow these intuitive models are conceptually design
ideals is surely to overstate the power and status of the analyst/modeller. There is surely no theoretical
basis for the model and situation having any form of relationship, except through the interpretations of
the analyst. Finally, the role of Comparison is seen as providing a means to structure debate about
change in the problem situation.
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Thus three ideas define the Comparison activity. First it employs activity models, second it interprets
the situation model relationship from the perspective of the model as a design ideal (does or should a
version of the model exist in the situation), and third the outcome is orientated towards change in the
situation. In our research management context we found ourselves ‘structuring debate’ using ideas in
a way akin to Comparison, but also in ways which did not always use activity models, was not using
the ideas as design ideals, and was not always orientated to direct change in the situation. We termed
this broader concept of structuring debate with formal ideas as ‘Engagement’.

The concept of Engagement extends the notion of Comparison in a number of ways. It recognises that
some relationships between situation, model and process of interpretation must be assumed. Creating
an engagement involves choosing and formalising a set of ideas (only sometimes in the form of an
activity model) which are thought to be relevant to the problem-solving activity in a specific context.
The result of an Engagement will be change in one or more of three possible outcomes, first the
situation may be reinterpreted (and hence suggest possible changes), second the framework of ideas
(model) may be re-evaluated and reinterpreted, and thirdly the relevance relationships (EDI) may be
re-interpreted. Engagement, unlike Comparison, asks how expressed perceptions from the situation
are to be interpreted from the standpoint of a particular framework of ideas, it does not assume that
the ideas are design ideals. It is not limited to the use of Human Activity System models; given that in
SSM activity systems models are claimed not to be descriptive then there is no fundamental basis for
choosing to use activity models. The choice of a ‘Framework of Ideas’ is essentially arbitrary in
principle, but formative in practice. The ideas we choose and how we express them will influence the
process of interpretation and learning, but we cannot say in advance what ideas will be relevant.
Finally, Engagement is a social process in that it involves a set of people who may be involved in
various roles, for example situation owners, idea owners, and process owners, actors, and

victims/beneficiaries.

Engagement and Comparison are summarised in table 1 below and shown diagrammatically in figs 1
and 2. To differentiate the two ideas further, Comparison is seen to be embedded within the process
called Soft Systems Methodology, whilst engagement is seen as embedded in a broader process called

Interpretive Inquiry.

Table 1
Comparison (SSM) Engagement (Interpretive
Inquiry)
Key Elements Perceptions of real situation and | Expressed Interpretations and

activity system models

Framework of Ideas

Relationship between elements

Relevance - Implicit

Explicit as Expectation,
Desirability, & Importance

Basis for Interpretation

Whether a version of the model
exists, or should exist in
situation

How framework of ideas makes
sense of expressed
interpretations

Models

Human Activity System

Not specified

Social Context

Problem-Solving and problem-
solving system

Sense-making and interpretive
management
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Figurel: The Core process of SSM
(Adopted Checkland & Scholes 1990)
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Figure 2: The Concept of Interpretive Inquiry
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Just as Comparison can be seen as a limited version of the notion of Engagement then similarly the
process of SSM is a constrained version of Interpretive Inquiry.

In relation to our experience of research management we found that SSM provided a limited concept.
Two images seem evident based upon SSM, first that of the student seeking to understand and apply a
formal model of research that is essentially taken as given. It is an image which leaves untouched both
the sense of students leaming and challenging ideas about research and also of them seeking to enact
research as ‘living” purposeful action rather than as an abstract set of ideas. The second image
provided by SSM is that of the supervisor as problem-solver evaluating student activity against
accepted models of research and giving directions for improvement. This image compares poorly with
the experience of debating ideas with students and helping them appreciate the actions that they have
already taken and thinking about how they might proceed. First the supervision was more about
continuously creating engagements, second it was less directed towards formal change, and third it
could be seen as a process of facilitating students to become more self-directed and engage in critical
self-management. Engagement by contrast provided us with a more sophisticated understanding of
our Interpretive Management activity. The Interpretive Inquiry framework allowed us to recognise
and shape our activities and recognise the range of outcomes associated with interpretive activity. In
particular two related situations that we term ‘Interpretive Failure’ and ‘Inquiry-in-Inquiry’ have been
recognised.

Interpretive Failure

‘Interpretive Failure’ usually becomes apparent through encountering students in deep distress and
intellectual confusion. Typically, a student would have adopted or developed a particular model and
sought to apply it to a case study, or as part of a data analysis, and found themselves unable to make
sense of the results. For example, a student set about examining Information Systems strategy
development using a Business Alignment Model ie. define the strategic business goals and strategy
and then align the IS strategy to support them. However in the case study situation involved this
model proved inapplicable. The Interpretive inquiry framework allowed us to identify the mismatch
between ideas and situation and to structure ways in which progress might be made such as changing
the case study situation, changing the IS strategy process model, or changing the focus of the research
itself. The possibility of such a mismatch is part of the Engagement concept but is not a part of
Comparison. Similarly another student found themselves experiencing problems because they had set
out to create major change in a situation but found that the research format they had adopted was not
action-oriented. They found great difficulty in reconciling their research motivation with the values
implicit in their research design. Again this was a situation that was recognised and tackled using the
concepts of engagement and interpretive inquiry.

An ‘Interpretive Failure’ is an interpretive paradigm parallel to the idea of not rejecting a hypothesis
when that is what all theory suggests should happen. We wondered however why students did not
recognise the situation or realise that they had indeed found something of interest. Most students we
conjecture are intensely interested in a particular topic, such as why certain enterprises adopt e-
commerce technologies and others do not, and not in some apparently obscure methodological
phenomenon such as Interpretive Failure. Again the Engagement model provided an enhanced
understanding of the issue when compared with standard SSM.
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Inquiry-in-Inquiry

One of the interesting side effects of moving to the Interpretive Inquiry model is that we began to use
it as a framework of ideas as well as a methodology. Many aspects of management activity are
involved with sense making and the idea that such activity involves creating and re-creating
interpretations seem appealing. Thus the concept of Interpretive Inquiry is relevant to real-world
activity — it is a generic concept that can be used to create Inquiry-based activity models. We term this
usage ‘Inquiry-in-Inquiry’ (see Ledington & Glen 2001 for an example).

CONCLUSION

The focus of this paper has been the experiences arising from a research program that has focussed
upon the use of SSM as an everyday management tool and upon exploring the issues involved in the
‘Comparison’ Paradox. The limitations of Comparison were explored and this led to the development
of the concept of Engagement and its wider process called Interpretive Inquiry. These concepts have
emerged in a very limited stream of research yet clearly hold some promise in extending Interpretive
Management ideas beyond the consultancy-based orientation of SSM. To this end a number of
research projects are underway to extend the use of the concepts into other areas of management.
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ABSTRACT

Soft Systems Methodology is a development of systems thinking that is especially useful in diagnosing and
addressing organisational problems in cultures characterised by pluralistic views and values. This paper
illustrates how SSM is being used by a large government agency to redesign their employment system so that it
becomes more relevant, cost effective and reliable. The initial change process involved engaging and working

with a diverse stakeholder group. The development of an “‘ideal system” through the SSM process is explored.

Keywords: Soft Systems Methodology, Employment system, Systems thinking.

INTRODUCTION

One of the challenges facing contemporary organisations is the effective management of large-scale
change. Such endeavours are fraught with difficulties, including overt and covert resistance, cost
overmuns, ineffective solution design or implementation, and creation of internal tensions (Schein,
1988, 1999; Kotter and Heskett, 1992). This paper illustrates how SSM is being used by a large
government agency to redesign its employment system so that it becomes more relevant, cost
effective and reliable.

SOFT SYSTEMS METHODOLOGY

Soft Systems Methodology was created by Peter Checkland (1981) as an answer to the lack of
specific applicability of other systems approaches to the complex area of human activity systems (see
also Davies and Ledington (1991), Checkland and Holwell (1998)).

SSM is defined by von Bulow (1989) as:

‘a methodology that aims to bring about improvements in areas of social concern by activating in the
people involved in the situation a learning cycle which is ideally never-ending’.

Systems in Management 7" Annual ANZSYS Conference 2001 Page 104



It is the alignment with social reality, that gives SSM an edge over other systems methodologies in
relation to problems involving human activity systems:

¢...we may regard the ontological status of SSM as lying in an interpretative or socially constructed
view of reality, its epistemology as the exploitation of systems constructs to structure learning, and its
research strategy as that of model building’ (Rose, 1997).

The flexibility in the SSM process is highlighted by Taylor and DaCosta (1999):

‘It is from these models (SSM) that the learning process may be undertaken as the impetus for change
may come as a result of an activity that is identified through any of these conceptual models. As
models are constructed, the direction of learning is changed and further questions are prompted about
the problematical situation’.

Mode 2 SSM is an enhancement of the original SSM (now referred to as Mode 1). It is introduced by
Checkland and Scholes (1990) and expands the methodology to consider streams of cultural analysis,
incorporating cultural and political factors.

Flood (1999:58) states that Mode 2 SSM is:

‘a conceptual framework to be incorporated in everyday thinking. The main feature of mode 2 SSM
is recognition of two equally important strands of analysis — a logic-based stream of analysis and a
stream of cultural analysis’.

THE PROBLEM CONTEXT

The employment system in the organisation was complex and expensive to run. There was little
consistency across business lines in relation to methods used or coordination of various campaigns.
Business lines were often acting in competition with one another. Staff members were also unhappy
with the process, as evidenced by letters to the organisation’s electronic magazine, and by complaints
to the internal complaints handling area.

On the basis of these and other issues, management of the organisation developed a vision for its
people systems, which included the aim to have a consistent, flexible, and effective employment
system. Given this context, a small team was set up to design and build a new employment system.
The engagement of key stakeholders was a significant issue, and the first author thought that co-
design workshops would be an ideal method to engage them. "

THE DESIGN PROCESS

After attending an SSM workshop facilitated by Prof. Robert Flood, the first author and a colleague

who was leading the ‘Employment Project’, initiated a design process using the first author’s

understanding of SSM. The design consisted of a two-day workshop, based around an SSM Mode 1

design, slightly modified, with the addition of an analysis from SSM Mode 2 of systemic viability,

cultural feasibility, and political acceptability, and a self-evaluation adapted from Checkland and !
Tsouvalis (1997). '
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At each of the workshops, the participants were split into groups of three to five. The process used
was the following design:

a) The introduction provided the context of the workshop, the strategic drivers, and related
broad organisational issues.

b) The first author explained some of the basic concepts in systems thinking and outlined the
structure of SSM.

¢) Participants were asked what they thought were the major elements included in the
organisation’s employment system.

d) Participants then were led through a seven-phased process, as outlined overleaf:

Phase 1: Problem unstructured
Draw a rich picture of your understanding of the issues and problems in the employment
system.

Phase 2: Problem expressed
Explain the picture to the other participants, and respond to questions, clarifications,
comments and suggestions by other participants.

Phase 3: Ideal systems

Name the sorts of ideal systems contained in the employment system.
Make logical links between them and choose one that is important to you, to work on for the
next day and a half.

Analyse the system in terms of its ‘CATWOE’.

Phase 4:Conceptual models

List the verbs or action words required as ideal elements of your sub-system.
Link them in an ideal process or flow map.

Phase 5:Compare and contrast

List the action words from the flow map and compare with current reality. Analyse to what
extent do we do these things now, and explain your reasoning.

Phase 6:Feasible and desirable change

Comment whether your ideal sub-system will work, and respond to the three questions of:
- Is it systemically viable?

- Is it culturally feasible?

- Is it politically acceptable?

Phase 7:Action required

Outline the actions required for the system to be implemented, including: who? — the players
involved; how? - the process required; when? — the timeframe recommended.

Evaluate the transformation required by your sub-system in terms of:

Ethical — is it legal, moral, the right thing to do?

Equitable — is there transparency, non-discrimination?

Efficient — does it optimise the use of resources?

Effective — does it deliver the organisational outcomes required?

Efficacy — is it practical and workable?

Elegant — is it a pleasing system, will it engage people?
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THE WORKSHOPS

Four workshops were run, and evaluated using a questionnaire and by verbal feedback, following
each of the workshops.

Choices of sub-systems varied such as: ‘assessment’, ‘evaluation’, ‘career planning’ and ‘retention’.
Some chose traditional titles, such as those mentioned, whereas others went for more creative names,
such as ‘welcoming and informing system’ instead of induction, and ‘keeping on board system’
instead of retention, etc.

Participants generally became quickly engaged in the tasks, and worked effectively in the small
groups, often with people they had not known beforehand.

WORKSHOP EVALUATION

The workshops were evaluated using questionnaires, containing a mixture of 5-point scale questions
and qualitative questions.

As outlined in Table 1, the use of the SSM methodology was rated as good or excellent by 87% of
applicants. 77% of participants rated their level of involvement in the workshop as fully- or mostly-
involved, 87% rated the delivery of the workshop as excellent or good, and 84% rated the objective of
‘developing an understanding of the employment system’ as fully or mostly met.

% Excellent Good Satisfactory Borderline Poor
The use of 25.8 61.3 9.7 3.2 0

SSM

Delivery of 48.4 38.7 12.9 0 0
workshop

% Fully Mostly Partly Not well Did not
Met 22.6 61.3 12.9 32 0
objective

Level of 29.0 48.4 22.6 0 0
involvement

Table 1: Ratings by participants of SSM workshops

However, it was qualitative comments that highlighted the learning which took place, particularly
around systemic understanding and complexity. Comments such as ‘it’s quite complex’, ‘culture is a
very strong factor to prohibiting new ideas’, ‘there are lots of processes that either need to be deleted
or changed’, ‘how outdated the current process is, yet how much simpler it can be’. Also, the
systemic approach ‘helps to analyse cause and effect’, ‘shows you the critical inter-dependencies and
critical components’, ‘learned how to build a conceptual model’, ‘gives a more comprehensive
understanding of complex interactions’, ‘a change in a single component of the system shouldn’t
occur without some thought of its impact on other components or the system as a whole’, ‘highlighted
the inter-linkages with other parts of the people system’.

Emerging from the workshops was a general understanding that the current system was not viable,
that a systemic design was necessary, and that stakeholders were willing to work together to achieve
it.
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PULLING IT TOGETHER

The employment project team was charged with pulling all of the information together to work on an
ideal design and circulate their design to all participants, and to other key players. Later, an agreed
design and policy was to be tested with stakeholders and prototyped before being implemented.
CONCLUSION

The SSM methodology was used to help redesign an employment system in a large public sector
organisation. Evaluation of the workshops showed a high level of acceptance of the methodology and

engagement with the process. As a result of the success of the workshops the corporate area of the
organisation is to use SSM as a tool to redesign other processes and systems.
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ABSTRACT

This paper discusses action research intervention and total systems intervention (TSI) and their application in a
not-for-profit membership based organisation undergoing strategic change. Specifically the use of strategic
assumption surfacing and testing (SAST) to explore the divergent views of managers on membership is
discussed. The effectiveness of the SAST methodology when used in conjunction with action research is

considered.
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INTRODUCTION

Membership based health related organisations are fighting for survival and relevance in a climate of
competition and rationalisation of services. These not-for-profit organisations began as support
groups, self-help groups and societies where members of the community responded to gaps in
services provided by government. Funds for activities were obtained through donations, fundraising
and group membership fees. In the process of their development these groups formalised as legal
entities such as companies, and friendly societies. The Board or Committee of Management was
usually comprised of elected financial members. As the organisations developed, they have applied to
various sources for grants to provide a range of health, housing and welfare services and have become
accountable to these funding sources as well as to the membership. This natural evolution is the
genesis of the dilemma they now face.

The purpose of the study on which this paper is based, is to use action research and systems
methodologies to facilitate the evolution from a membership-based to a professional-based service
organisation while still maintaining the commitment of an active membership. The organisation in
which the study is being conducted provides membership and services for people with mental illness,
their families and friends. It is a statewide organisation with branches and networks in urban and
rural locations. The duality of membership, as recipients of, and contributors to, the work of the
organisation (and often as elected Board members) gives rise to conflict around the purpose of the
organisation. This is compounded by the fact that the organisation is currently undergoing major
strategic change in response to five years of rapid growth in funded service.
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This paper outlines action research intefvention, total systems intervention (TSI) and strategic
assumption surfacing and testing (SAST) and their application in relation to two of the research
problems identified for the study. The two problems are:

1. How effective is the process of action research as a research methodology?
2. How useful is Total Systems Intervention (TSI) to understanding the organisation and for
facilitating strategic change?

ACTION RESEARCH

The study uses action research as the method that ‘ aims to contribute both to practical concerns of
people (including people in organisations) and to the goals of social science, via joint collaboration
within a mutually acceptable ethical framework’ (Warmington, 1980, p. 25). The aim of action
research is the same as that of science in that it is for ‘the improvement of man’s lot on earth, ...
achieved by collecting facts through organised observation and deriving theories from them’ (Bacon,
In Chateus, pxvii). The reductionist cause-effect approaches of the traditional methods of
investigation were considered by the researcher not to provide the wholeness of the interactions to
enable the understandings required. The use of action research is useful in this study as the problems
to be addressed are linked to the people of the organisation and the way they construct and experience
the reality of a change process.

Action research (Rapoport, 1970;Susman & Everard, 1978), action science (Argyris, 1992) and action
learning (Revans, 1982) are often used interchangeably and are closely linked. The approaches are
built ‘on ways of linking theory to practice so that knowledge can be action based and derived from
practice in the real world as opposed to being generated in scientific laboratories or through abstract
survey methods’ (Morgan & Kocklea, 1997, p. 297). Flood (1999), in a reference to Checkland and
Howell and the words of Argyris, defines action research as a collaborative process of critical inquiry
between the researcher and the people in the situation. This process involves the diagnosis of a
problem, issue or intention for change, proposing and implementing action and evaluating the results
of that action. The outcomes of evaluation provide useful insight into the problem though reflection
and generate further action. In this research, the aim is to contribute both to the practical concerns of
the people and the goals of management. It is an inquiry in which ideas and practice are explored
concurrently (Marshall & Reason, 1997).

There are a number of philosophical viewpoints for action research (Susman & Everard, 1978). In
this study, an ethnographic perspective is being taken that includes the researcher and the members of
the executive management (the participants) in the collection of formal and anecdotal data. It
involves direct participation in, and observation of activity of the researcher and participants and the
description, sharing and evaluation of that activity throughout the study. The evaluation involves
individual reflection within a group setting and includes all available evidence from records,
observations, and interviews used for theoretical purpose (Minichiello, Aroni, Timewell, &
Alexander, 1990, p. 165).

TOTAL SYSTEMS INTERVENTION

The systems methodology being used to complement the process of action research is Total Systems
Intervention (TSI) (Flood and Jackson,(1991) or as Flood (2001) now prefers in the context of action
research, local systemic action research. The methodology of TSI is underpinned by the philosophy
of critical systems thinking of Churchman and the critical systems theory of Habermas (Flood, 1999).
Critical systems thinking encompasses the view that different theoretical positions and methodologies
can be used in partnership to deal with the complexities of management and to achieve the maximum
development of the potential of all individuals while being aware of the social and organisational
pressures.
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Being critical has involved questioning in a way as to generate insights into the problems being
addressed so as to provide choice and a practical approach to taking action. In the context of this
study, it has been structured into the process of action research and by using the phases of TSI. It has
involved questioning to generate insights into the problems being addressed so as to provide choice
and a practical approach to taking action. It has also been used to ask questions as to which systems
methodologies could be used at difference phases of the research, why they should be used and the
usefulness of the methodologies (Flood, 2001).

Phase 1 of the process of TSI uses a range of metaphors linked to different systems methodologies to
enable the complexity of an organisation to be addressed. The use of metaphor provides the
opportunity to consider problems through familiar analogies. Where likeness exists it brings into
focus difficulties or issues that could be faced by the organisation. Once the metaphor with the best
fit has been found the nature of the problems can be identified and the systems methodology best
aligned with the metaphor used to address the issues raised. In this study strategic assumption
surfacing and testing (SAST) was identified as one methodology.

SAST is used to focus attention on the relationships between the people involved in a problem context
rather than the structures or the framework in which the relationships occur. These relationships
between stakeholders, who may be *... any individual, group, organisation, institution that can affect
as well as be affected by an individual’s, group’s, organisation’s, institution’s policy or policies’
(Mitroff & Linstone, 1993, p. 141), can be better understood through the use of the cultural and the
political metaphor. Metaphor provides a framework for understanding and comprehending
behaviours, occurrences or experiences from the basis of previously known experiences or events
which might present a likeness and is particularly useful for developing an understanding of complex
or difficult events (Clancy, 1989; Flood & Carson, 1993).

SAST is a problem solving methodology used in situations where the policy-making is complex and
where the problems and issues are inter-related and “messy” (Flood & Jackson, 1991, p. 122; Mason
& Mitroff, 1981). The specific philosophy of SAST is based on four arguments about the nature and
resolution of problems. These are that: (1) problems are strategic and are a result of organisational
complexity in which the existing management strategies can only deal with simple problems; (2)
organisations fail to challenge the accepted ways of doing things; (3) challenging the way it has
always been done requires going beyond exiting theories and requires the generation of radically
different policies and theories based on different interpretations of data; and (4) the advent of tensions
are likely to result from these interpretations.

There are four principles inherent in the SAST problem solving methodology (Flood & Jackson,
1991; Mason & Mitroff, 1981). The first is adversarial, where solutions on ill structured problems are
to be found after considering opposite positions. The second promotes participation based on the
belief that the knowledge relevant and necessary to solve problems and implement solutions is held
by a number of participants in a variety of representative groups. A synthesis of the differences
identified through principles one and two, is the third principle of integration, necessary for the
development of an action plan. The fourth principle is that of managerial mind supporting which is
based on the belief that exposure to a range of assumptions will result in managers developing an
increased insight into the problems of the organisation. These principles are supported by four
behavioural stages, group formation, assumption surfacing, dialectic debate and synthesis (Flood &
Jackson, 1991; Mason & Mitroff, 1981).

The group formation stage is based on within-group and between-group criteria using principles to
minimise internal group conflict while maximising differences between groups. To minimise internal
conflict within the group, groups are formed with members who have the capacity to get along with
each other. Whereas the number of groups formed will be influenced by the number of people
involved and the requirement to maximise the different perspectives on the problem. The perspective
of each group should be open to challenge by one or more other groups.
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The assumption surfacing stage is facilitated through the use of three techniques, stakeholder
analysis, assumption specification, and assumption rating. Stakeholder analysis involves a process of
identifying the stakeholders with an interest in the problem who in a position to influence the
implementation and outcome of the strategy. The assumptions the stakeholders hold about the
strategy and how they believe it will succeed are then identified and rated against two criteria in terms
of importance of its influence on the success or failure and on the degree of certainty that the strategy
is justified (Flood & Jackson, 1991, p. 126).

The assumption rating stage (Mason & Mitroff, 1981) includes a dialectic debate and synthesis stage.
Dialectical debate is based on a principle of defence and attack. Each group presents their perspective
and identified assumptions. These are then compared with each other. Assumptions where there is
agreement are put aside and the debate focused on those that present the key differences. The desired
outcome from the debate is a modification or synthesis of assumptions that will facilitate strategy
implementation.

To be affective, communication is required whereby differences in views can be raised, assumptions
can be checked and a mutual understanding can be developed. This process of dialogue facilitates
creative thinking and is an ‘.. .essential element of any model of organisational transformation’
(Schein, 1994, p. 1). With these views and assumptions revealed and resolved, common
understandings develop. By thinking and feeling as a group or a team, new assumptions are
developed that have a shared meaning.

Senge (1992) discusses the value of dialogue to team learning and the need to master discussion and
dialogue as two distinct ways in which teams converse. Discussion is the process by which ‘different
views are presented and defended and there is a search for the best view to support decisions that must
be made at this time’ (p. 237). Or as Schien (1994) proposes in his road map of ways of thinking,
issues that are deliberated through the process of discussion are resolved by ‘logic and beating down’
(p.2) of opposing views.

PROGRESS AND REFLECTIONS

The Strategic Problem of Maintaining the Commitment of and Active Membership

The managers as a group did not have an understanding as to who constituted a member nor the role
of membership within the organisation. At the commencement of the study the total membership,
where they were active and their role was not known. The need to know these details and to identify
other voluntary contributors to the organisation was important for the strategic directions of the
organisation to be implemented. An identified component for the transition of the organisation to a
professional organisation was the continued and active participation of members. The difference in
manager understanding resulted in limited and uncoordinated action being taken to maintain an active
membership in the functions of the organisation. The inability to take action had continued for
approximately 12 months.
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The role of members in the organisation was based on an historical perception of self-help and
advocacy for improvement in health and social well being of persons with a mental illness and their
families. However, the strategic changes to the organisation resulted in a formal structure being
introduced that placed and emphasis on both advocacy and provision of services. Not only did the
role of member involvement in services need to be defined, there was competition for member
participation between different member and service functional areas. There was also evidence that
members continued to see their role as providing advocacy and self-help (Walker & Crowther, 2000).

The SAST Process.

Following the process of stage 1 of TSI, two metaphors were identified as reflecting current thinking
about the organisation that could make sense of the difficulties and concerns of the organisation
(Flood & Jackson, 1991). These were the cultural and the political metaphor. Members of the
organisation and staff contributed to the development of the strategic plan and inclusion of a set of
stated values. While the managers participating in this research accepted the direction of the strategic
plan and the values of the organisation, they were experiencing difficulties in the implementation of
the plan to meet these values. This was evident when considering the role of members and led to the
use of SAST as a means of addressing the problem.

The SAST session was conducted using a process that had been previously established for the action-
reflection forums. Each participant had the opportunity to express his or her understanding of what
constituted a member of the organisation. Participants were asked to listen and ask questions for
clarification of meaning but to hold debate until all participants had expressed their understanding of
the problem. Discussion and debate followed. The synthesis of the debate resulted in a number of
stakeholders being identified as contributing to the organisation in a voluntary way. An action plan
was developed with key managers allocated the task to draft definitions of these stakeholders for
discussion at subsequent meetings. Two action reflection forums were conducted before agreement
on who were members and who constituted other stakeholders was achieved.

Manager Assumptions

The assumptions held by managers around the nature of membership are central to the strategic
problem. On the topic of membership a range of divergent views about members and membership
surfaced. It was clear that no progress could be made by the managers on their consideration of the
issue of maintaining an active membership until this was resolved. In the process of exploring the
managers understanding of member or membership, it became apparent that there were a number of
groups of people who contributed to the organisation in a voluntary capacity and who were loosely
considered to be members of the organisation but were not formally recognised.

There were further misunderstandings about the constituted status of members and membership. Not
all managers were aware that there was a legal definition of members and membership within the
organisation. This prompted one manager to say, ‘[this] points to a problem [if there is] confusion
between member and volunteer’ and attempted to clarify for other managers that a ‘members pays
dues and own the organisation and participate [in the organization] through advocacy. We have a
constitutional status that defines what is, who is and the role. The ultimate objective is to achieve
change [for the improvement of mental health for individuals and families]’.
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The outcome of this session was an agreement that there were a number of stakeholders who
contributed in a variety of ways to the benefit of the organisation. These were subsequently defined
and agreed to by the managers and included as a glossary in the organisational manual. In addition to
the different understandings managers held about members and membership, it was also apparent that
there was a different understanding as to the meanings associated with ‘active’ and ‘passive’
contribution of stakeholders to the organisation. While this was not addressed directly in the session,
it was addressed in the definitions.

EXAMINING THE OUTCOMES OF SAST AND REFLECTIVE PROCESSES

The SAST process used to tease out the meaning of membership and highlight the differing opinions
held by the managers was effective in that an understanding of member and membership was
achieved. This included the formal definition of membership as spelled out in the constitution of the
organisation. In addition, the recognition that there were many stakeholders that contributed to the
viability of the organisation was significant. Agreement on who were the additional stakeholders was
achieved and subsequently described. This was a significant milestone for the managers as they were
now in a position to move forward and address the strategic structures and processes necessary to
ensure the stakeholders remain active contributors to the viability of the organisation.

The process was not dissimilar to the process established for the regular action-reflection forums
established as part of the action research project. The structure put in place for the regular sessions
occurred following reflection by the researcher and participating managers on the experience of a
number of action reflection forums. These reflections identified the need to encourage participation
and in depth discussion and debate on complex problems one at a time.

The structure implemented for the action-reflection forums incorporated additional processes that
replicate the cycle of reflection in action and on action. At the commencement of the forum, the
opportunity is provided to reflect on and question personal or collective progress on issues raised and
action plans of previous forums before moving onto the task or issue of the day. The task or issue to
be addressed in the current session is then identified and agreed upon. The tasks have included both
structural and process issues of concern to the managers in their implementation of strategic change.
Each participant has the opportunity to comment on the issue while others listen. Participants then
have the opportunity to raise issues for clarification. If there is a disagreement in understanding,
either discussion or a deeper dialogue occurs and action agreed upon. The session concludes with
time for reflection on the process of the session and outcome for each participant. Key individual
learning will then be shared with the group.

CONCLUSION

This paper has briefly outlined the process of action research and discussed the application of TSI and
SAST in the context of a not-for-profit membership-based organisation. The next stage of the action
research process will address the requirement to maintain an active membership within the
organisation and to proceed with strategic change to a professional management structure. This will
involve achieving agreement on whether the focus remains on membership or is expanded to include
all voluntary stakeholders who are needed to maintain the financial and operational viability of the
organisation.
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ABSTRACT

Helping students to appreciate the ‘soft’ side of the information systems field and to develop a broad, multi-
perspective view can be somewhat problematic, particularly with students who have experienced a more
positivist approach in previous studies. The teaching ‘flavour’ of the Masters course discussed here was
essentially interpretive and explored the philosophical issues that ‘drive’ development methodologies. To help
students develop this broad view they were encouraged to take the role of a key figure in the Information
Systems area and to present their views of how that individual might undertake the development of a specific

system.

INTRODUCTION

In discussing the similarities between ‘systems engineering’ and ‘systems analysis’ Checkland (1981)
comments that these approaches assume that problems can be ‘formulated as the making of a choice
between alternative means of achieving a known end’ and suggests such a belief that real-world
problems can be approached in this way to be a characteristic that describes all ‘hard’ systems
thinking. The successful application of ‘hard’ approaches to engineering-type problems has proved to
be less than successful when the approaches were applied to the development socio-technical
information systems. It could be argued that teaching, for example, from the Project Management
Body of Knowledge (PMBOK), essentially a ‘hard’ approach, may be a dubious idea given that this
approach would appear to lead to low levels of success in the development of actual systems. On the
other hand teaching from a purely ‘soft’ position with ‘reality as a social construct’ is a difficult
process with students who have a rather more concrete view of the world. Ideally we would wish that
students faced with the development of information systems in typical organizational settings
characterized by change, political machinations, ‘e’ approaches and so on would be able to consider a
range of possible development methodologies and choose one that provides best fit with the
prevailing environment. For example, a short project of several months duration and low complexity
or social impact would probably be well suited to a PMBOK related approach, whereas a three year
project that involves organizational re-structuring would probably be more appropriately managed
from a softer perspective that keeps a careful eye on the whole of the issues rather than just a specific
projects.

It was these thoughts that guided the development and teaching of a Masters subject titled
“Information Systems Development Methodologies”, explored overleaf.
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APPROACH

The aim of the course is to introduce students to a range of information systems development
methodologies and to encourage them to consider how and under what circumstances the various
approaches, or combinations of them, may be usefully applied. Given the available time of thirty
hours contact time it was felt that it would not be viable to consider specific methodologies to any
practical depth. The approach adopted was therefore to work within a ‘hard — soft’ spectrum with the
various methodologies placed appropriately along that spectrum and to explore the relative merits of
the approaches for a variety of problem situations.

Some time was spent exploring the meaning of the term ‘methodology’, working mainly around the
views of Avison and Fitzgerald (1995) who regard a methodology as more than simply a collection of
‘procedures techniques, tools and documentation aids’, in that it should have a ‘philosophical’ view
that distinguishes it from being a method, or recipe. It was this idea of a ‘philosophy’ that caused the
students the greatest concern in the course and this will be returned to later in the paper.

The views presented in the lectures ranged across the hard and soft areas with ‘soft’ being explored in
more depth than ‘hard’ simply because this was a new perspective for most students. The traditional
PMBOK approaches were outlined and the reported levels of failure discussed. Lectures outlined a
spectrum of hard and soft approaches from Soft Systems Methodology (Checkland, 1981), Multiview
(Avison , Wood-Harper, Vidgen and Wood, 1998), ETHICS (Mumford, 1994) through Viable
Systems Model (Espejo and Harnden, 1989) and on to SSADM, PRINCE, SDLC and other ‘harder’
approaches. The problems of attempts to turn the softer, human process oriented approach, into hard
approaches was also explored by reference to Mumford’s (1994) concerns that people wanted to turn
her ETHICS approach into a software-based format.

The assignment structure used to help the students develop a critical view of the various
methodologies comprised a number of short critiques of book chapters and journal and conference
papers. These were deliberately short (1000 words maximum) to force the students to focus on key
issues and also to give them practice in structuring a reasonable argument. The final piece of work
was an individual conference-style paper of around 3500 words.

‘PHILOSOPHICAL’ PROBLEMS

Students found the idea of a guiding philosophy behind a development methodology a little difficult
to cope with at first. There were a number of comments along the lines of ‘surely philosophy belongs
in academia rather than the real world?’ The perceived gap between academia and ‘the real world’
was explored using a variety of pieces of literature including Flood (1995), who fears that too many
academics remain out of touch with the manager’s world, some being too theoretical, others wishing
to ‘prevent their precious theories from being sullied through the pollutive exercise of using them and
evolving them in this way’. Those students involved in information systems projects in their working
life were, initially, the most resistant to a theoretical or philosophical analysis of development
methodologies. The most commonly used phrase was ‘But surely that’s just common sense?’
Bringing them constantly back to literature describing failed systems kept their skepticism bounded
by the unavoidable fact that development failures are commonplace and that we need to try to
understand why this is the case and then consider a variety of possible approaches.
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The real breakthrough in helping students understand how a particular ‘philosophy’ would influence a
project was achieved through a multi-perspective session examining a single short case study from the
viewpoint of a number of significant individuals typically represented in IS/IT/Quality literature. The
objective of the exercise was for each student to attempt to express a view of the relatively simple
case study through the worldviews of a specified individual. A list of names was produced and the
names allocated to the students on a random basis. The names included Ackoff, Alavi, Avison, Beer,
Champey, Checkland, Davenport, Davies, Earl, Espejo, Flood, Galliers, Hammer, Hirschheim,
Jackson, Khosrowpour, Klein, Linstone, Martin, Mason, Mitroff, Mumford, Newell, Nunamaker,
Simon, Turban, Utterback, Von Bertalanffy, Wood-Harper, and Yourdon.

Students first produced a biography for each ‘player’ and then went on to explain how they thought
‘their’ player would have tackled the case study. One enterprising student e-mailed ‘their’ person,
mugch to the dismay of some other students who complained that ‘their’ person was dead! The session
was treated fairly light-heartedly but it very quickly became evident that it had a strong impact on the
students. As each student presented ‘their’ credentials and argued their case for their particular
approach to be adopted for the common project the students began to understand the notion of an
underlying world view.

CONCLUSION

The use of critiques of a number of short papers and chapters supported by the development of a
Toulmin-based (1958) approach to critically evaluating the material provided a vehicle for students to
grasp some of the ideas of the ‘philosophy behind the methodology’. They still found the softer
development approaches to be difficult to conceptualise in the real world and had problems seeing
how some approaches, especially those that are action based and apparently open-ended, could be
married with the need to generate schedules and meet milestones etc. However, most recognized the
potential value of choosing appropriate methodologies rather than following a traditional approach
and felt that the softer approaches, particularly Multiview, offered useful and practical possibilities.

The more mature students, ie mainly those in work, probably gained more from this course than the
younger ones as they were able to recognize the complexity of typical work environments with their
inherent personal and political agendas, resistance to change and other real world features. One
student in particular, who was closely involved with the problems of a merging of project groups in
her organization was initially quite hostile to any methodology other than the one she had previously
used. By the end of the course she was able to be more objective and critical of both her own views
and those of the people who wished to introduce a new methodology to the organization. She felt that
she was able to mount a cogent and well-structured argument that recognized the potential values and
problems of the various methodologies available to the organization.

This course will be developed further as it moves into ‘distance’ and web-based format and this may
pose challenges in preserving the key issues of debate, philosophy and the link between theory and
practice.
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ABSTRACT

Information technology (IT) evaluation is an area of research that has received limited attention in the
construction and engineering literature. Yet, the justification of investments in IT is one of the many challenges
Jfacing managers in the construction industry today, as there is an ever-increasing demand for organisations to
improve their performance and productivity. In developing a deeper understanding of the evaluation process,
this paper presents a review of IT evaluation in construction from a benefit and cost perspective. In addition,

challenges of future IT cost evaluation research in construction are identified in the conclusions.

Keywords: IT, evaluation, investment justification, direct and indirect cost portfolios.

INTRODUCTION

Information technology (IT) evaluation is defined as “a process that place at different points in time or
continuously, for searching for and making explicit, quantitatively or qualitatively, all the impacts of
an IT project”. The justification of investments in IT is one of the many challenges facing managers
in the construction industry today, as there is an ever-increasing demand for organisations to improve
their performance and productivity. The evaluation of IT investments, as well as the IT function, has
received widespread attention in the IT and business literature. Yet, it remains relatively unexplored
in construction, albeit limited to a few studies. The IT literature is replete with innovative attempts to
surmount the theoretical problems of IT evaluation, such as conventional financial and economic
evaluation techniques (Brynjolfsson, 1993), (Brynjolfsson and Hitt 1996), return on management
(Strassman, 1988), information economics (Parker et al, 1988). In addition, others have proposed
taxonomies of methods such as Cronk and Fitzgerald (Cronk and Fitzgerald, 1997) and Irani and Love
(Irani and Love, 2001).

Many of the evaluation methods that have been proposed, especially those in construction (Andersen
et al, 2000) (Marsh and Flanagan, 2000), fail to address the complexity associated with decision-
making as well as provide management with a strategic framework for determining the ‘true’ cost of
their IT investment. The reasons for this are that they tend to neglect the indirect (organisational and
human) costs of IT (Love et al, 2000a). Lefley and Sarkis (Lefley and Sarkis, 1997) have found that
the investment justification processes used by management are typically based on traditional appraisal
techniques. Such traditional techniques, however, lack the preciseness in definition and results that
management expect. Irani and Love (Irani and Love, 2001) have found that management tends to be
myopic when considering IT investment decisions, primarily because they have no framework to
evaluate their investments. In addition, management gives less attention to the ‘hidden’ or indirect
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costs surrounding IT, which can be up to four times greater than its ‘direct’ IT cost component
(Hochstrasser, 1992).

The implications of ignoring ‘indirect’ costs can therefore have far-reaching consequences for
construction firms, as they are dependent on cash flow to support their daily business activities. In
fact, many construction firms only realise the significance of these additional cost factors once they
have actually developed their IT infrastructure (Li at al, 2000). It would therefore appear that poor IT
decision-making can result in financial losses, which can translate into a loss in competitiveness, and
perhaps jobs. The costs associated with such losses are invariably passed on to the client and other
members involved with the construction firm’s business and project related processes. In developing
a deeper understanding of the evaluation process, this paper presents a review of IT evaluation in
construction from a benefit and cost perspective. In addition, challenges of future IT cost evaluation
research in construction are identified in the conclusions.

INVESTMENT JUSTIFICATION OF IT

There is an implicit assumption in most of the construction IT evaluation literature that while IT
benefits can be difficult to ascetain, it is often assumed that the identification and calculation of [T
costs are relatively straight forward process. According to Andresen et al. (Andersen et al, 2000) and
Love et al. (Love et al, 2000a) IT costing is a difficult, complex and a time consuming process as both
business and project activities need to be costed. Even experienced accountants are often stymied by
the problems they face when it comes to recording and calculating the costs of IT due to differences in
interpretation and organisational politics. The reason for this is that the traditional concept and notion
of IT penetration has been superseded, by the broader notion of information systems that have wider
organisational implications (Liebenau and Blackhouse, 1990). A further complication with IT
evaluation is that cost may be seen through the lens of an accountant or manager, which may result in
different intepretations of costs as there tend to be significant differences between their two mindsets.
For example, accountants generally accumulate data in order to be able to answer the question of what
was actually paid to achieve a specific objective that offers a financially tangible return, whereas a
manager may consider the question of investment alternatives and therefore include opportunity costs
in their evaluations, albeit implicitly.

BARRIERS TO IT EVALUATION IN CONSTRUCTION

Research into the justification of IT suggests that the decision making process is one of the major
barriers to the implementation of new technology (Lefley and Sarkis, 1997). The factors that generally
have an impact on the adoption of IT and the problems of IT evaluation particularly benefits and
costs, are not unique to the construction industry. Yet, the problems associated with assessing
benefits and costs seem to be more acute in construction than other industry sectors because of the
industry’s structure, fragmented supply chain and under capitalisation (Andersen et al, 2000) (Marsh
and Flanagan, 2000). Considering these unique industry characteristics, it has been suggested that IT
investment evaluation in construction should consider costs, technical issues, means of
implementation, risk assessments, procurement strategy, and the likely benefits that will result from
the implementation of the IT (Construct IT Centre for Excellence, 1997).
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The process of investment justification has been identified as a major barrier to implementing IT in
many construction firms (Andersen et al, 2000), (Love et al, 2000a). A lack of awareness about
information and communication technologies coupled with an over reliance on cashflow contributes
to making the processes associated with IT investment justification a burdensome process for many
managers (Love et al, 2000a) (Irani el al, 2001). Consequently, managers may view the justification
process as a ‘hurdle’ that has to be overcome, and not as a technique for evaluating the worth of
implementing IT. This has serious consequences, as during the preparation of an IT proposal,
managers may spend too much time and effort investigating technical aspects of IT and thus become
committed to the belief that from a technical perspective. Moreover, managers may be easily
susceptible to persuasion by software developers and consultants, and be prepared to accept untypical
demonstrations, which show unrealistically high levels of savings (Irani el al, 2001). Hence,
managers may focus their efforts on trying to identify and estimate maximum benefits and savings, at
the expense of overlooking the ‘full’ cost implications of IT.

The inability of construction firms to quantify the ‘full’ implications of their investments in IT; from
both a cost and benefit perspective questions the predictive value of those justification processes that
are dependent on traditional appraisal techniques (Irani et al, 1998). There remain, however, serious
implications with not carrying out a rigorous evaluation process. Small and Chen (Small and Chen,
1995) point out a lack of management guidelines that support investment decision making may force
organisations to adopt one of the following positions:

o refuse to implement an IT infrastructure that could be beneficial to the long-term competitiveness
of the organisation;

e investin IT as an ‘act of faith’; or
use creative accounting (assigning arbitrary values to benefits and costs) as a means of passing the
budgetary process.

The costs associated with IT are often perceived to be easier to estimate than the benefits, though
Hogbin and Thomas (Hogbin and Thomas, 1994) argue that this is rarely the case. The costs
associated with IT implementation appear more tangible in nature. The reasons for this are that the
assumptions and dependencies on which they are based are often not fully acknowledged, or are
poorly understood by management. Indeed, it is considered widespread practice during the
investment decision making process to account for the upper estimates for costs and the lower
estimates for benefits (Hogbin and Thomas, 1994). However, this heuristic appears not to be solving
the problem of IT projects running over budget, as much of the problem lies in management not
‘fully” understanding IT cost portfolios. Here there appears to be a dicotomy, with the need to identify
costs to support their management, which in turn contributes towards their control. There might also
be political and organisational reasons for not understating the cost implications of an IT investment;
the main one being the need to gain support for, and acceptance from senior managers. Farbey et al.
(Farbey et al, 1993) found that those responsible for implementing IT in organisations often ignore the
“full’ cost implications of their investment and thus advocate optimistic estimates of benefits and cost
savings. In this instance, the failure to identify the ‘full’ cost implications, when combined with the
use of over optimistic savings and benefits, may result in several extra years of use to achieve
expected financial returns.
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INVESTMENT APPRAISAL TECHNIQUES

Traditional investment appraisal techniques, such as Return on Investment, Internal Rate of Return,
Net Present Value, and Payback approaches are often used to appraise capital investments in IT
(Ballantine and Stray, 1999). Yet, these techniques are based on conventional accountancy
frameworks and specifically designed to assess the ‘bottom-line’ financial impact of investments by
setting direct IT-related costs against quantifiable benefits. Consequently, many management
executives are not comfortable with the available set of tools and techniques used to justify their
investments in IT. Consequently, has Currie (Currie, 1995) suggested that when evaluation
techniques are used they are simply required to support business decisions that have already been
made.

Irani and Love (Irani and Love, 2001) and Serafeimidis and Smithson (Serafeimidis and Smithson,
2000) have suggested traditional appraisal techniques offer an inappropriate prescription in today’s
technology era and are therefore regarded as being unable to accommodate the wider human and
organisational implications associated with technology. However, as more organisations realise that
such techniques are unable to accommodate strategic benefits and ‘indirect’ costs, many are left with
the quandary of deciding which approach to use. Consequently, there has been ubiquitous debate
about the types of techniques that constitute meaningful justification (Small and Chen, 1995)
(Ballantine and Stray, 1999). The vast array of traditional and non-traditional appraisal techniques
leaves many organisations with the quandary of deciding which approach to use, if any. Research
undertaken by CIRIA (CIRIA, 1996) in the UK and Love et al. (Love et al, 2000b) in Australia found
that the organisations in the construction industry do not use any form of cost-benefit analysis to
evaluate their IT investments.
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Figure 1. Taxonomy of investment appraisal techniques
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Love et al. (Love et al, 2000a) noted that construction organisations using traditional approaches to
appraise their IT often do not know how to measure the full impact of their IT investments.
Furthermore, Irani (Irani, 1998) suggested that evaluation techniques exclusively based on standard
accounting methods simply do not work for organisations relying on sophisticated IT environments to
conduct their business. While the construction industry currently does not rely on sophisticated forms
on IT to support its business and project activities, the processes used to deliver projects are, when
compared to other industries. Information and communication technologies have the potential to
revolutionise the way that business is conducted and projects delivered in construction (Aouad, 1996)
(Betts el al, 1999). Although, it must be acknowledged that simply automating existing processes will
not provide benefits and cost savings to construction organisations.

In essence, the organisational culture, behaviour and structure of the business organisation and
projects needs to change and therefore strive toward becoming an adaptive learning organisation that
will support the leveraging of IT (Love and Gunasekaren, 1997). In addition, construction
organisations will need to embrace non-traditional evaluation methods so that they can account for
complexities associated with their business and project environments. Noteworthy, construction
organisations need to realise that IT investments do not usually constitute an end in themselves but,
are generally part of wider business re-organisation in which IT has a specific role (significant or
otherwise). In such cases, it is important that the investment in the wider business change is also
evaluated in conjunction with the IT.

IDENTIFICATION OF IT COSTS

Initial cost estimates that contribute towards determining the level of IT investment required are often
governed by the performance characteristics that are established by an organisations IT manager
during the system requirements planning stage. Yet, such estimates of system costs are often
restricted to the architecture and infrastructure of the system and therefore tend to solely focus on:

hardware and software performance required to process types;

data volumes of transactions;

the development work content needed to provide a given set of functions;

shared processing facilities, for example, terminals/peripherals and networks;

functions that are extra to a given users’ immediate requirement. For example, mandatory
security facilities;

system design factors that might protect performance in the long-term but which have short-
term development costs;

ongoing operating expenses;

the balance of development costs against eventual maintenance costs;

weakest links in the network topography;

network architecture and associated hubs, routers and gateways;

file server facilities and in particular dedicated servers; and

network security such as firewalls.
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In addition to identifying architecture and infrastructure costs, there is the issue of whether project
cost implications should include indirect cost factors. While these cost factors need to be included in
an IT evaluation exercise the process as to sow they are calculated is an area that has not been
adequately addressed in the construction IT literature (Love et al, 2000a). In the case of a new
system, which can use available processing power, the investment cost may be calculated, as a
marginal cost of the processing power needed to run the extra application (Irani, 1998). This marginal
cost may be acceptable for one new individual system but will lead to an underestimate of the total
costs for the entire systems being implemented, especially when the full processing costs include
operating and management expenses. Once the initial cost estimates of a proposed IT system has
been decided and the system justified, a process of recording the cost implications and allocating
these cost factors to departmental budget often begins (Remenyi et al, 2000) (Banister, 2001).

This process is known as ‘charge out’ and is where the project costs are offset against the benefits
achievable (Hogbin and Thomas, 1994). This management process has evolved from where IT costs
were once all in a centralised IT department. However, many IT costs in construction are often
incurred and accounted for at a departmental level or for specific project, with each department or
project purchasing their own hardware and software, and sending people on training courses from
their own departmental or project budget. Hence, without some structured mechanism of allocating
cost implications at a departmental or project level, it would appear to be extremely difficult to keep
track of exactly sow much expenditure is IT related in construction organisations.

DIRECT COST PORTFOLIO

‘Direct’ IT/IS costs are those that can be attributed to the implementation and operation of new

technology. Although these costs often go beyond the initial user specification of the system, it is the

focus made by management on these aspects, which often dictate the projects' budget, and ultimate

justification (Remenyi et al, 2000) (Banister, 2001). ‘Direct’ IT costs are often underestimated and go

beyond the obvious hardware, software and installation costs (Hogbin and Thomas, 1994). These

costs may also include unexpected additional hardware accessories, such as increases in processing

power, memory and storage devices. Installation and configuration costs are also classified as direct

costs, and typically include consultancy support, installation engineers and networking

hardware/software. Table 1 provides a summary of direct IT costs, which were reported from a case ,‘
study that explored the IT evaluation process in a contracting organisation (Love et al, 2000a). .
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Classification of Direct Costs

Direct IT Costs

Environmental Operating Costs.

Hardware Costs

Sofiware Costs

Installation and Configuration Costs.

Overheads.

Training Costs.

Maintenance Cost.

Un-interuptable power supply

File server

Dumb terminals

Backup tape streamer

Network printer

Key vendor software module

Relational database software

Additional networking software
Consultancy support

Network wiring, junctions and connectors
Installation hardware

'In-house’ customizing time
Re-engineering of business processes to suit software.

Running costs: electricity; insurance premium rises.
Consumables, Toner cartridges, disks, and paper

Database software course
Yearly service Contract (Hardware)

Database user group fees

Table 1. Taxonomy of direct IT costs
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INDIRECT HUMAN COST PORTFOLIO

It is increasingly recognised that the ‘indirect’ costs associated with the adoption of IT that are more
significant than the ‘direct’ costs identified in Table 2 (Irani, 1998). However, it is the illusive nature
of these costs that make their identification and control difficult and cumbersome to determine
(Andresen, 2000). In trying to calculate these costs Love et al. (Love et al, 2000a) and Irani and Love
(Irani and Love, 2001) have suggested that such costs can be classified into human and organisational
factors as noted in Tables 2 and 3.

Indirect Human Costs IT Cost Factor
Management/Staff Resource Integrating computerised administration and control into work
practices
Management Time Devising, approving and amending IT/IS and marketing and

procurement strategies

Cost of ownership: System Support Vendor support/trouble shooting costs

Management Effort and Dedication Exploring the potential of the system

Employee Time Detailing, approving and amending the computerisation of
estimating, cost planning, planning and project/contract
administration

Employee Training Being trained to manipulate vendor software and training others

Employee Motivation Interest in computer-aided estimating and planning reduces as

time passes

Changes in Salaries Pay increases based on improved employee flexibility

Staff Turnover Increases in interview costs, induction costs, training costs based
in the need for skilled human resource

Table 2. Taxonomy of indirect human costs

Indirect Organisational Costs IT Cost Factor ’,
Productivity Losses Developing and adapting to new systems, procedures and guidelines |
Strains on Resources Maximising the potential of the new technology through integrating

information flows and increasing information availability

Business Process Re-engineering The re-design of organisational functions, processes and reporting
structures ;
Organisational Re-structuring Covert resistance to change ‘

Table 3. Taxonomy of indirect organisational costs
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Love et al. (Love et al, 2000a) found that management time was the most significant indirect cost
experienced by construction organisations. Invariably management time is spent leading, planning,
and organising the integration of new systems into current work practices. The result of
implementing newly adopted technologies may also force management to additional spend time
revising, approving and subsequently amending their IT related strategies. In addition, a significant
amount of resources may also be used to investigate the potential of the IT, and in experimenting with
new information flows and modified reporting structures. System support and trouble shooting are
other indirect costs that are often overlooked. Indeed, many firms are now finding it quicker and more
efficient to employ their own technicians to provide this service. According to Love et al. (Love et al,
2000a) this appears to be the preferred option for construction organisations, over the reliance on
software vendors, who initially try to solve the problems remotely, and when unable to, then make
personal visits that add to the cost of the system.

System support costs can be substantial and therefore needed to be accounted for in the evaluation
process. Research undertaken by Wheatley (Wheatley, 1997) found that a third of respondents could
not estimate the cost of IT supporting IT in relation to the technologies original purchase price. Those
respondents that did provide an estimate thought the cost to be a small fraction of the original cost of
acquisition to be less than 20% of their original purchase price.

Another ‘indirect’ cost may result from employees developing new skills, and therefore increasing
their flexibility/overall contribution towards the organisation (Love et al, 2000a). After, employees
have developed new skills they may request revised pay scales or leave to go to competitors. Clearly,
such ‘indirect’ costs associated with employee pay and rewards, together with the cost implications of
increases in staff turnover need capturing, and bringing into the IT decision making arena.

INDIRECT ORGANISATIONAL COST PORTFOLIO

‘Indirect’ costs are not simply restricted to human factors but encompass organisational issues as well.
Organisational costs are caused by the transformation from old to new work practices, based on the
impact of the new system. At first, a temporary loss in productivity may be experienced, as all
employees go through a learning curve while adapting to new systems, procedures and guidelines
(Remenyi et al, 2000). This also involves employees being trained and training others.

Additional organisational costs may also be experienced once the basic functions of the system are in
place. These costs are associated with management's attempts to capitalise on the wider potential of
the system at the business and project level. Further costs include management's attempt to integrate
information flows and increase its availability.

As pointed out by Hochstrasser (Hochstrasser, 1992), companies with extensive IT infrastructures in
place, tend to change their corporate shape, by reducing the number of management levels. This is
often achieved by re-defining the role of many management functions, through increasing their
flexibility and overall contribution to the organisation. The costs of organisational restructuring are
considered to be expensive, particularly if isolated groups within the company resist change, and are
unwilling to make the transition. These costs therefore need acknowledging and building into a
justification costing structure.
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CONCLUSION

This paper has presented a review of the IT evaluation placing particularly emphasis on complexities
and problems often encountered when trying to justify IT from a cost perspective. There has been
limited research in the construction on IT evaluation and it would appear that there is a need for
construction organisations to approach IT evaluation in a structured and robust way if they are to
leverage the ‘full’ benefits of IT. In particularly, IT evaluation research in construction needs to
address the indirect costs (human and organisational) associated with the lifecycle IT projects.

While the construction organisations seek to leverage the benefits of IT, they should not under
estimate the increasing portfolios of indirect costs that may also occur. As this cost-centric concern

increases in importance, constructions organisations will need to better position themselves to identify

indirect costs, thus enabling management to maximise the benefits and control their IT expenditures.
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ABSTRACT

This paper describes the application of the ‘Soft Systems Methodology’ (SSM) to a real world situation. An
investigation was conducted relating to the use of Web based services as provided to a University educational
department and conclusions made based upon applying SSM. This paper is an account of this study as derived
from an exhaustive SSM application process. The results indicated that there were conflicts, issues and some
scrutiny required between particular areas within the department The Soft Systems approach to system
engineering enabled the identification of these issues and a prioritisation of their importance for implementable
changes, from a human activity point of view.

Keywords: Soft Systems Methodology, Systems Analysis, User Requirements.

INTRODUCTION

The Soft Systems Methodology was inspired by the failure of systems engineering when attempts
were made to use conventional systems engineering approaches for management problems. ‘The
‘manager’ tries to ‘improve’ situations which are seen as problematical-or at least less than perfect-
and the job is never done because as the situation evolves new aspects calling for attention emerge
and yesterday’s ‘solutions’ may now be seen as today’s problems.” (Checkland and Scholes, 1990).
The method attempts to alter systems theory into a practical methodology, based on the theory that the
“whole” is important, when designing systems, and that by negating an analysis by breaking up the
“problem” into small sections you actually lose the focus. This is especially so when considering the
human involvement in the analysis and design of systems, in part because these systems are complex
and the human components may react differently when examined singly to when they play a role in
the whole system (Avison & Fitzgerald, 1997).

The design of this methodology incorporates the re-examination of systems ideas in order to link them
to the tradition of scientific thinking from which systems thinking purposefully evolved. This
approach is based on neither theory nor practice but rather sees each as the source of the other. The
SSM has some noticeable benefits for systems engineering. Importantly the focus is on users and
their interaction (human activities) with the system in question. This is significant since it allows the
analyst to examine, learn and understand the whole human situation as opposed to conventional
techniques that concentrate on identifying costs/savings, staffing changes, developing user
requirements and identifying equipment and software needs. Soft systems has been developing over a
number of years, this can be shown by the following trends in regards to SSM(Checkland and
Scholes, 1999):

Stage 1: 1972 Blocks and Arrows
Stage 2: 1981 Seven Stages
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Stage 3 1988 Two Sterams
Stage 4 1990 Four Main Activities

The authors wanted to used SSM to try and determine some key issues in regards to web-based
information systems. Looking at how users within an organisational department interact and use web-

based information systems. The department analysed was an educational department within an
Australian University consisting of 45 staff. This paper is based upon the results of that study.

SOFT SYSTEMS METHOD

The seven steps of the SSM are depicted in Figure 1.

i TT—

/" 1. Define the
[Problem Situation:
Unstructured

the Problem
Situation

Conceptual
Thinking

Figure 1: The Seven Steps of SSM

The next sections will detail the SSM approach (based on figure 1) used to analyse the departmental
based services. The stages are described at each iteration of the process.

Step 1 — The Problem Situation: unstructured

The first stage of the methodology are concerned with expressing an unstructured situation. In this
case the aim was to uncover and define discrepancies within the department between interacting
parties with regard to the Web based services that are provided.

Despite there being some structure to the approach of decision making within the department, there
exists some vagueness in terms of what needs to be done and the communication practices currently
in place.

Finding out more about this problem involved the following steps:
e Identifying the departments within Computing and Mathematics and parties involved e.g

Administration, Teaching, Student;
o Talking to the persons involved interviewing the identified parties;
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e Defining communication structures between parties;
e Determining locations of and processes between information sources;
e Gauging views of individuals and prevailing issues.

Typically other additional investigative techniques such as reading current and past reports and other
documents would be conducted here.

Step 2 — The Problem Situation: Expressed

In stage two the situation has been represented pictorially, using a device called a rich picture. This
reflects some of the richness of the circumstances being examined. Based on interview responses, a
set of attributes were derived of the department. These included structure, people, processes,
conflicts, issues, scrutiny. The rich picture of the department can be found in figure 2 at Appendix A.

These attributes were integrated to form the final rich picture, (see figure 2) developed by
concatenating the individual rich pictures from each subsystem. The result of these two stages was
the binding of all the collected factors that influence the Computing and Mathematics Department and
the creation of a complete picture indicating what is really going on. From here the investigation
temporarily leaves the real world and the systems thinking phase is entered in stages three and four.

Step 3 - Root Definitions of Relevant Systems

Step three of SSM requires the extraction of what is termed a root definition. The derivation process
is based on first creating a CATWOE chart which basically gives the analyst an overview of a
system’s characteristics (Patching, 1990). CATWOE is an acronym that covers the six following
attributes of a system.

Explanation of CATWOE Chart

C = Customer — who would be victims/beneficiaries of the purposeful action?
A = Actors — Who would undertake the activities?
T = Transformation Process — What is the purposeful activity?
Expressed as: Input = Transformation process = Output
W = Weltanschauung (Worldview) — What view of the world makes the definition
meaningful?
O = Owner — Who could stop this activity / make or break the system?
E = Environmental factors — What factors affect the environment?

The authors have included an illustrative CATWOE, there were a large number developed to describe
the departmental functionality and sub systems.

The (A} are mainly influenced by the (O) and have the task of completing (T) within (W)
Constraints include (E). These tasks are completed for the benefit of (C).

Teaching Staff - CATWOE Chart

C = Students and Teaching Staff
A = Teaching Staff
T = Use of web-based services and personal consultation as well as other information
services to as is required
W = To provide the most effective and efficient education and research practise to students
and other staff
O = Head of School
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E = Time, financial, technological and school enforced restrictions

Teaching Staff - Root Definition

The (Teaching Staff) are mainly influenced by the (Head of School} and have the task of
(providing the most effective and efficient education and research practise to students and
other staff) by (use of web-based services and personal consultation as well as other
information services as is required). Constraints include (Time, Finance, Technology and

School enforced restrictions). These tasks are completed for the (Students and Teaching
Staff’s) benefit.

Step 4 — Conceptual Modelling

Step 4 of the SSM is reliant on discussion that leads to the creation of what are called conceptual
models. The building of conceptual models is based on taking systems and mapping them into what is
called a Human Activity System (HAS). Each HAS is expected to have approximately 7 +/-2
activities involved which are depicted as being linked pictorially by arrows. There is no set pattern or
model to these HAS and they are subject to change. It is expected that the HAS will form a
relationship which is able to follow the life of a process. The analysis that took place led to the
creation of six conceptual models and a conceptual model key. The complete conceptual model is
shown in figure 3 at Appendix B.

Step 5 — Comparison of Conceptual Models and Problem Situations

During the fifth step of SSM a comparison between the rich picture and the conceptual models took
place and from this an overall agenda for change was derived. Other changes that are required during
this step are adjustments to root definitions and conceptual model based on findings in this step. The
findings showed that no changes were required within the generalised root definitions and only minor,
access related as opposed to process related steps were deemed changeable within the conceptual
models. The systems' conceptual models (Soft Systems - Step 4) show how, in a “perfect world’, the
department would be conducted with regards to web and computing services. Table 1 depicts the
problems and concerns which can be derived from reading and understanding the real world
representation of the system, the rich picture (Soft Systems - Step 2).

Section of Associated Problems and Concerns
School

Teaching ITS — Conflict, Issues

Access to STUDENT DB is slower via the web than server
Video link lacking technology

I must ask ADMIN for access to academic history

Slow DB access

WebCT—class sizes? Permission to modify

Third party required for info update

» Slow access—too many users

e Report printing from Callista is poor
Technical Support — Conflict, Issues

e Procedures are “ad hoc” “no scheduling” of Web updates

e Slow DB access

o Slow access—too many users

Table 1: Teaching subsystem for department and associated problems

Systems in Management 7" Annual ANZSYS Conference 2001 Page 135




The following list is an extraction from a larger agenda and is included for example purposes. This
agenda is based on the problems and concerns that were highlighted in the previous four steps in this
methodology. The list is numbered for future reference to the problems and is in no particular order.

Agenda for Change

1. Possible video link upgrade.
2. Standardisation of e-mail reply times between groups so that communication is
more efficient.
3. Look at ways of standardising, informing and scheduling with regards to software
image updates. )
4. Allow web updates to be completed by authorised parties as opposed to requiring
third parties to complete the changes.
5. Look at upgrading the report printing that is available currently from the student
database

Step 6 — determine desirable and feasible changes

The sixth step of SSM requires discussion and presentation of the desirability, acceptability and
implementability of solutions to problems that were listed in step 5. The following table is based on
the agenda for change in step 5 with the numbers referring to the corresponding problems as

illustrated by table 2.

Prob.No. | Desirable | Acceptable | Implementable Comments Code

1 » STA » Currently this medium is sub- Blue
standard.

2 »» » " Not easily doable. Reply time is | Red
dependent on too many human
factors.

3 > STA - Standardising this process, may | Red
not allow for change to occur,
1.e., Software Updates

4 »-» STA = Security requirements outweigh | Red
the need for this capability.

5 » > STA Resource & budget limitation Gray
feasibility limitations

» = Positive Attribute

++ = Negative Attribute

STA = Subject to Authorisation

Table 2: Presentation of the desirability, acceptability and implementability of changes

If a cross were received in any of the classifications it came about mainly because of discussion which
led the group to believe the action would result in an overall negative change to the school of
computing and mathematics. A tick basically meant that discussion allowed us to see the positive
side of a particular change within the school. Two ticks meant that discussion about a particular
attribute showed an extremely positive reaction would occur if this change was implemented. A
subject to authorisation (STA) tag came about due to discussions where our group believed that a
particular problems attribute would be better discussed within particular committees as opposed to
decision being made solely on the basis of our groups limited knowledge regarding certain specialised

situations.
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A colour coding scheme was also used to help classify the problem solutions in to four main groups
as shown by Table 3.

Classification Colour
Not implementable. Possibly desirable and/or acceptable. Red
Desirable and/or acceptable but implementation STA Gray
Desirable and implementable. Acceptability STA Blue
Positive in all attributes Green

Table 3: Solution prioritisation colour code scheme

These tasks were then prioritised in such a way so that any green coded tasks were grouped and
ordered, and so on through blue and grey coded tasks. Red coded tasks were dropped from
consideration due to the aforementioned characteristics of these tasks. After completing these
analyses the group then discussed what changes needed to be made to the root definitions or
conceptual models. From this discussion it was concluded that no root definition adjustments were in
order and only minimal concept model changes were required.

Step 7 — Take Action To Improve The Situation

Step 7 requires a final implementation order of any changes recommended in the sixth step. This
must include details of where responsibilities lie for correct and efficient completion of the set tasks
as well as justification of the ordering of the tasks. The problem numbers for the tasks still apply
within this table. A selection of tasks derived from a larger prioritised table is depicted in Table 4.
The responsibility column shows the groups within the school will be responsible for the tasks to be
completed.

Priority Problem Description Responsibility Colour

3 Regular and scheduled renewal of student and Administration Green
staff information such as e-mail address, home CM tech. supp
address, phone no. Etc.

4 Look to increasing access capabilities to students | CM tech. supp. Blue
and staff. Web committee

7 Possible video link upgrade for improved CM tech. supp. Blue
communications. Web committee

9 Look at upgrading the report printing that is ITS Gray
available currently from the student database, CM tech. supp.
Callista. Administration

Table 4: List of prioritised solutions to problems

The major reason for ordering in this fashion was to make sure the most readily possible solutions
were given a higher priority than tasks that were less likely to occur for many reasons such as lack of
funding or the lack of likelihood of the project going ahead at all. Secondly the tasks were ranked on
the way they would assist students to improve their study, as this is the major role of the school as
designated within the root definitions. Administration based tasks tended to be rated on a much lower
priority level.

It is important to remember that the SSM can have a range of outcomes from a fully implementable
set of changes along with plans and quotes etc. to a set of recommendations based on discussion with
both system users and amongst a group. In this case the outcome was a simple set of
recommendations based on systems analysis intuition and no timetabling or scheduling other than job
prioritisation will be offered.
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CONCLUSIONS

The use of SSM has showen that there were far more problems, concerns, issues and conflicts within
the department than would be expected. The models, both real world and conceptual, that were
derived will be quite helpful for any future overviews that may be taken by any other analytical group.
There were a number of problems that were highlighted throughout the analyses and these have been
presented in a prioritised list of possible changes. SSM is effective in helping to understand where
problems occur and where conflict exists but, tends not to show where good communications and
policy examples are in place, which could assist planning.

As mentioned within the text, a more inclusive consultation schedule over the duration of the project
would have been far more useful to the outcomes of the analyses. This more inclusive approach
would have allowed more scope for understanding the changes that were depicted as being 'Subject
To Authorisation' (STA). Another positive that would have eventuated from this improved
understanding is that recommendations that were made could also have been carried on into the
scheduling and possibly the implementation stage.

Overall, this project has allowed for a far more advanced understanding of exactly what processes,
especially web-based processes, take place within the department analysed. To this end the SSM as a

way of conducting systems analysis and obtaining user requirements, will become ever so more
apparent for managers dealing with undefined systems in an unstructured environment.
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Appendix A
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Figure 2: Rich Picture of current situation as derived from interview responses
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Appendix B
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Figure 3: Overall view of the conceptual model
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ABSTRACT

This paper is based on findings from field research that identified local rules in organizations. It discusses these
findings into a set of propositions that may explain the operational dynamics of local rules and the processes by
which local rules survive or become extinct. The central metaphor for this discussion is that of the fitness
landscape developed by Kauffman (1989) and Holland (1989). This metaphor provides a useful framework for
understanding how stable and predictable patterns of behaviour develop in organizations. It is proposed that
local rules have localities of action on fitness landscapes and that there is a set of conditions for their
establishment and continuation based on the interactions across the locality boundaries. It is further proposed
that there are conditions, characterised by co-adaptation, under which rules will survive in relatively stable

Jorms and other conditions, characterised by competition, under which local rules change.

Keywords: Local rules, adaptation, locality fitness landscapes

INTRODUCTION

This paper sets out to examine behaviour in organizations using the theory of local rule adaptation on
fitness landscapes. Fitness landscapes and local rule adaptations by (Kauffman, 1995) provide a
theoretical framework for understanding dynamic interaction in biological and social systems. A
fitness landscape is the domain in which the fitness of any behaviour to survive is tested.
Organizations comprise of sets of interconnected fitness landscapes on which organizational
behaviour plays out. It is the testing of behaviour against fitness criteria that ultimately determines
what actually happens in organizations. Local rule theory provides an integrative framework in which
dimensions of the organizational landscape, such as leadership, morale or organizational structures,
can be seen as determinants of the survival or extinction of behaviour.
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Local rules have been seen as an organizing principle in the behaviour of wasps (Putters and Vonk,
1990), neural assemblies (Kerszberg, Dehaene, and Changeux, 1992), broad-band transport networks
(Grover, 1997) In this paper it is suggested that local rule theory can be applied to organizational
behaviour. In this context, organizational behaviour is seen as dynamic and competitive, where
competitive means selective in relation to the behaviours of agents. Agent is a term frequently used in
the self organization literature (Epstein and Axtell, 1996). Here however, “individual” will be used as
a more appropriate term. Local rule theory also suggests that behaviour is emergent, that is, constantly
changing in relation to the immediate environment. It further suggests that the emergent behaviours
are the current “best fit” between the individuals and their immediate environmental demands. This
behaviour emerges on an organizational landscape termed a fitness landscape. It is on fitness
landscapes that adaptive behaviours create fitness peaks, where adaptive behaviours are most
effective for the individuals that populate the landscape. The landscape is the organizational setting
and the adaptive behaviours those behaviours that maximise payoffs to all individuals in the
organization. It is important to recognize that while this applies to all individuals in an organization,
the payoff for given individuals may not be the same.

Holland (1989) stated that many organizations were intrinsically dynamic, far from global optimum
(always room for improvement), and continually self-organizing through the use of local rules that
were the individual’s attempts at adaptation to environmental demands. It is this continuous self-
organization that maintains the organization in a state of dynamic equilibrium. Drawing on Holland
(1989), it is argued that all behaviour is adaptation to some environmental imperative. It follows that
such behaviour is also a response to an immediate, or local, set of conditions. The behaviours that
emerge are termed “local rules™.

Behaviour is an emergent property of the interaction between the local environment and the
individual’s survival instincts. However, survival has a broader definition than in the animal kingdom.
Here survival behaviour is designed to optimize the chances of such “survival” imperatives as keeping
one’s job, earning more money, receiving a promotion, avoiding being injured or finishing work in
time to pick up the kids. Each of these imperatives represents a peak that the individual must climb
and these peaks are part of the landscape that individuals inhabit.

RELATED WORK SERVING TO VALIDATE THIS RESEARCH

Related work in the field of agent-based modeling provides cross validation of this approach.. Much
of this work demonstrated the application of specific functions, such as trust or co-operation, in the
context of some organizational structure or policy. The specific functions are the equivalent of local
adaptive rules and the organizational factors are the equivalent of landscape conditions. Moreover,
such approaches allowed for an understanding of the complex, ongoing dynamics of organizations.
Prietula and Carley (1999) suggested that organizational behavior could be viewed as “emergent
behaviour from the collective interaction of intelligent agents over time” and called for “better
operations of certain organizational phenomena” (1999, p. 41).

Sociologists would observe the interaction of local rules as “weak ties”. Granovetter (2000) sought to
link individual behavior to macro-sociological phenomena and commented that most network analysis
dealt with “strong ties, thus confining their applicability to small, well defined groups” (2000, p. 41).
He demonstrated that, by contrast, weak ties helped explain the interaction of small-scale dyadic ties.
In sociological terms, local rule propagations would be the result of weak ties. Earlier, Granovetter
(1973) commented “emphasis on weak ties lends itself to discussion of relations between groups and
to analysis of segments of social structure not easily defined in terms of primary groups” (1973, p.
1360).
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Kauffman (1989) used “fitness landscapes™ to describe the space in which the rules or adaptive
behaviours evolve. The evolutionary landscape is multi-dimensional with parameters that consist not
only of the normal three dimensions of length, breadth and height, but also other dimensions that
define the landscape such as climate, terrain, vegetation and density of species. In an organizational
context, the landscape could be defined by dimensions as diverse as organizational structure,
reporting relationships, Occupational Health and Safety legislation, rates of pay, and the physical
layout of the organization. The dimensions of a landscape are invariant over lengthy periods of time.
The contours of the landscape within these dimensions consist of peaks and valleys, which are,
constantly evolving as the individuals in the landscape climb peaks or descend into valleys. Kauffman
(1995) terms the peaks “fitness peaks” on which the payoff, or adaptive potential, for behaviour can
be optimised. As an individual climbs such a peak, fitness conditions for other individuals on the
Jandscape will change, both for better or worse, creating new peaks and valleys. Thus, while the
dimensions of the landscape are relatively invariant, the contours of the landscape are a result of the
interaction between the adaptive behaviours of the individuals on the landscape. The emergent
behaviour on these landscapes is self-organizing around the imperatives of the local environment.

In such a system organization and order is an inevitable outcome of the dynamic interactions on the
landscape. Kauffman, (1995:71) terms this “order for free”. Here stable networks of successful local
rule behaviours constitute the fundamental operating structure of an organization. It is this structure,
defined by the fitness peaks of the landscape, which sets the limits for optimizing organizational
performance. The extent to which local rule behaviour sets the limits on organizational performance is
a central concemn of research into local rule behaviour. (Haslett, Moss, Osborne, Ramm, 2000)

In a self-organizing system, it is useful to distinguish between individuals who are “landscape

setters”, those people who have the power to establish the dimensions of the landscape, from

“landscape adaptors”, those people who must adapt to such dimensions but whose adaptations set the

contours of the landscape. The most effective role that management can take is that of landscape

setter, setting the invariant dimensions of the landscape, rather than landscape adaptor, involved in the

local interactions and adaptations. Organizational performance will be optimised by the extent to

which the landscape dimensions are set by the organization considerations and sub-optimised by the

extent to which the landscape dimensions are set by non-, or extra-, organizational considerations. 4
Haslett et al (2000) demonstrated the impact of nationally set wage rates and conditions on local
behaviour in mail sorting centres where work rates were varied to climb local fitness peaks created i
by national wage regulations. |

Conventional wisdom would propose that performance is determined by organizational structure, set
from the top, shaped by some grand design. Much of the organizational redesign of large
corporations in recent years reflects this strong belief that top down re-organization will improve
organizational performance. In contrast, local rule theory suggests that organization, in the forms that
materially affect behaviour, occurs at a local level and is self-organizing.

The extent to which any consistent structured behaviour occurs across large sections of an

organization will be entirely determined by the extent to which certain sets of behaviours are

successful adaptive mechanisms in the specific ecological context. This paper suggests that local rules

determine behaviour and that such behaviour is always sub-optimal, because of the complexity of the

landscape dimensions. It also suggests that the extent of sub—optimization is defined by the operation
of local rules. It is argued that understanding the ecological context of behaviour places organizational

behaviour in framework that is on one hand dynamic and ever changing but on the other is

characterised by long periods of stability. The following section outlines theoretical constructs for that
understanding.

Systems in Management 7™ Annual ANZSYS Conference 2001 Page 143




THE CONCEPT OF LANDSCAPE, LOCALITY AND LOCALITY

This paper proposes that local rules operate within localities and can be defined by the concepts of
size, density, generative power (competitive-adaptive and co-operative-adaptive), and robustness.
These concepts are described in the next section of the paper.

Locality size can be defined by the number of individuals who use the rule. A local rule that is used
by only one person has a smaller locality than a second local rule that is used by a larger number of
people. Most importantly, locality size will determine the persistence (or stability) of the rule. If one
person is using the rule, that rule may be influential in terms of its interactions but its persistence will
be related to that individual’s tenure. A small locality may also have a very high level of interaction
depending on the hierarchical position of the individual enacting the rule. Nonetheless, the life
expectancy of such rules is limited to the enactor’s tenure. Walker and Haslett (2000) reported the
impact of a medical registrar’s local rules on hospital admissions and the financial performance of the
hospital. Here, the tenure of a registrar was usually six months and each new incumbent brought a
new set of local rules, each set of rules generating different patterns of patient admissions.

Density of locality is the number of situations in which the rule is applied relative to the number of
situations where it could be applied. A dense locality would have a high ratio of number situations in
which the rule is applied to the number of situations in which it could be applied. The medical
registrar’s locality was small, (limited to one person) and dense because the rule was applied
consistently.

The impact of local rules is described by their generative power, which is a measure of extent that a
given local rule generates other local rules and adaptive behaviours in different localities. Generative
power is therefore, also a measure of the extent to which a local rule changes the contours of the
fitness landscape. Rules with low generative power are likely to be stable as they do not change the
fitness landscape by generating new behaviours in individuals affected by the local rule. In this
situation, competition and the threat of extinction to the rule is low, leading to stability and continuity
in the local rule. In this situation there is limited interface and interaction between localities.

High generative power (and extensive interface and interaction between localities) produces two types
of response: competitive-adaptive and co-operative-adaptive. In the case of competitive-adaptive
generation, the local rule generated in one system will alter the fitness landscape of a second to the
extent that a response will be required from the individual or individuals in the second locality (as
shown in Figure 1). Here Local Rule A1 generates across the interface between the two localities
resulting in adaptation in the form of a new rule, Local Rule B1.
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Figure 1: Rule generation across locality interface

Locality A )
- Locality B

Local Rule B 1

In this example of generation, Local Rule A1l has generated Local Rule B1 in Locality Bas a
competitive response. Local rule A1 represents a competitive threat to Locality B and some response
will emerge. The generation of Local Rule B1 is therefore termed competitive adaptive and Local
Rule B1 is aimed at maximizing payoff, or the chances of survival, in the face of the competition from
Local Rule Al. Ifthe Local Rule B1 prove to be a successful adaptation, it will continue as a new
local rule in Locality B. Haslett and Osbome (2000) observed local rules in a Kanban system. The
managers local rule ( Local Rule A1) involved changing ordering priorities for parts needed on an
assembly line to avoid criticism from senior management. This change of priorities meant that
assembly workers regularly ran out of parts. The assembly workers’ local rule ( Local Rule B1) was
to take more parts than they needed and hide this buffer stock under their work bench.

Figure 2 shows the continued dynamic interaction across the interface between localities in
competitive-adaptive generation. Local Rule B1’s success extinguishes Local Rule Al but also
generates Local Rule A2 which is the competitive response to the success of Local Rule B1. Dooley
(1997:85) described generation as a second order change of a schema “where there is purposeful
change to better fit observations and extinguishing as third-order change where a schema survives or
dies”. The process of competitive-adaptive generation represents the on-going dynamic involving the
constant evolution of new local rules.

Systems in Management 7" Annual ANZSYS Conference 2001 Page 145




Figure 2: Competitive-adaptive rule generation across localities
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Locality B

Local Rule B 1

Haslett et al (2000) reported competitive adaptation in mail sorters in six geographically separated
mail centres slowing their work rates to maximise payment through overtime or increasing them to
minimise time at work ( known as a “fly day”). The preference was for increased overtime but there
were conditions where minimising work time was always the preferred option. This local rule could
effectively add 50% to weekly pay rates. This was Local Rule Al. The management’s response to
“excessive” overtime payments was to employ more staff. This was Local Rule B1. This raised staff
levels to a point where work loads were sufficiently light for every day to be a fly day, Local Rule B2,
and sorters used their newly acquired free time to get a second job to make up for lost earnings in the
mail centre.

Co-operative-adaptive generation is in contrast to competitive-adaptive generation. Here Local Rule
Al would enhance the fitness of Local Rule B1 by providing an opportunity for increased fitness
rather than the threat of decreased fitness.

While competitive-adaptive generation can be seen as a negative feedback loop where the newly
generated Local Rule B1 would seek to balance the impact of Local Rule A1, a co-operative-adaptive
generation would, in contrast, be a positive feedback loop where each rule enhances the fitness of the
other. This is shown in Figure 3 where the two local rules re-inforce each other’s behaviour.
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Figure 3: Co-operative adaptive rule generation across localities
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In the mail centre, supervisors took no active role in counteracting the slowing of work rates by
sorters. This was because when sorters slowed their work rates to get overtime, supervisors
automatically got overtime. It is worth noting that supervisors had no mechanism for creating
overtime. Here the slowing of work rates and the supervisors turning a blind eye constitutes two re-
inforcing local rules.

The concept of generation leads to the final definitional aspect of local rule theory: that of the
robustness or fragility of local rules. Robustness and fragility refer to the likelihood of the
continuation of the local rule. A local rule is robust when its generation is co-operative-adaptive and it
creates a positive feedback loop that serves to stabilize the fitness landscape of other interacting, rules
thus ensuring their continuation.

In contrast, a local rule is fragile when its generation is competitive-adaptive. Fragility is indicative of
the behaviours being unlikely to persist. Here, because the rule is in a negative feedback loop, where
it seeks to extinguish the impact of a rule in another locality. If a generated rule is successful, it will
reduce the payoff to the original rule generator and this in turn will produce a new competitive
response across the interface. Thus a rule is fragile in that its very success led to its extinction.
Robustness and fragility are related to how long a local rule persists not to the payoff that is secured.
Highly successful local rules can provide large payoffs but be fragile and hence short-lived.

In summary, the measure to be used for defining dimensions of local rules will be:

1. The initial conditions for a fitness landscape on which the locality of a local rule will be
defined by multiple dimensions. These will be relatively invariant over time. They will be
interactive with propagating local rules.

2. The measures of locality will be: size, the number of individuals using the rule, density, and
the number of situations in which the rule is applied relative to the number of situations where
it could be applied.

3. The measures of generation across the interface of localities will be competitive adaptive and
co-operative adaptive. Robustness and fragility describe the longevity of the rule based on
the nature of generation.
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There are three aspects of this work that need to continue. The first is building the data bank of
examples. The second is to develop and test some quantitative measures of local rules and their
localities. The third is to develop a deeper understanding about the nature of the interactions across
locality interfaces.

The application of local rule theory to organizations provides an integrating framework for
management theory. For example, the extent to which leadership, group membership or
organizational structure (all common aspects of management theory) can be assessed by the extent to
which they set the dimensions of local landscapes. It also provides a framework for understanding
organizational life as a set of dynamic and emergent interactions in which some aspects of
organizational life are stable |

and others not. Understanding management interventions as competitive adaptive local rules can
provide insight into the reasons for the possible failure of such interventions. Understanding that
management interventions need to be at the level of setting the dimensions for the fitness landscape
can lead to increasing the chances of intervening successfully.

Most importantly, local rule theory suggests that behaviour is locally determined and that there is no
grand management plan which co-ordinates and controls the life of an organization. Individuals work
in a local environment where the pressures exerted by management may only be a small proportion of
those to which they must respond. Local rule theory suggests to managers that their interventions in
organizations must be at the level of landscape dimension and that even then their success will be
limited because many of the dimensions of the landscapes of individuals are beyond management’s
control.

The extent to which we have come to believe organizations can be managed may well turn out to be a
myth as we develop a deeper understanding of the role of local rules and self-organization in
organizational life. Espejo, Schumann, Schwaniger and Bilello (1996) observe

"Lower level primary activities create and do what people at higher structural Ievels
could not discover and do by themselves, it is beyond their capacity. This is the meaning
of autonomy at all levels. Each primary activity creates and responds to chunks of
complexity of its own and strives for its own viability in the same way as the parent
activity strives at a more global level" (pg 110).

This research on local rules demonstrates in detail how the striving for viability takes place. The
challenge for management is make viability at the global level closely related to viability at the local
and autonomous level. Carley, Kjaer-Hansen, Newel and Prietula (1992) found that in some agent-
based models, increases in agents capabilities could degrade organizational performance.
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ABSTRACT

This paper suggests a framework for examining governance issues spanning the corporate, public and nonprofit
sectors that draws on existing frames-in-use, and that reflects the systemic communality apparent within varied
attempts to describe and effect change in governance. The paper surveys alternative conceptualisations of
governance that have surfaced in the academic and practitioner literature and draws attention to the cybernetic
and systemic features of diverse views of governance. Beer's viable systems framework is used to reinterpret
al.ternative views of governance and to suggest a means of diagnosing the completeness/coherence of

governance systems.

Keywords: governance, governance systems, corporate governance, viability, viable systems

INTRODUCTION

This paper begins by outlining a seeming diversity of views and conceptions of governance. Then,
following a brief resumé of Beer's work, these views will be examined and reinterpreted using Beer's
systems framework. The paper will conclude with some observations on the usefulness of Beer's
framework in understanding the systemic roles and functions required of governance in determining
the viability of organisations.

Issues in Governance

Jessop (1998: 29) claims that the notion of 'governance' has only recently entered what he terms the
‘anglophone social science lexicorn'. Yet even so, he states that in its short life, its usage has been
eclectic, diverse and 'pre-theoretical’. Kay et al. (1995: 84) comment similarly that whilst issues of
governance may have existed for as long as there have been social institutions, the now common-or-
garden term 'corporate governance' did not emerge until the seventies.

Common conceptions of governance connote not only government and governing, but also the
activities of governing boards and bodies, the terms often being used interchangeably (Stoker, 1998:
17). The opinion of Maw et al. (1994: 1), based on their practitioner experiences, that '(c)orporate
governance is a topic recently conceived, as yet ill-defined, and consequently blurred at the edges’, is
somewhat in keeping with these and many other views, and with empirical findings that describe
corporate boards as 'complex, dynamic human systems charged with an ill-structured set of
responsibilities' (Demb et al., 1992), findings which have been endorsed by Cadbury (1999: 15), and
which have a counterpart in the nonprofit sector (Middleton, 1987: 141). The implicit criticisms of
the lack of a common view, or the lack of a commonly accepted view, and perhaps the lack of rigour
in defining governance, have led to different research agendas amongst academics and practitioners.
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Since the seventies, interest in corporate governance has been catalysed by considerable media
attention given to poor company performance, corporate failure, inappropriate accounting/audit
practices, excessive remuneration packages for senior managers and executive directors, insider
trading, pension fund mismanagement etc. But, as implied by Kay ef al. (1995: 84), such events are
not just recent phenomena, and much of the increased scrutiny can be attributed to the advent of
harsher economic conditions that have drawn to the surface these manifestations of underlying
corporate frailty, weaknesses or excesses.

Growing interest in governance can also be attributed to enhanced awareness by those organisations
that operate in an international context, of the different governance practices that exist in an
increasingly global corporate sector operating in global markets (Witherell, 1999: 78; Lannoo, 1999:
270; Cadbury, 1999: 13). Additionally, the extent to which governance issues pervade society is
exemplified by the behaviour of organisations in the voluntary or non-profit sector, and by their
perceptions of the role and importance of governance. Many leading sports bodies have restructured
their governance processes voluntarily in recognition of a need to bring about greater organisational
effectiveness (Davies, 1997), accepting the notion that performance is predicated on effective
governance (Schlefer, quoted in Byrne, 1998: 82-85). Others have engaged in reforms of the
governance and management structures, for example, the Football Association in England, to effect
change to the balance of stakeholder representation and stakeholder interests, and to limit any
potential abuse of executive power. At the European level, the erstwhile success of UEFA in
developing its marketing, commercial, and financial strengths, followed by the collapse of its
marketing agency in 2001, has focused attention on its governance processes, particularly the
relationship between governors, executive management and their agents. Indeed, the changes that are
taking place in the world of sport reflect a climate that mirrors the movement for reform of corporate
governance described by Tricker (1984), Cadbury (1992). In an interesting comparison to governance
issues arising in sport, Hampel (1998: 9) contrasts the perspective of his report to that of earlier work
(Cadbury, 1992; Greenbury, 1995). He suggests that whilst their approach and guidelines
'concentrated largely on the prevention of abuse', responding to 'things which were perceived to have
gone wrong', his work was equally concerned with the articulation of principles of corporate
governance that would make a positive contribution to organisational life. The collective result now
appears as the combined UK code on corporate governance (Parkinson et al., 1999: 101; Lannoo,
1999: 283). Similar initiatives have taken place worldwide.

GOVERNANCE - AS ACTIVITIES, FUNCTIONS, NETWORKS AND SYSTEMS

Maw et al. (1994: 3) have conceptualised corporate governance as a complex of relationships —
involving duties and obligations - between the board, its shareholders, financiers, customers,
employees, auditors and regulators. Based primarily on substantial practitioner experience, they too,
have developed a prescriptive framework - a suggested code of practice for boards, favouring
compliance - to guide boards in meeting their 'a priori' duties, and legal obligations. However,
somewhat differently, Demb ef al. (1992) have sought empirically to discover how board roles relate
dynamically to the internal and external forces impinging on the organisation. They take a systems
view and see boards as part of a wider system of governance, beyond duties and obligations.

Demb et al. (1992) conceptualise a governance system wherein a board, as a sub-system, has an
integral, interdependent role interacting with, and being influenced by three other sub-systems — the
wider regulatory system, the system of ownership, and the societal system. They argue that
'(c)orporate governance is the process by which corporations are made sensitive to the rights and
wishes of their stakeholders', a stance disputed by Argenti (1997), who acknowledges shareholders, as
owners, to be the only legitimate stakeholders. We note that Parkinson er al. (1999: 101) suggest that
the three major reports on corporate governance in the UK (Cadbury, Greenbury and Hampel) were
predicated on the shared assumption that 'governance is understood to be about the relationship
between shareholders (ie the owners) and managers'. Such debates that have taken place in the
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literature often reflect different perspectives of the nature of governance and of what constitutes an
appropriate balance of these interests and activities.

Others have offered similar notions to Demb et al. (1992), outlining 'governance frameworks' or
'systems of governance' within which organisations operate. Cadbury (1998:2) describes a framework
structured by interacting forces: by the force of law impacting upon organisations; by the regulatory
forces of, for example, the Stock Exchange; by shareholder meetings and by the force of public
opinion. Allison (1998: 29) has similarly commented that 'the system of contemporary world
governance in sport' is also one of complex interdependence - between international and national
governing bodies, international law and the courts, the media, commerce and business, the fans and
the public etc. Worthy ez al. (1983) offer yet a similar view that governance is 'concerned largely,
though ... not exclusively with relating the corporation to the institutional environment within which
it functions.' Issues of governance for them include 'the legitimacy of corporate power, corporate
accountability, to whom and for what the corporation is responsible, and by what standards it shall be
governed, and by whom',

The implication is that discussing governance and governing boards in terms of structural elements -
size, committees, roles, meeting frequency, board fees, chairman and CEO relations — may be
necessary, but not sufficient to build understanding of the governance processes that facilitate
effective functioning (Demb et al., 1992; Cadbury, 1998; Charkham, 1994; Pettigrew et al., 1995).
Indeed, as suggested by Charkham (1994: 6), understanding a system of governance 'means studying
both its structure and dynamics', that is, not just the legal framework but also personal relationships
and patterns of behaviour. In addition, Demb ef al. (1992) contend that effective board performance
is linked to an appropriate understanding of the tensions, or paradoxes, that would otherwise
'destabilize' boards.

The desire to promote effective corporate governance and to effect appropriate board member
behaviour has been manifest in different prescriptive approaches. Whilst Maw ef al.’s code of
practice addresses perceived structural requirements, Carver’s approach (1999, 1997) is intended to
guide a board’s debate so that they embrace values in the consideration of necessary governance
functions. Maw et al.’s code relates to the composition of the board, specifying a minimum number
of non-executive directors, and appointment criteria. It addresses the functioning of the board,
specifying responsibilities and matters ‘reserved’ for board consideration; accountability: directors’
responsibilities, disclosure and compliance requirements, sanctions; and the use of independent non-
executive board committees for audit, remuneration and director nomination purposes. Carver goes
beyond Maw et al.'s embrace of duties and obligations, and seeks to engender debate on values about
ends, results, impacts, goals etc, and to whom, as constituents, they relate. He also focuses attention
on the values that can be attributed to means — that they are employed in a prudent and ethical way;
and on values implicit in the board-executive relationship — affecting the delegation of authority and
power, the CEO’s role, performance assessment etc.

Whilst some of these prescriptions are likely to have relevance for organisations in both the corporate
and the non-corporate sector (Charkham ef al.: 1999: 242-243), there is minimal guidance for those
who seek to determine the appropriateness of any prescription. It is this latter inadequacy of
descriptive and prescriptive frameworks that needs to be addressed. In the final sections, we seek to
employ a Beer’s viable systems framework to develop perspectives and insights about governance
that more directly address the nature of effective governance functioning, and the adequacy of
prescriptions.
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BEER’S VIABLE SYSTEMS FRAMEWORK

Beer’s approach (1979, 1981, 1985) to issues of organisational design and effectiveness, just like
Cadbury’s approach to governance (1992, 1998; also quoted in Demb et al., 1992: vii-viii) is not pre-
occupied with structure. Neither is the approach pre-occupied with the organisational typologies
often used to reflect structure, or the configurations that are often embodied in organisational charts.

Instead, Beer focuses on the systemic functions that enhance organisational viability, and which
provide a basis for adaptive learning about what are effective organisational behaviours and goals in a
climate of complexity and change (Davies, 1999). Beer’s research (1979, 1981, 1985) has
demonstrated that certain systemic features or functions are necessary to any system’s viability or
survival. To be viable in Beer’s terms, that is, to survive and be effective, an organisation must be
able to manage uncertainty and complexity by achieving requisite variety of response. It can develop
requisite variety either by creating increased variety in its own systemic behaviour and functioning, or
by acting as if to reduce the environmental variety to which it would otherwise be exposed.
Knowledge of these systemic functions can therefore be used to analyse the systemic strengths and
weaknesses in existing organisations, and/or to, guide the design of organisations to provide required
systemic features. Beer’s cybemetic framework for analysing organisational systems is known as the
Viable Systems Model (VSM).

The use of cybemnetic science to underpin the design of self-regulating, adaptive technical systems
that can maintain required outputs, and work within established norms, is well known and predates
Beer’s attempts to extend its use to organisational systems (Francois, 1999; Shenhav, 1995).
However, Beer’s conceptualisation of cybemetics as ‘the science of effective organisation - the
science of communication and control, in the animal and the machine’, extends the applicability of
cybernetics beyond natural and technical systems. Indeed, in doing so, he emphasises the importance
of communication as part of organisational systems design - building communication channels,
generating information flows and installing information feedback mechanisms - to enhance learning
and adaptive response, that is, to develop requisite variety in action.

The Viable System Model

Beer conceptualises all viable systems as a network of communication channels bonding five
complementary sub-systems. The sub-systems, whose effective functioning and communication links
are necessary to any system's viability, comprise - an operational system, S1, of autonomous
operational units that act out the very identity and purpose of the overall system, and a meta-system
comprising four other sub-systemic functions: S2 - effecting overall coordination of the autonomous
units; S3 - operational planning, monitoring, control and audit functions relating to the autonomous
units; S4 - intelligence and strategy development serving the whole organisation's future; and S5 - the
creation and promulgation of identity, vision, direction, purpose and mission, throughout the
organisation and its wider environment (Brocklesby ef al., 1995). All sub-systems are part of the
larger system under investigation, which is defined as the System-in-Focus (SIF). In terms of systems
logic, no one sub-system is considered to be more important than another in contributing to the
viability of the SIF. However, it will be S1°’s activities that directly serve the organisation’s purpose;
and it will be the meta-system’s function to provide the organisational climate, the direction,
resources and support for S1 to best manage in a changing complex environment, and for the S1 units
to become viable sub-systems themselves at a lower level of recursion or embeddedness. The SIF
may, itself, be part of, or embedded within a larger organisation or system (Davies, 1999).
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In contemplating the use of Beer’s VSM to examine aspects and models of governance, we take the
view of Rosenau (1992: 3) who states that 'to presume the presence of governance ... is to conceive of
functions that have to be performed in any viable human system'. Interestingly, and without reference
to Beer, those functions are listed as setting goals, developing strategies and policies, procuring
resources necessary for 'preservation and well-being', preventing conflict among its members or
factions from tearing it apart etc, and more generally, as a measure of effective functioning, coping
with environmental uncertainty and external challenges. "Whether the systems are local or global in
scope, those functional needs are ever present if a system is to persist intact through time.'

OTHER MODELS OF GOVERNANCE

This section outlines various models of governance which have been identified as exhibiting
cybemetic features and functions, and uses Beer's VSM to examine the systemic qualities,
completeness and coherence of the different models. First, we look at the models of Young (1996),
who focuses on information and feedback mechanisms, and Jessop (1998) and Rosenau (1992) who
explicitly refer to systemic functions of governance. Then we use the Beer's framework as an
interpretive filter to identify the systemic qualities of models of governance proposed by Carver
(1997), Charkham (1997), Kay (1995), Senge (1999).

Young (1996: 15-17), has proposed a feedback model of governance. He has made explicit reference
to the cybernetic concepts of positive and negative feedback in describing the function of governance
as being 'to keep an organisation on course by detecting where it is going and providing information
that will allow necessary corrections to that course.' Young asserts that governance is not just about
boards, but can be regarded as 'a cluster of mechanisms that measure an organisation's performance
and feed it back.! Young suggests that his model thus accommodates and complements the notions of
Middleton (1987: 143) relating to the 'boundary-spanning and control' role of boards in the necessary
and purposeful transfer/feedback of external information to managers.

He conceives of board roles as reflecting and harnessing the nature of feedback. For example, with
negative feedback mechanisms, one measures the difference between desired and actual performance,
in order to move performance closer to the target level, a process of homeostasis, that is, self-
adjusting stability. Young thus interprets the work of a 'negative governor' as being to ensure that the
organisation stays on course and focussed on achieving its mission. Then, since positive feedback
mechanisms work to reinforce movement away from pre-determined levels, creating either spiralling
success or ever-decreasing performance levels, he describes the work of a 'positive governor' as being
to provide the condition and support for growth and innovation.

Young understands the importance of feedback and information flows, but his conceptualisation does
not differentiate between external feedback along horizontal communication channels and internal
feedback via vertical communication channels, in the way that Beer's framework does. This point
may be illustrated with an example of feedback mechanisms operating within a system comprising an
international association of member groups. If the international association is performing
inappropriately or poorly, then as is now the case with FIFA, it is possible for the continental
confederations, acting as de facto S1 operational units, to vocalise their concerns 'upwards' along
vertical communication channels to the FIFA meta-system, perhaps demanding changes. This can be
described as an example of 'bottom-up' accountability. On the other hand, FIFA in seeking to make
its member organisations accountable for specific activities and targets, may require formal reporting
- an example, in Young's terms, of top-to-bottom accountability. Both sets of information can be
conceptualised as flow along vertical communication channels within the organisational system, with
the confederations being S1 viable systems 'nested' within the system that is FIFA. However,
boundary-scanning activities can be described as an example of horizontal information exchange,
with horizontal communication channels providing a conduit between the system and its various
environments.
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Young's model implicitly accepts governance responsibilities as including systemic functions such as
'steering' and the setting of strategic direction (S5); the maintenance of an intelligence function, the
development of strategy and a capacity for self-assessment (S4); and the resourcing of activities
together with the development of accountability and control mechanisms to keep things on course
(S3). His explicit precondition is, of course, the development of information networks to build a
capacity for learning, adaptability and requisite response. So, Young's model of governance, whilst
nominally emphasising feedback, can be stated to exhibit many of the meta-systemic qualities
required of viable organisations.

Jessop (1998: 29) conceptualises governance as referring 'to any mode of coordination of
interdependent activities', such as that created through the development of a planned formal
organisational hierarchy, a self-organising 'heterarchy’, or even the anarchy of exchange that
constitutes free markets. Jessop sees heterarchy as being as relevant at the level of self-organising
inter-personal networks as it may be in the self-organising of agencies, institutions or systems 'which
are operationally autonomous from one another yet structurally coupled due to their mutual
interdependence.'

Jessop (1998: 30) contrasts the self-organisation of inter-organisational relations with the notion of
'de-centred, context-mediated inter-systemic steering' as described by Glagow and Willke (1987). In
the latter scenario, Jessop suggests that whilst the often complex operational logic of a differentiated
sub-system may prevent effective control of the wider system's development from the outside, it does
not prevent some 'context specific' steering. He offers a view that inter-systemic 'noise reduction' can
be achieved through appropriate direct communication involving negotiation, cooperation in shared
projects, and what he terms 'negative coordination' - activities to prevent mutually undesirable
outcomes. The latter notion equates with Beer's anti-oscillatory behaviour.

Whereas Young seemingly emphasises feedback and control, Jessop emphasises coordination.
However, Jessop's notion of 'coordination' can be interpreted as contributing to various systemic
functions in diverse ways at different levels of recursion relating to the system-in-focus (SIF). In
particular, his notion of inter-systemic 'noise reduction' can be regarded as equivalent to S5 building
of shared values and identity for the organisational system that comes together with a common
purpose of conducting mutually beneficial business. On the other hand, employing a code of practice
to prevent undesirable outcomes emanating from S1 units acting with designed levels of autonomy,
would constitute the coordination as being an S2 function for the SIF.

Although Jessop does not deny the importance of information, it does not hold as central a position in
his model as it does for Young. Nevertheless, Jessop's use of the term 'context-mediated steering'
does imply building an S5 strategic flexibility or responsiveness to S4 knowledge of environmental
change. Indeed, in acknowledging the inevitable incompleteness of attempts at coordination, Jessop
(1998: 43) implicitly surfaces the cybemetic necessities required of any viable system, which are to
engage in double-loop learning (Beer, 1959) and to build through this self-reflexive capacity for
learning, an adaptability and requisite variety to respond to internal and external change.

In enunciating his 'principles' of good corporate governance, Charkham has stated that management
must have freedom and autonomy to drive the enterprise forward, of course - 'exercised within a
framework of effective accountability' (Charkham, 1994: 4; Governor, 1992: 211). Indeed, he has
stated that 'the main point of a good (governance) system is to give power to those best able to use it'
(Charkham, 1997: 3). His view is that a system of corporate governance should be 'concerned with
checks and balances on the exercise of power, and with its peaceful transfer'. Indeed, Charkham has
been forthright in asserting that the success of a corporate governance system is dependent upon 'its
ability to reconcile entrepreneurial freedom with effective accountability', or as Beer frames it, to
effect an appropriate balance of S1 autonomy and meta-system control. Although working
predominantly in the corporate sector, Charkham (1993: 391), claims that these principles of
governance have relevance in many other spheres of activity — economic, political, sporting etc.
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Senge (1999: 10-11) offers a different notion of what constitutes power or control, commenting that
'the source of legitimate power' in an organization is its guiding ideas, values and ideals, its mission,
purpose and reason for being. He asserts the need for an organisation or any human community to
express its aspirations and to articulate its identity to provide a basis for evaluating whether strategic
and operational decisions reflect vision and mission oriented behaviour. In doing so, he is expressing
the need for S5 functionality. He implies consequent impact on authority/control mechanisms and on
operational activities, suggesting for example, the need for less formal approaches to say,
coordination and control, as identity and values pervade the organisational system and its nested sub-
systems, guiding behaviour and choice. Such views fit within Beer's framework, and provide a
complementary view to the notions of authority and power expressed by Charkham.

In contrast with the prior frameworks of governance that give explicit emphasis to a subset of
systemic features, Rosenau's model (1992: 3) can be considered more comprehensive. He conceives
of governance as equating with the broad provision of necessary meta-systemic functioning relating to
setting objectives (S5), developing policy options (S4) and policy guidelines (S3), resource
acquisition (S3), anti-oscillatory coordination (S2) etc. Other writers offer models or views of
governance that bear surface resemblance to, but are not founded on or legitimised by viable systems
thinking. For example, without being specific about meta-system functions, Chelladurai (1987) has
suggested taking a Parsonian' perspective on organisational design, and on board functioning. In
relation to the design of amateur sports organisations, he has advocated the separation of the board as
an 'institutional’ sub-system from the managerial and technical sub-systems. However, any
comparison between the contribution of the board to Beer's meta-system and the role of the board in
Chelladurai's 'institutional' sub-systems is limited by the ambiguity and lack of clarity about the
conceptual and functional make-up of Chelladurai's sub-systems. We may conclude that any
resemblance of the 'institutional' sub-system to Beer's meta-system is perhaps coincidental rather than
based on cybernetic considerations.

However, Carver’s values-led-policy-driven governance framework (1997) can be considered to be as
comprehensive as Rosenau's, and to have notable systemic coherence. Carver’s prescriptions relate
predominantly to S5/S4 meta-systemic functions, and cohere with Beer’s notions of the systemic
functions that engender viability and the long-term sustainability of organisations. In particular,
Carver promotes governing board S5 behaviour that builds identity by facilitating diversity; that is
relationship oriented, identifying and describing constituencies and accountabilities; that is values
driven, explicitly addressing fundamental values; that is visionary; that is proactive, leading and
creating rather than approving, reviewing and monitoring etc. Similarly, he would attempt to
strengthen S4 functionality by endorsing forward thinking, taking the long term view; by developing
an external focus, building responsiveness; by valuing intelligence; by being self-aware and how it
engages in self-monitoring; by how it represents the 'ownership', and how it seeks an understanding of
its systemic role on any matter. Carver’s awareness of the need to seek the right balance between
autonomy and control reflects the systemic balancing act between S3 and S4, and then between S3/54
and S1; and his call for decisions to be outcome driven, weighing decisions against purpose, would
require and lead to enhanced S2/S3 functionality (Carver, 1997: 32-33; 1999: 1-10).
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In many ways, Kay et al.'s trusteeship model of corporate governance (1995: 90-91) shares
similarities with Carver in its value-laden expression of governance responsibilities. Their conception
of governance requirements is in line with the views of Young (1996: 15-17), Jessop (1998: 29), and
Demb ef al. (1992), in seeking 'to balance the conflicting interests of current stakeholders ... to weigh
the interests of present and future stakeholders'. In Kay et al.'s view, trusteeship responsibilities
require effective governance 'to sustain the corporation's assets', including such assets as its identity,
reputation, the skills of its employees, and the favourable expectations of customers and suppliers etc.
Effective governance, in Kay et al.'s view, can thus be interpreted as being primarily dependent upon
S5 functioning involving the building and sustenance of appropriate identity and values related to
reputation, the values placed upon relationships with employees, suppliers, customers etc. As such,
they concur with Demb e al. (1992) in a concern 'to balance the intimacy of operational involvement
with the detachment presumed to be required for objective strategic review and analysis etc'.

DISCUSSION AND SUMMARY

Charkham (1994: 248) has remarked how difficult it is to be objective with the familiar, and that to
shed light on governance may require the examination of alternative governance systems, and the
development of alternative perspectives. This paper has outlined a variety of views of governance
practices, processes and systems, and has demonstrated the value of a systemic perspective and of
Beer’s framework in attempting an evaluation of alternative models of governance.

As Espejo et al. (1989: 445) propose, if we accept the notion of a 'model-as-convention', rather than
as a description of reality, then, at the very least, we can accept Beer’s model as providing a context
which provides 'a way of talking about something in a manner that is understandable and useful, that
is, as a communication vehicle'. Indeed, Beer’s organising framework, the VSM, 'provides a language
in which to identify key features of a complex reality', and can help to pose significant questions
about that reality (Stoker, 1998: 1). As such, Beer’s model can act in the form of a sensitising
framework — as a way of seeing and thinking which alert the analyst to alternative ways of
understanding (Thomas, 1993: 210). Just as Carver (1997: xvi) claims that his values-based policy
model enables board members to see their role in a new light, so, too can Beer’s framework provide
an alternative perspective on the design of governance relations.

Beer's conceptualisation of viability in organisations is based on cybernetic and systems concepts and
a consideration of the systemic functions that contribute to systems viability. Beer would contend
that organs, instruments, activities and processes of governance need to be effective in the sense that
they establish or contribute to the maintenance of systemic identity and purpose(s) which have
coherence, and which are projected, shared and accepted within and without the organisation by its
internal and external constituents. That identity is obviously linked to the organisation's purpose, its
raison d'étre, and together, they can provide a guiding beacon and logic that cultivate the values and
ethics that underpin ends-oriented and mission-oriented behaviour.

Effective organs of governance must balance the competing attentions of multiple constituents, and of
long and short-term objectives. In keeping with fundamental purpose and values, the processes of
governance must decide on strategic direction and goals for the organisation, and be capable of
assessing the performance of senior management in operationalising those goals. Those involved in
governance processes, for example, a governing board, must also be capable of critical self-reflection,
self-monitoring and self-assessment, that is, they must be capable of embracing in concept, a ‘'model'
of the organisation - its purpose, identity, structure, functioning etc.

These are primarily S5 functions within Beer's framework. Beer's approach, however, requires
recognition of the need for quick response to environmental change, the need for adaptability - or to
use Demb et al.'s terms (1992: 195), 'the imperative of adaptability’. It implies autonomy to act,
within Charkham's framework of controls and accountabilities, and within the 'tight-loose' framework
of Peters and Waterman (1980), but which in Beer's terms and in Carver's terms means working
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within a framework of S2 policy guidelines and 'controls', whose development is a necessary S3
systemic function, reflecting S5 identity and values.

In reflecting on Beer's model of viable organisations, we note the role and functions of governance as
being a sub-set of meta-system roles and functions: creating identity, building shared values and
purpose, setting direction, steering; providing resources and delegating authority for managerial and
operational staff to act with autonomy and appropriate responsiveness in changing environments.
However, many of those involved in governance roles fulfil other systemic functions within
organisations. For example, in many voluntary organisations, at local, regional or national governing
body level, those elected or appointed to take on S5 stewardship of the organisation, to guide its
future direction and activities, are often the volunteers who undertake S1 operational activities. They
may also engage in S3 operational planning and budgeting activities, and in S4 strategy development
activities.

The potential for systemic role conflict to exist is apparent. Unless those who are charged with S4
governance functions are able to conceptualise the organisation's being, and to view its activities in a
holistic sense, that is, in systemic terms, then it is possible that in failing to recognise the various
systemic functions and roles that exist, they will, as volunteers, engage in multiple systemic activities,
creating role overload, role overlap and role conflict. Indeed, one common systemic ailment arises
when, with the best of intent, the S5 governors necessarily engage in S1 activities, but in doing so
denude S1 staff of their autonomy, undermining initiative etc.

Additionally, when board members, governors or trustees are elected from (or possibly to serve)
particular constituencies, difficulties may arise in building common identity, purpose and values for
the organisation. The systemic dysfunction most likely to be caused by parochialism amongst say,
governors can then be described as that of S5 dysfunction - lack of identity, lack of common purpose,
lack of shared values etc.

We conclude that understanding governance requires a holistic approach. Conceptualising
governance and board activities in terms of Beer’s systemic roles and functions not only delivers
insights about the design of governance, but also contributes understanding to common issues of role
overload and role conflict that arise among governing board members, and which can impact
adversely on board/staff relationships. Moreover, the VSM provides clarity in disentangling the
various views about what constitutes governance. Indeed, using the VSM as an interpretive
framework suggests that there is evidence that concepts and notions that are cybernetic in nature, and
which underpin viability, are incorporated within extant models of governance, but mostly in
piecemeal fashion. Such models can be regarded as incomplete when set al.ongside Beer's model of
viability and systemic functioning,.

However, pursuit of the Beerian ideal may not be straightforward. Beer’s emphasis on systemic
functioning supports the views of Boyd (1995: 301) and Demb et al. (1992:182) that mimetic
behaviour, copying the structure of another board, or following blanket prescription, will unlikely
work any better than for, say, a production line subject to different demand patterns. As Cadbury
(1999: 18) has stated, whereas market forces can be expected 'to bring about a convergence of
governance standards and processes', he would 'neither expect nor see the need for a convergence of
governance structures'. Effective governance is dependent on an understanding of required systemic
functioning and other systemic requirements, rather than structural or procedural mimicry.
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Figure 1: Views of Governance

Views of Governance

Collins ED, 1994: | 'governance is the action, manner or system of governing; governing is directing, controlling, ruling,
669 regulating, influencing'

from the Latin, 'gubernare: to steer'
Parkinson e al., | 'governance is understood to be primarily about the relationship between shareholders (viewed
1999: 101 unproblematically as the owners of a company) and managers'.

Lannoo 1999: 272

'(c)orporate governance ... is defined as the organization of the relationship between the owners and
the managers in the control of a corporation.’

Blair, 1999: 3

'corporate governance ... refers to the whole set of legal, cultural, and institutional arrangements that
determine what public corporations can do, who controls them, how that control is exercised, and
how the risks and returns from those activities they undertake are allocated'

Blair, 1995: 273

'Governance systems, broadly defined, set the ground rules that determine who has the control rights
under what circumstances, who receives what share of the wealth created, and who bears what
associated risks'

Cadbury, 1992: 15,
para 2.5; Charkham,
1994: 1

'Corporate governance is the system by which companies are directed and controlled’

Demb et al. , 1992

‘(c)orporate governance is the process by which corporations are made sensitive to the rights and
wishes of their stakeholders'

Worthy et al. , 1983

'governance is ... concerned largely, though ... not exclusively with relating the corporation to the
institutional environment within which it functions.'

Pound, 1995: 90

'corporate governance is not, at its core about power; it is about finding ways to ensure that decisions
are made effectively.'

Blair, 1995: 273

'‘Governance systems, broadly defined, set the ground rules that determine who has what control
rights under what circumstances, who receives what share of the wealth created, and who bears what
associated risks'.

Rosenau, 1992: 3

'to presume the presence of governance ... is to conceive of functions that have to be performed in
any viable human system

... to cope with external challenges, to prevent conflict ..., to procure resources . to frame goals and
policies designed to achieve them'

Young, 1996: 15-17

'the function of governance is 'to keep an organisation on course by detecting where it is going and
g P o4 y g going

providing information that will allow necessary corrections to that course.'

'governance is about ... a cluster of mechanisms that measure an organisation's performance and feed

it back.'

Jessop, 1998: 29

'governance can refer to any mode of coordination of interdependent activities'

*

Y 4 T

Carver, 1997: 24-25

‘excellence in governance begins when boards recognise ... setting goals, ... developing plans ...
depend on values and perspectives ... (these values) ...can be unstated as well explicit’

Ashburner, 1997: 280

'Good corporate governance is ... reliant ... upon the (existence) introduction and maintenance of
mechanisms to promote behaviour and performance on the part of the manager, which is in the
interests of the organization’s stakeholders.'

Kay et al., 1995: 84

'key goals of corporate governance: freedom for managers to manage, combined with real
accountability for their performance’

Charkham, 1994: 3

‘the main point of a good system ... corporate governance ... is to give power to those best able to
use it'.

corporate governance is 'concerned with checks and balances on the exercise of power, and with its
peaceful transfer’

Charkham, 1994: 4;
Govemor, 1992: 211

‘the success of a corporate governance system is
entrepreneurial freedom with effective accountability'
'management must have freedom and autonomy to drive the enterprise forward, of course - exercised
within a framework of effective accountability’

... dependent upon its ability to reconcile

Cornforth, 1998: 2

'governance ... ... embrace(s) all the functions performed in ofgam'sations by the members of their
governing bodies’

Senge, 1999: 10-11

'the cornerstone of a truly democratic system of governance is not voting'

Allison, 1998: 29

‘the system of contemporary world governance in sport' is also one of complex interdependence -
between international and national governing bodies, international law and the courts, the media,
commerce and business, the fans and the public etc.’

Thoma et al., 1996:
xiv

'sport governance ... is particularly concerned with the ways in which sport is organised and
managed
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ABSTRACT

Maru and Woodford (2001) call for a greater commitment to the development of emancipatory development
methodologies. They suggest that Ulrich’s critical systems heuristics is the only critical systems methodology
that offers real practical tools for achieving emancipatory development. They also suggest that the
emancipatory focus required as a cornerstone of critical systems theory has been diverted through a
concentration on pluralism. This paper argues that this diversion to pluralism within critical systems theory is a
logical outcome of the epistemological focus of the underlying critical theory of Habermas. This focus on the
epistemological or knowledge based aspects of the development process forces a concentration on
methodological pluralism through its emphasis on interaction and the communication aspects of the
development process. Such a focus must necessarily relegate the importance of the (ontological) conditions
necessary for emancipatory practice. This paper proposes the use of the philosophy of critical realism to
examine emancipatory practice. Such an emphasis highlights the ontological issues in more detail by arguing
Jfor a recognition of the deep structures and mechanisms involved in social situations. Following from a brief
introduction to both theories the paper then presents a vignette from a case study under investigation to
highlight some differences between Habermas’ critical theory and Bhaskar’s critical realism with respect to

emancipation and emancipatory practice.

Keywords: emancipatory practice, systems approaches, critical realism, critical theory

INTRODUCTION

This paper introduces a case study concerning an organisation moving through a radical business
change process involving the outsourcing of their IT Department. The paper presents an example of
emancipation within this change process and discusses how the emancipation can be examined using
two different theoretical perspectives - that of Habermas' critical theory and that of Bhaskar's critical
realism. The first part of the paper presents a necessarily brief summary of each theories perspective
on emancipation, followed by a discusion of the case under study and finally a reflection on the case
from the two different perspectives.
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CRITICAL THEORY AND EMANCIPATION

Alvesson and Willmott (1992, p. 432) reflect their emphasis on critical theory when they describe
emancipation as:

the process through which individuals and groups become freed from repressive social and
ideological conditions, in particular those that place socially unnecessary restrictions upon the
development and articulation of human consciousness.

They see the purpose of critical theory as to enable 'members of a society to alter their lives by
fostering in them the sort of self-knowledge and understanding of their social conditions which can
serve as the basis for such an alteration' (Fay, 1987, p. 23).

Alvesson and Willmott (1992) argue that 'central to critical theory is the emancipatory potential of
reason [-] to reflect critically on how the reality of the social world, including the construction of the
self, is socially produced and, therefore, is open to transformation. The task of critical theory is to
combine philosophy with social science to facilitate the development of change in an emancipatory
direction'. They point out this view suggests that the process of emancipation is a linear cycle of
'suffering-critical reflection-emancipation' and question the negativity of this view and whether the
process is so simple. The individual’s power to reason and consequent self-emancipation play a major
role in Habermas' critical theory.

Hirschheim and Klein (1994) see emancipation as involving both an organisational element and a
psychological element. 'The former calls for the realization of the full creative and productive
potential of individuals; the latter refers to the establishment of social conditions, which encourage
effectiveness through organizational democracy, specifically overcoming existing forms of
authoritarianism and social control if they perpetuate inequities of the status quo in the work place' (p.
84). This introduction of an organisational element is necessary as it recognises the important
contextual element in any emancipatory practice — 'self'-emancipation is only one part of the
emancipatotory process.

Habermas (1984) argues that people can follow two fundamental postures in a social situation -
achieving success or communication. Actions directed towards achieving success (purposive rational)
can be either instrumental or strategic. Instrumental action treats participants as inanimate constraints
who can be manipulated to serve the self-interests of the main actor. In contrast strategic action would
treat participants as intelligent involved players with their own self interests and aims - thus requiring
a strategic approach to properly achieve the main actors self-interest.

The second fundamental posture that actors may represent is that of communication - the primary
desire is to achieve a consensus and understanding. Hirschheim et al (1994) argues that a
communicative orientation is directed towards sense making - an emergent process that involves
mutual understanding and shared appreciation of situations based on common shared background
assumptions and beliefs. Where such a common base does not exist, discursive action may ensue.
Discursive action may result when participants have some doubts as to the clarity, truthfulness,
correctness or appropriateness of any communicated message. Instrumental and strategic action
fundamentally emphasise control, whereas communicative and discursive action emphasise sense
making and argumentation.

In the case vignette to be discussed later in this paper some of the above insights will be used to
highlight important aspects of the situation under study. An interesting contrast to critical theory is
critical realism which, rather than follow Habermas' focus on epistemology (that is, a focus on our
theory of knowledge and how we acquire knowledge), directs its examination more towards
ontological issues (addressing our account of the 'things' that make up the world and their essential

nature).
CRITICAL REALISM AND EMANCIPATION
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For the critical realist emancipation involves the transformation of pre-existing social structures by
self-determining agents. Smith (1998) defines social structures as involving 'relations and patterns of
behaviour which have become so well established across time and space that they provide the (largely
unquestioned) conditions for human action and thought'. (p. 27). For the realist emancipation is more
than simply improving conditions within existing structural arrangements, emancipation implies the
transformation of structures rather than 'freedom enhancing ameliorations of states of affairs' (Collier
1994 as quoted in Archer 1998 p. 464).

Critical realism sees social structures as referring to actual forms of social organisations, as ‘real
entities with their own powers, tendencies and potentials’ (Archer 1995, p. 106). Such structures
cannot be perceived and thus cannot be identified except through examination of their effects. Social
systems depend on the relations between and within a plurality of structures, such relations having
their own independent causal properties. The resulting system founded on the various relations has
emergent properties which may affect agents acting within the system.

Critical realism is termed 'depth realism' by Collier (1994) due to its recognition of deeply stratified
layers of structure. Emancipation is seen to involve deep structural change and is thus revolutionary in
its intent (ie deep and sudden, rather than necessarily violent). Critical realism suggests that structures
will not be changed through the cumulative effect of reforms in accordance with those structures, the
structures themselves must be addressed.

Bhaskar provides little real guidance for progressing emancipatory practice apart from elevating the
role of explanatory critique. Collier (1994, p 171) explains the important role of explanatory critique
within the critical realist conception of emancipatory practice:

...the production of explanations of social institutions is not only, as a general rule, a precondition of
criticising and changing them; sometimes it is criticising them and beginning the work of their
subversion.

An explanatory critique of unfair institutional practices and the associated unearthing of the false
beliefs supporting such practices provide the necessary pre-conditions for emancipatory practices. In
this situation social science can generate practical emancipatory projects by 'showing there to be (a) a
need, (b) some obstacle preventing its satisfaction, and (c) some means of removing this obstacle'
(Collier 1994 quoted in Archer et al 1998, p. 455). It may also have a more direct effect in that the
unearthing and exposition of false beliefs can directly undermine the imposing institution.

Much of critical realist argument is concerned with explanatory critique asking questions auch as
'what must be the case in order for intentional action to be possible' (Bhaskar, 1991 p.147). According
to Bhaskar (1986 p. 211) emancipatory action requires the following be met:

e The results of the emancipatory action must be achievable, realistic and popular.
e The new transformed structure itself must have 'lmmowable emergent laws'.

The emancipatory action itself must also meet the following requirements:

e The emancipatory action needs to be a direct result of agency intervention (ie critique) -
that is, the emancipatory reasons for the action must actually cause the action
(otherwise it may be just co-incidence rather than emancipative practice).

e The explanatory critique must originate from within that part of society of which it is a
critique.

In short, Bhaskar (1986) sees emancipation as involving the transformation of constraining structures
by self-determining agents who act from within the imposing structure to produce popular realistic
change that can again be structurally supported after the event.
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It is useful to consider a particular case study and to examine whether Bhaskar's suggestions can
provide new insights into emancipatory practice.
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'BPR' VERSUS 'OUTSOURCING' - WHAT'S IN A NAME?

The case study under investigation was traditionally an engineering organisation that had little time
for the information systems department - IT was seen as a cost centre with a primarily non-core role.
The organisation had just developed its first Information Business Plan with the help of a supportive
Managing Director. After the development of the Information Business Plan the organisation began to
move towards outsourcing non-core operations. This was a result of wider governmental policies that
encouraged smaller government and required a move towards privatisation of governmental
departments. In the mid-1990's the investigation into this operation was termed internally as a
'Business process re-engineering' project.

Initially staff accepted this 'BPR' tag but over time they came to reject the term as they felt that it did
not reflect what was actually happening - they felt that the study was basically an investigation into
the feasibility of 'outsourcing’, not 'BPR'.

In a minor way I was involved in this change in the perception of the organisation towards BPR. One
of my contacts at the organisation was heavily involved in the change investigation and I provided a
number of articles discussing successful BPR. On reading these case studies of successful re-
engineering he came to realise that the change process within their organisation did not fundamentally
involve any real consideration of business processes. He and other staff objected to the term BPR and
prompted a change in title to 'corporate re-positioning' and then again at a later date to 'outsourcing'.

According to the IT Manager at the time the term 'BPR' annoyed staff:

Well the staff simply refused to call it that, lets call a spade a spade - 'bugger this we won’t call it
BPR any more', they said - it’s a false term. Let’s not pretend. After a while it became obvious what
the agenda was and some of the directors who pushed BPR objected themselves to hiding outsourcing
under the term BPR.

Perhaps the process was termed BPR, not specifically to reflect a concentration on process thinking
but as a reflection of the almost religious following that BPR had at that time.

The naming issue seems to the outsider to be unimportant - however it was critical to those involved.
By calling the process 'outsourcing' rather than 'corporate re-positioning' or 'process re-design' it
required a recognition that people were going to be seriously affected. As the IT Manager suggested
the recognition lead to the establishment of career counselling and advice being given to those likely
to be outsourced:

I’d go to meetings and I’d have to try and push the party line and I did for a while, but after a while I
said O.K. let’s be honest because my staff had been saying 'This is dishonest, we know what’s going
to happen, let’s be honest about it.' IT were probably some of the first to be very honest with the staff
to tell them exactly what’s going to happen. They started providing career counselling, we had
[consultants] come in .... to talk about the transition and a lot of people decided they wanted to go and
we helped them in making sure they could tick all the boxes for gaining their severance pay and that
sort of thing.It is interesting to look at how critical theory and critical realism might support an
examination of this short vignette.

DISCUSSION

The forcing of management to refer to the process as 'outsourcing' initiated a process that ultimately
lead to career counselling and a better severance process. For the critical realist this change in name
was a form of emancipation. From a critical realist perspective the emancipatory process met
Bhaskar's conditions for defining emancipatory practice:
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e The emancipatory action of changing the name to outsourcing was a direct result of agency
intervention (it was clearly not co-incidental) - management recognised that staff were not getting
a fair deal and instituted new policies to assist staff over the difficult period.

e The explanatory critique originated from within a group who would ultimately be affected by the
outsourcing. It would not have been emancipatory if an outside party originated the suggestion as
the most important issue was that it came from within the organisation and reflected their heart-
felt concerns.

e The results of the emancipatory action were achievable, realistic and popular. Staff action could
not have changed the movement to outsourcing but at least the recognition that it was an
outsourcing project allowed a more equitable position for concerned staff.

e The new transformed structure that was put in place after the name change did have knowable
emergent laws' in that the new policies and procedures were achievable within existing
remuneration structures and did not require unrealistic concessions on the part of management.

Would critical theory arrive at the same conclusion? Certainly the example given is a strong reflection
of the power of language. The original naming of the process as BPR can be seen to reflect
instrumental action on the part of management to force the change process through. BPR at the time
was very 'faddish’ and the tag would have been useful as a means to justify the severe change that
would necessarily follow. The change in name to outsourcing represented a mellowing of this
approach and can be seen to reflect the acceptance by management that personnel concerned were
"intelligent involved players with their own self interests and aims' (see above). A strategic approach
was necessary to properly achieve the management’s self interest.

However, Habermas' second fundamental posture of communication cannot be seen to be active. In
such a highly emotive and distressing situation as that evident within an outsourcing process
communicative action cannot be expected. The primary desire of management was not to achieve
consensus and understanding - their target was to achieve the strategic action they required - the
outsourcing of the department. Given that personnel were clearly to be terminated (or moved over to
the outsourcing partner) there could be no basis for open communicative action. For Habermas
communicative action is a necessary pre-condition for emancipatory practice - the process of
changing the name from BPR to outsourcing would not be seen to be emancipatory for the critical
theorist.
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CONCLUSION

Bhaskar's theory is concerned with explanation. It argues that predictive use of theory is not possible
in the open systems evidenced by social situations, all one can hope for is explanation and
identification of 'tendencies'. On first view the heavily theoretical approach of the critical realist does
not seem to provide much guidance towards effective emancipatory practice. However, there may be
benefit from its explanatory focus which provides the ability to identify 'tendencies' and thus learn
from the situation. We can see that certain conditions are required for emancipatory action and thus
ensure that such conditions are met in future practice.

The three commitments of critical systems theory are seen to be:
e Critical awareness
e Methodological Pluralism
e Emancipation

Maru and Woodford (2001) call for a greater commitment to the development of emancipatory
development methodologies. They suggest that Ulrich's critical systems heuristics is the only critical
systems methodology that offers real practical tools for achieving emancipatory development and they
argue for a greater commitment to the development of new methodologies in the area. They point out
that critical systems theory reflects a practitioner focus in that emphasis is very much directed towards
action. They quote Schecter (1991, p. 213) who describes the commitment to critical awareness as a
never-ending attempt to uncover hidden assumptions and conceptual traps of paradigms,
methodologies, plans and practices together with the conditions that give rise to them. The
commitment to pluralism 'is a result of the critical awareness that all systems approaches are partial
and therefore have their own limitations and legitimacies' (p. 63). Such an epistemological focus must
necessarily neglect the ontological conditions for emancipation. As Maru et al (2001) argue the
emancipatory focus has been diverted largely due to a concentration on pluralism. They quote Jackson
(1997, p. 359) who sees the commitment to emancipation and critical awareness as buttressing
pluralism. The focus becomes not on emancipation but on pluralism, thus reflecting the practitioner
focus of the systems practitioner.

Critical systems theory was developed based around Habermas' epistemological focussed critical
theory and as such must concentrate more on the knowledge aspects of the situation. Bhaskar would
suggest that this represents a concentration on the transitive aspects of the situation; the intransitive
relatively enduring real structures and mechanisms impacting the situation often of lesser
consideration.

Flood and Jackson's TSI is an example of a systems approach based around critical theory. It rests on
the assumption that the organisation has no meaning outside the mind of the participants - the
underlying view behind TSI being that the only way to change social systems is by changing people's
world views or Weltanschaungen. Such a perspective makes it difficult to focus on the actualities of
real organisational change. Without a clear recognition of the reality of social structures there can be
little guidance as to ways and means of changing them. Bhaskar's critical realist approach can provide
a useful insight into the (ontological) pre-conditions for change and the need for popular, realistic
change. It also allows for an examination of the deeper mechanisms and structures behind the change
process - more work needs to be done on examining whether the adoption of such a perspective is
possible within systems approaches and whether it can offer any valuable new insights..
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ABSTRACT

The concept of ‘Inquiry-based’ activity models in SSM is introduced. It is argued both that SSM embodies a
process of Inquiry and that the notion of Inquiry is often relevant to conceptualizing activities of interest in a
problem situation. Combining these two positions leads to the idea of using SSM as a generic reference model
within itself. The term ‘Inquiry-in-Inquiry’ is used to denote this use of SSM as a generic reference model for
the development of Inquiry-based activity models. The concept of Inquiry-based activity models is illustrated
through the use of a model to investigate the handling of Information Technology innovation information in

Small to Medium Enterprises.

Keywords: soft systems methodology, inquiry-in-inquiry

INTRODUCTION

Many forms of real-world activity are concerned with making sense of complex poorly-understood
situations. Such activities have many different names such as appreciation, assimilation, business
intelligence, sense-making, or strategic information / intelligence systems. It is the core conjecture of
this research that the notion of real-world problem-solving, or for short Inquiry, is relevant to
understanding and improving such forms of activity. Further, as Soft Systems methodology (SSM) is
a highly developed and widely aclnowledged concept of Inquiry then it may be possible to use SSM
as a basis for investigated such inquiry-based activities. The difference in this proposal is that SSM is
being used in a new and innovative way. In its conventional sense SSM is regarded as a methodology
but in the sense used above it is being treated as a generic reference model for the structure and
organisation of Inquiry-oriented activity. The broad conjectures of this research project are that (a) it
is possible to use SSM as a reference model and therefore to create Inquiry-based activity models, and
(b) that these models will prove useful in tackling problems related to sense-making activities in real-
world organisations. The rest of this paper describes the first stages of a research project to investigate
these research themes.

The practical context of this research is an investigation of how small to medium enterprises (SME’s)
handle the plethora of information associated with information technology innovations. How, for
example, do they handle information regarding electronic commerce? It is usually considered as a
decision problem in which the enterprise must decide whether to adopt or not adopt a particular
technology innovation. However this is a somewhat limited conceptualization of the situation.
Increasingly I'T has become a strategic issue not only affecting internal business systems, but
products, services, markets and competition patterns within industries. The issue for business is not
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whether to adopt or not adopt but more generally what action out of many possibilities to enact with
regard to new IT innovations. To distinguish this process from that of the standard technology
adoption model we term it ‘Assimilation’. The assimilation concept suggests that enterprises must
continuously learn about IT innovations and their potential impact upon the business. In this paper we
report the first phase of a research program into IT assimilation processes in SMEs.

BACKGROUND AND MOTIVATION

There is a practical need to improve the ability of SMEs to manage IT innovations, particularly in the
area of E-Commerce. The use of SSM to facilitate such management improvement has been
suggested, and a research project to investigate the use of SSM in IT innovation management has
been initiated. Although it was intended to use SSM as an investigative approach it also became
apparent that it might serve another purpose. The type of activity being investigated potentially had
many parallels with ill-structured real-world problem-solving as embodied by SSM. In other words
SSM as a model of activity could be seen as being relevant to conceptualising IT innovation
management.

Adoption or non-adoption is usually viewed as the only response to a new IT innovation but this may
miss a range of other changes that are possible. Arguably there is no IT application that is a universal
panacea which must necessarily be adopted and used in all circumstances. Therefore all responses to
IT innovations are contingent and situation dependent. If business enterprises are regarded as socio-
technical systems then their behaviour is shaped in part by the perceptions of the social networks that
make them up. Thus appreciation or sense making becomes a primary process of the enterprise and is
clearly a process that may operate well or poorly depending upon its history, structure, and context.
The practical concern of this research project is with how to improve the sense making, or
assimilation, process in SMEs with regard to IT. In turn the key methodological issue is what form of
framework of ideas to employ as a basis for seeking improvement in these areas — what form of
‘relevant system’ to employ.

INQUIRY-IN-INQUIRY

The basis of the approach taken in this work is both to regard SSM as a process of ‘Inquiry’ and to
suggest that ‘Inquiry’ is also relevant to the problem situation of strategic assimilation ie. IT
innovation management. A version of SSM is given in Fig.1. ‘Inquiry’ therefore becomes a
potentially relevant way of thinking about the sense making activities undertaken in enterprises. This
is called ‘Inquiry-in-Inquiry’ as it is the use of an inquiry model as a relevant system within a process
of inquiry.
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Figure: 1 The Process of SSM (Adopted Checkland & Scholes) v
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The argument developed here is that any choice of relevant system that is seen as a sense making
system, or is a process of appreciation , actually incorporates a reference to a broader concept of
inquiry and the development of a conceptual model will require reference to this broader concept.
Further that SSM provides a basis for that broader concept of Inquiry. The idea is similar to
referencing a formal system model for the creation of a conceptual model (Checkland 1981). The

core idea is shown in fig. 2 below.
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Sense making relevant systems models, developed using the ‘Inquiry-in-Inquiry’ approach, have been
used as part of a research project into IT Innovation management in SMEs. The first phase of this
project is a pilot study aimed at evaluating the models concerned as tools for analysing and facilitating
IT Innovation management. A simplified example of such a model is given in fig 3. below. The root
definition for the model is:

“A system to continuously appreciate IT innovations and their organisational relevance, and to frame
appropriate actions, by gathering, recognising, and evaluating, information regarding potential IT
innovations with respect to a given situation.”

The developed model consists of three inter-linked cycles of activity. In the first cycle,
communication channels are scanned to identify information concerning potential IT innovations. The
image of such innovations that is generated is then compared and engaged with the image of
organisationally relevant innovations. The cycle continues by further refining the underlying thinking
about what is generally meant by a potentially relevant IT innovation. Such a concept is of course
required in order to scan and evaluate the information channels. The second cycle continually refines
what is seen as an organisationally relevant innovation. These two cycles are brought together in a
comparison such that the organisation is continuously revising its evaluation of new IT innovations
and its definitions of organisationally relevant. Finally, there is also an outcome in which the ‘picture-
in-situation’ generated by the system is enacted, thus essentially creating a third dynamic cycle of
practical change that feeds into the other two cycles. Finally, the process is considered to be a
purposefully managed system, although the details of this monitoring and control system have been
suppressed in the interests of presenting the model.

CURRENT SITUATION

A pilot study into IT-oriented strategic sense making in SMEs that uses the Innovation Information
System model is in progress. The initial data analyses have revealed some unexpected insights; such
as that the reported information environments are both richer and more constrained than expected. In
particular the importance of industry bodies in shaping IT innovation management has emerged as a
critical finding. The other major focus of the work is in evaluating the proposition that sense-making
inquiry is a useful and insightful way of considering strategic thinking in small organisations and that
the ‘Inquiry-in-Inquiry’ concept provides a practical means for developing activity systems models
that are useful within a problem context. The initial findings are supportive of the two propositions
but further analysis and evaluation is awaited.

SUMMARY

The concept of ‘Inquiry-in-Inquiry’ as a basis for activity system modelling has been described and a
practical model based upon the concept has been illustrated.
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Figure 3: An IT Innovation Sense Making System, or Innovation Information System
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ABSTRACT

Soft Systems Methodology (SSM) is a methodology used to enable different meanings or views within the
situation to be expressed and negotiated. A functional decomposition approach to model representation is used

within SSM.

An alternative systems framework is Decision Variable Partitioning (DVP) that uses decision variables as the

basis for decomposition.

This paper continues the work on DVP, by using the DVP framework to analyze two situations where opposing

worldviews were expressed to understand how accommodations were reached in these situations.

The accommodation of views was reached not through a comparison of activities with the situation as in the
conventional SSM approach but rather, through the debate about conditions under which the transformation
could be enacted. Systems models that do not include the concept of the conditional states may miss this
important aspect of reaching accommodations in world views particular when the views appear to be so

opposed that it is difficult to see how they can be reconciled.

Keywords: Soft Systems Methodology, SSM, Decision Variable Partitioning, DVP, Negotiation, Conceptual
Models
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INTRODUCTION AND BACKGROUND

Soft Systems Methodology (SSM) is a methodology used in complex situations to enable different
meanings or views within the situation to be rigorously expressed, discussed, debated, and negotiated.
For example, a prison could be viewed as a rehabilitation system, a punishment system, or a university
of crime (Checkland, 1981), (Checkland & Scholes, 1990). There are numerous studies reporting the
use of SSM in management and information systems development projects as a means to enable an
appreciation of the situation and the negotiation of meanings prior to determining the information
support for the activities associated with a particular worldview (Avison & Wood-Harper, 1990), (Davies
& Ledington, 1991), (Checkland & Holwell, 1998), (Lewis, 1994), (Stowell, 1995), (Stowell & West,
1994), (Wood-Harper et al, 1985).

The concept of systems is used within SSM as a framework to express differing views. The systems
framework used within SSM comprises a set of logically connected activities needed to express a
particular view of the world. This set of activities is then compared with the situation to determine
changes deemed culturally feasible and systemically desirable. A functional decomposition approach
to model representation is used within SSM but it has been suggested that SSM models are too
simplistic (Hirschheim et al, 1995).

An alternative systems framework, Decision Variable Partitioning (DVP), that uses decision variables
as the basis of decomposition has previously been proposed (Ledington & Ledington, 1999). This
paper continues the stream of work on DVP, by using the elements of the DVP framework to analyse
two situations where opposing worldviews were expressed to appreciate the meanings that were
negotiated and the accommodations reached in the situations.

The rest of this paper proceeds as follows. Section 2 describes the methodology used in this research.
Section 3 describes an alternate decomposition strategy termed Decision-Variable Partitioning (DVP)
and Section 4 provides an analysis and interpretation of the situations using the DVP framework.

Section 5 concludes with a discussion on limitations of the research and directions for future research.

The following section describes the methodology used in this research.

METHODOLOGY

The strategic methodology used for managing this research is Checkland's FMA model of research, as
depicted in Figure 1, where a framework is compared with a situation to learn about the framework,
the methodology, and the area of application. Although this model is used by Checkland as an
interpretive action research approach in Soft Systems Methodology, it can be viewed as a generic
research model (Checkland & Holwell, 1998). In positivist research, the framework (theory) is viewed
as a description of reality (ontological) and tested from this perspective. The framework proves useful
if it can be shown that it provides a description of reality and can sustain rigorous testing in many
situations. In interpretive research, by contrast, the framework is seen as a lens that can be used to
appreciate the situation with the emphasis being on learning about the framework and / or on learning
about or improving the situation (epistemological). The framework, from an interpretive perspective,
provides a language to appreciate the situation or engage with people in the situation to bring about
change in the situation. It may provide enlightenment about the situation but is also limiting in that it
is only one lens through which the situation can be appreciated. The framework can yield insights
specific to a particular situation and those insights will differ depending on the situation. Rigour is
achieved in interpretive research if the framework used for interpreting the situation is declared and
the interpretations based on the framework are clear (Klein & Myers,1999), (Checkland, 1981).
Therefore the value of the interpretive framework is in the lessons and insights that it can yield in
different situations.
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Figure 1: Research Methodology

In this study, the language of the systems framework using DVP is used to reflect upon the meanings
that were negotiated in two situations in which the researchers were involved. It is not used in action
research mode within the situation to question participants in the situation and express differing views
but rather as a reflective tool to appreciate the negotiations that occurred within these situations. The
emphasis in this study is on the learning about the DVP framework as a sense-making lens rather than
being used to structure conceptual activities.

The next section describes the DVP systems framework.

THE DVP SYSTEMS FRAMEWORK

The systems framework used in SSM comprises a set of logically connected activities representative
of a particular worldview as expressed in a root definition (Figure 2). The activities carry out a
particular transformation that is not explicitly shown on the model.

Systems in Management 7" Annual ANZSYS Conference 2001 Page 178



Root Definition: A Group Manager-owned system, manned by IT knowledgeable and
customer focussed personnel which recognises, diagnoses, and takes rationally planned
action to resolve IT related problems which affect end-user (clients) such that the client
finds the resolution beneficial The system operates under the constraints of resource
availability, rapid technological change, and the limitations of the existing o
mfrastructure.
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Figure 2: Conventional SSM Model (Adapted from Ledington & Ledington, 1999)

The systems representation using DVP for the same root definition, (Figure 3), contain additional
decision elements where the looping construct represents the transformations expressed in the
worldview. In this example, two transformations 'from unresolved to resolved client IT problem' and
'unprioritised to prioritised resolutions' are shown on the model. The if-then-else construct represents
the constraints under which transformations may occur. 'If resources available', 'If resolution is
beneficial', 'If resolution fits with infrastructure' are the constraints shown in this example that govern
whether activities to achieve the transformations will be carried out or not. The activities needed to
carry out the transformations under the conditions specified are also contained in the model. It has
been argued that the additional language elements of transformations and constraints upon a
transformation allow more complex situations to be expressed, for example, more than one
transformation can be represented (Ledington & Ledington, 1999). It also has been argued that the
constraints under which the transformations may occur are an important aspect of the social
negotiation of meaning and this argument is also supported in the literature (Mills & Murgatroyd,
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1991). In the conventional SSM model, the constraints may be implicit in the model or referred to as
activities. For example, in Figure 2, the activity ‘appreciate resource availability, infrastructure’ is
shown as an activity; however, this activity is not explicitly shown as a state that may govern whether
subsequent actions are carried out or not. Nor is the activity highlighted as an important element of
negotiation but rather as a logical activity within the model. That is, there is no explicit focus on the
constraints.
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Figure 3: Decision Variable Partitioning Example Based on the Root Definition
(Adapted from Ledington & Ledington, 1999)

The DVP approach to systems modelling brings into focus the elements of constraints. Activities are
seen to be undertaken only when certain conditions apply. Further, the modelling approach itself
places greater emphasis on understanding the constraints deemed relevant in a situation.

A discussion of two situations where opposing worldviews were expressed and an analysis using
DVP of these two situations follows.
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DESCRIPTION AND ANALYSIS OF THE SITUATIONS USING DVP

In this section, two situations in which opposing worldviews are expressed and debated are described
and the language elements of DVP are used to interpret the accommodations that were reached in each
situation. Each author of this paper was involved in one of these situations.

The first situation was one in our information systems school that is located in the Faculty of Business.
A proposal was raised to include Microsoft accredited courses in our curriculum. The school is a
small one with five members at the time. Two members of the school were very opposed to the
suggestion, one of the authors of this paper being one of those members. These members believed that
the proposal did not fit the school's focus that was on information systems in business rather than on
information technology. Two members of the school strongly supported the idea arguing that it
provided students with much-needed skills for the workplace. Hence, two members of the school
wanted the transformation from unprovided to provided Microsoft accredited courses to occur and two
members did not. A strategic planning day for the school was organized and the issue was raised.
Discussions for and against the proposal started to become quite heated.

The argument was diffused by the Head of Discipline when she said that she would accept the
proposal if it was limited to the one fairly technical course that was already in existence; it did not
seriously affect the content of what was already taught in that course and; it was financially viable.
Both parties accepted these conditions. This acceptance came as quite a shock to the one author
involved in the situation because my beliefs against the proposal were so strong that I did not believe
my thinking could be shifted.

Using the language elements of constraints in the DVP model to analyse this situation, the
accommodation of views was reached not through a comparison of activities of the conceptual model
with the situation that would be suggested by the use of SSM but through a negotiation of the
constraints under which the transformation of providing the courses should occur. That is, the
conditions under which it was agreed that the transformation should occur ('If viable', 'If limited to
existing course', 'If course content not changed') were the basis for reconciling the worldviews. The
accommodated worldview as expressed in systems terms using DVP concepts is shown in Figure 4.
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Figure 4: Accommodated DVP Representation — Microsoft Accredited Courses

The conceptual model in this study is not used as a means of bringing about change but as a reflective
tool to appreciate the negotiations that occurred within the situation. While this analysis, using the
framework, may seem simplistic, the head of school, when questioned, was unaware she had used the
constraints or conditions under which the transformation was or was not acceptable as a means of
negotiation. She had simply expressed what she felt was an acceptable solution from her perspective.
Without the framework to help make sense of what occurred, this learning may have been missed.

It has been argued that the constraints may play an important role in the negotiation of meaning and if
they are not made explicit an important element of the social negotiation process may be missed
(Ledington & Ledington, 1999). In this situation, the role of the concept of constraints was to provide
a language for reconciling very opposing worldviews that seemed irreconcilable. Using DVP
concepts, the insight to be gained from this illustration is that any discussion about doing an activity
can be represented as the set of conditions under which it would be done.

The second situation was one that received a lot of media attention in our region. The hand feeding of
dolphins was occurring at a particular site in the region. The practice had come about unofficially as
locals and then tourists to the area began to feed the dolphins. Concerns were raised about the
dolphins' safety at the site as it was near a boat ramp, the possible changes that could occur to these
wild animals feeding patterns and the health risks to the animals. Stakeholders to the debate about
whether the feeding should be allowed to continue or not included politicians, government bodies,
environmentalists, and residents. Some of the stakeholders were totally opposed to any kind of human
/ dolphin interaction while others wanted the situation to continue without any intervention. Again, in
this situation, very opposing worldviews were debated where one group wanted the transformation of
feeding the dolphins to occur while another group did not and the views appeared irreconcilable. A
public meeting was held which again became very heated.

While negotiations are still continuing on this issue, it appears that accommodations are being reached
in terms of the conditions under which feeding should continue with suggestions including moving the
feeding to a safer site, limiting the amount of hand feeding, strictly regulating the hygienic aspects of
the feeding process, and limiting the continuation of the practice to the already existing dolphins that
come to the sight.

Using the DVP concepts to analyse this situation, the accommodation of views is being reached by
negotiating the constraints under which the transformation of feeding the dolphins should occur.
Figure 5 depicts the DVP systems representation of the accommodated worldview.
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Figure 5: Accommodated DVP Representation — Dolphin Feeding

Again, in this situation, the language elements of the DVP model provide an appreciation of the role of
constraints in the negotiation of opposing worldviews and actions.

To create a conventional SSM model, Checkland (1981) argues that activities are conceptualized by
considering those activities that are logically required to carry out the transformation contained within
the root definition. From the DVP representation, however, more than one set of logically derived
activities could be conceptualized. In Figure 5, the constraint ‘if safe site’ could be used as a basis for
designing activities to try to ensure this constraint is met, for example, the model may contain
activities ‘determine safety requirements’ and ‘design site to meet requirements’ or ‘choose site to
meet requirements’. Alternatively, it may be that participants in the situation take the condition as
given and not used as a basis for design but rather only used to determine whether the activities of
feeding should occur or not. In the MS accredited course situation, for example, it may be participants
don’t wish to design activities to ensure the constraint ‘if economically viable’ is met. The constraint
may be determined by Microsoft’s charges in relation to the course and the Government’s standard
fees that can be charged for a course or participants may choose to try to design activities such that the
condition is met. Therefore, a logical set of activities to carry out the transformation seems impossible
without considering the implications of the negotiated constraints.

The two examples given illustrate the use of DVP concepts to reconstruct an explanation of an
historical situation. However, it also can be noted that any choice of system really implies the set of
conditions under which the system can be enacted and is thus meaningful. The broader implication
from this finding is that, in choosing a relevant system in SSM, certain constraints are implied. Thus,
whereas the differing views of a prison that introduced this paper are treated as isolated perceptions by
SSM, they can be seen as related by using DVP concepts. Whether, predominantly, a prison is a
rehabilitation system or a punishment system is a reflection of the pairing of constraints and actions
shaping the situation. The DVP concepts, therefore, extend SSM in a new and innovative way of
thinking about problem situations.
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LIMITATIONS AND DIRECTIONS FOR FUTURE RESEARCH

This study has described two situations in which the language of constraints has been used to
appreciate, historically, the process of negotiation enacted in these situations. The negotiation of
opposing worldviews was shown to be through debate about the conditions for action not the
comparison of conceptual activities with the situation. Systems models that do not include the concept
of the conditional states may miss this important aspect of reaching accommodations in worldviews
particular when the views appear to be so opposed that it is difficult to see how they can be reconciled.
This is a major innovation to Soft systems Methodology that is focussed on the comparison of
activities.

It has also been argued that deriving a set of logical activities to carry out a transformation is not a
simple process but requires discussion regarding the treatment of the constraints and their implications
for the design process.

The major limitations of this research are that in neither situation did a win - win situation occur and it
cannot be known whether if the conventional approach to SSM had been used in consultancy mode a
win - win situation could have eventuated. In the two situations reported in this study, systems models
were not used to facilitate the debate about change but rather the DVP concept was used to analyze the
situations in retrospect. Future research will use the DVP modelling approach in action research
consultancy mode to further understand the additional constructs of the DVP model in the process of
negotiating meanings and bringing about changes to situations based upon the use of systems ideas.
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ABSTRACT

The purpose of this paper is to show how Checkland’s FMA approach was applied to an action research project
conducted into a software engineering problem of designing new diagrams. Checkland’s FMA approach
involves explicitly declaring at the outset of an action research, a framework of ideas (F), the methodology to be
used (M) and an area of application (A) as a means of learning about the research process in order to improve
rigour. The paper describes how the FMA approach was applied to designing new diagrams and outlines how
in particular the framework of ideas (F) was used to guide and direct the outcomes. The results indicate that
the framework of ideas (F) is likely to be modified by the experiences of the research and may be considered a

set of starting assumptions only.

Keywords: Action research, software engineering, information systems, information systems development

INTRODUCTION

The research approach known as Checkland’s FMA approach which is discussed in this paper frames
action research as a process of learning (Checkland 1985, Checkland 1991, Hindle et al. 1995). It
involves declaring a framework of ideas at the outset of the research. A framework of ideas is a set of
ideas or a theory which ‘a priori are thought to be relevant to an understanding of the problems
faced’ (Hindle et al. 1995, p455). As such, Checkland’s FMA approach is both a means of expressing
the underlying philosophical perspective that the researcher adopts in carrying out the research and
later it becomes a means of interpreting and evaluating that research. Figure 1 shows how the FMA
approach interacts with learning through action.

Figure 1: The Organised Use of Rational
Thought (Adopted: Checkland, 1985)
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In figure 1, F represents a framework of ideas which underpin the execution of a particular
methodology M in an area of application A. The purpose of the Checkland (1985) paper was to
discuss soft systems thinking in terms of a learning paradigm. In this paper, the framework of ideas
(F) discussed consisted of soft systems ideas and the methodology (M) was SSM (Soft Systems
Methodology). Checkland’s point was that there is strong intellectual consistency between a
framework of ideas based on soft systems ideas and a methodology which facilitates the application
of soft systems ideas. In electing to distinguish the three constructs of framework, methodology and
area of application, Checkland clearly considered that there is advantage in this delineation as far as
evaluating learning is concerned. Further, Checkland makes the point that ‘this is a very general
model of the organised use of rational thought and applies not only to O.R. [operations research] but
to applied natural sciences as well’. (Checkland 1985, p758). In other words, Checkland was
presenting this as a general learning and evaluative framework that could be applied generally in
research. A related question is whether researchers working in a specific domain (such as designing
new diagrams) might not be aided by a domain-specific set of ideas to assist them in their work.

An advantage of this approach is that it forces the researcher to make explicit conceptual issues which
are considered relevant to the research process (Checkland 1985). However, it also has to be
recognised that the very act of making explicit aspects of one’s research while conducting it, even for
learning and evaluation, changes the nature of the research process. For example it may cause
researchers to frame and structure their thinking in certain ways and so the implications of this have to
be considered carefully.

The paper proceeds as follows. The next section discusses the history of using action research to {!
design diagrams to support information systems development and also briefly the uniqueness of this

research. In the following section there is a brief overview of the framework of ideas (F) made

explicit at the beginning of the research, the action research methodology (M) and areas of application

(A) respectively as they applied to this research. This is followed by a discussion of findings in terms

of the learning that took place through using this approach. This learning caused the role of the

framework of ideas (F) to be reconsidered. The paper concludes by discussing the broader

implications of what has been outlined in this paper.

ACTION RESEARCH AND DESIGNING DIAGRAMS

It would appear that there is a wide diversity in the use of action research as a research approach in
Information Systems. For example, in a comprehensive literature review of action research in
Information Systems over the last 25 years, Lau (1997) observed a wide range of research topics
including computer-based planning models, comparisons of experienced and novice analysts, online
catalog systems, healthcare issues and so on. While the range and novelty of such research is
impressive, there are clearly still many research topics which have not yet taken advantage of the
opportunities and flexibility that action research has to offer. For example, no action research study in
Lau’s review focused on designing new diagrams to model information systems.

The closest types of study to this type of research in the literature are those that use a field study
approach to test a diagram which was previously designed by a researcher. However, such studies do
not directly involve analysts or users as co-researchers in the actual design process. Examples
include Calloway and Ariav (1990), Fitzgerald (1991) and Flynn and Davarpanah Jazi (1998). With
regard to Calloway and Ariav's work, they had previously designed a dialogue chart and then used
field trials with students with interview follow-up to gauge the success of their diagram. In other
words, they did not use action research as a research process for designing their diagram.

Similarly, the work reported by Fitzgerald reflected on how a type of action diagram might be
validated, but again action research was not used to design the diagram. Flynn and Davarpanah Jazi
tested an event flow diagram with users in the context of user led development. Again, the diagram
had been designed prior to research commenc