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Abstract. Our aim in this paper is to study generalizations of the nonconserved and
conserved Caginalp phase-field systems based on the Maxwell-Cattaneo law with two
temperatures for heat conduction. In particular, we obtain well-posedness results and
study the dissipativity of the associated solution operators.

1. Introduction

G. Caginalp proposed in [7], [8] and [9] two phase-field systems, namely,

(1.1)
∂u

∂t
−∆u+ f(u) = T,

(1.2)
∂T

∂t
−∆T = −∂u

∂t
,

called nonconserved system, and

(1.3)
∂u

∂t
+ ∆2u−∆f(u) = −∆T,

(1.4)
∂T

∂t
−∆T = −∂u

∂t
,

called conserved system (in the sense that, when endowed with Neumann boundary con-
ditions, the spatial average of u is conserved). In this context, u is the order parameter,
T is the relative temperature (defined as T = T̃ − TE, where T̃ is the absolute tem-
perature and TE is the equilibrium melting temperature) and f is the derivative of a
double-well potential F (a typical choice is F (s) = 1

4
(s2 − 1)2, hence the usual cubic

nonlinear term f(s) = s3 − s). Furthermore, we have set all physical parameters equal
to one. These systems have been introduced to model phase transition phenomena, such
as melting-solidification phenomena, and have been much studied from a mathematical
point of view. We refer the reader to, e.g., [1], [2], [3], [4], [5], [6], [13], [14], [15], [20], [21],
[22], [23], [24], [25], [26], [31], [33], [40] and [45].

In particular, these two phase-field systems are based on the usual Fourier law for heat
conduction,
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(1.5) q = −∇T,

where q is the heat flux. Now, one essential drawback of the Fourier law is that it predicts
that thermal signals propagate at an infinite speed, which violates causality (the so-called
paradox of heat conduction, see [17]). To overcome this drawback, or at least to account
for more realistic features, several alternatives to the Fourier law, based, e.g., on the
Maxwell-Cattaneo law or recent laws from thermomechanics, have been proposed and
studied, in the context of the Caginalp phase-field systems, in [28], [29], [32], [34], [35],
[36], [37] and [38].

In the late 1960’s, several authors proposed a heat conduction theory based on two
temperatures (see [10], [11] and [12]). More precisely, one now considers the conductive
temperature T and the thermodynamic temperature θ. For time-independent problems,
the difference between these temperatures is proportional to the heat supply; they thus
coincide when there is no heat supply. However, for time-dependent problems, they are
generally different, even in the absence of heat supply: this is in particular the case for
non-simple materials. In that case, the two temperatures are related as follows:

(1.6) θ = T −∆T

and (1.1) and (1.2) should be replaced by

(1.7)
∂u

∂t
−∆u+ f(u) = T −∆T

and

(1.8)
∂u

∂t
+ ∆2u−∆f(u) = −∆(T −∆T ),

respectively.
The nonconserved system was studied in [18] for the classical Fourier law with two

temperatures and in [39] for the type III thermomechanics theory (see [27]) with two
temperatures recently proposed in [42] (see also [19]).

In this paper, we consider the theory of two-temperature-generalized thermoelasticity
proposed in [44] and based on the Maxwell-Cattaneo law.

In that case, in order to obtain the corresponding generalized heat equation, one writes

(1.9)
∂H

∂t
= −divq,

where

(1.10) H = u+ T −∆T (= u+ θ)

is the enthalpy and the heat flux q satisfies the Maxwell-Cattaneo law (see [44]),
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(1.11) q + τ
∂q

∂t
= −∇T, τ > 0.

In particular, it follows from (1.9) that

∂2H

∂t2
+ τ

∂H

∂t
= −div(q + τ∇q),

hence, in view of (1.11),

(1.12)
∂2H

∂t2
+ τ

∂H

∂t
= ∆T.

We thus deduce from (1.10) and (1.12) the generalized heat equation

(1.13) (I −∆)(
∂2T

∂t2
+ τ

∂T

∂t
)−∆T = −∂

2u

∂t2
− τ ∂u

∂t
.

Here, the presence of the second derivative ∂2u
∂t2

makes the mathematical analysis of the
equation particularly difficult and, to overcome such a difficulty, we will rewrite the equa-
tion in a different way, keeping the enthalpy H as unknown. Indeed, it follows from (1.10)
and (1.12) that

(I −∆)(
∂2H

∂t2
+ τ

∂H

∂t
) = ∆(T −∆T ),

hence

(1.14) (I −∆)(
∂2H

∂t2
+ τ

∂H

∂t
)−∆H = −∆u.

Furthermore, owing again to (1.10), (1.7) and (1.8) can be rewritten as

(1.15)
∂u

∂t
−∆u+ u+ f(u) = H

and

(1.16)
∂u

∂t
+ ∆2u−∆u−∆f(u) = −∆H,

respectively.
Our aim in this paper is to study the well-posedness and the dissipativity of (1.14) and

(1.15) and of (1.14) and (1.16). For the sake of simplicity, we endow these equations with
Dirichlet boundary conditions. Furthermore, when studying the conserved model (1.14)
and (1.16), the main difficulty, when compared with the nonconserved model (1.14) and
(1.15), is to derive proper H2-estimates.
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Notation. We denote by ((·, ·)) the usual L2-scalar product, with associated norm ‖ · ‖.
We further set ((·, ·))−1 = (((−∆)−

1
2 ·, (−∆)−

1
2 ·)), with associated norm ‖ · ‖−1, where

(−∆)−1 denotes the inverse minus Laplace operator associated with Dirichlet boundary
conditions. Note that ‖ · ‖−1 is equivalent to the usual H−1-norm on H−1(Ω) = H1

0 (Ω)′.
More generally, ‖ · ‖X denotes the norm on the Banach space X.

Throughout the paper, the same letters c and c′ denote (generally positive) constants
which may vary from line to line. Similarly, the same letter Q denotes (positive) monotone
increasing (with respect to each argument) and continuous functions which may vary from
line to line.

2. The nonconserved model

2.1. Setting of the problem. We consider in this section the following initial and
boundary value problem, in a bounded and regular domain Ω ⊂ RN , N = 1, 2 or 3,
with boundary Γ:

(2.1)
∂u

∂t
−∆u+ u+ f(u) = H,

(2.2) (I −∆)(
∂2H

∂t2
+
∂H

∂t
)−∆H = −∆u,

(2.3) u = H = 0 on Γ,

(2.4) u|t=0 = u0, H|t=0 = H0,
∂H

∂t
|t=0 = H1,

where, for simplicity, we have set τ equal to one.
As far as the nonlinear term f is concerned, we assume that

(2.5) f ∈ C2(R), f(0) = 0,

(2.6) f ′ ≥ −c0, c0 ≥ 0,

(2.7) f(s)s ≥ c1F (s)− c2 ≥ −c3, c1 > 0, c2, c3 ≥ 0, s ∈ R,

where F (s) =
∫ s

0
f(ξ) dξ. In particular, the usual cubic nonlinear term f(s) = s3 − s

satisfies these assumptions.

Remark 2.1. Actually, in this section, f ∈ C1(R) would be sufficient; we will need the
higher regularity above in order to deal with the conserved model.
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2.2. A priori estimates. The estimates derived in this subsection are formal, but they
can easily be justified within a Galerkin scheme.

We multiply (2.1) by ∂u
∂t

and have, integrating over Ω and by parts,

(2.8)
d

dt
(‖u‖2

H1(Ω) + 2

∫
Ω

F (u) dx) + 2‖∂u
∂t
‖2 = 2((H,

∂u

∂t
)),

noting that ‖ · ‖2
H1(Ω) = ‖ · ‖2 + ‖∇ · ‖2.

We then multiply (2.2) by (−∆)−1 ∂H
∂t

to obtain

(2.9)
d

dt
(‖H‖2 + ‖∂H

∂t
‖2
−1 + ‖∂H

∂t
‖2) + 2(‖∂H

∂t
‖2
−1 + ‖∂H

∂t
‖2) = 2((u,

∂H

∂t
)).

Noting that

((H,
∂u

∂t
)) =

d

dt
((u,H))− ((u,

∂H

∂t
)),

we finally find, summing (2.8) and (2.9),

(2.10)
d

dt
(‖∇u‖2 + 2

∫
Ω

F (u) dx+ ‖u−H‖2 + ‖∂H
∂t
‖2
−1 + ‖∂H

∂t
‖2)

+2(‖∂u
∂t
‖2 + ‖∂H

∂t
‖2
−1 + ‖∂H

∂t
‖2) = 0.

Next, we multiply (2.1) by u and have, owing to (2.7),

(2.11)
d

dt
‖u‖2 + 2‖u‖2

H1(Ω) + c

∫
Ω

F (u) dx ≤ 2((H, u)) + c′.

Multiplying then (2.2) by (−∆)−1H, we obtain

(2.12)
d

dt
(‖H‖2

−1 + ‖H‖2 + 2((
∂H

∂t
,H))−1 + 2((

∂H

∂t
,H))) + 2‖H‖2

= 2((H, u)) + 2(‖∂H
∂t
‖2
−1 + ‖∂H

∂t
‖2).

Summing (2.11) and (2.12), we find

(2.13)
d

dt
(‖u‖2 + ‖H‖2

−1 + ‖H‖2 + 2((
∂H

∂t
,H))−1 + 2((

∂H

∂t
,H))) + c(‖u−H‖2

+‖∇u‖2 + 2

∫
Ω

F (u) dx) ≤ 2(‖∂H
∂t
‖2
−1 + ‖∂H

∂t
‖2) + c′, c > 0.

Summing finally (2.10) and δ1 times (2.13), where δ1 > 0 is chosen small enough, we
have a differential inequality of the form

(2.14)
dE1

dt
+ c(E1 + ‖∂u

∂t
‖2) ≤ c′, c > 0,
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where

(2.15) E1 = ‖∇u‖2 + 2

∫
Ω

F (u) dx+ ‖u−H‖2 + ‖∂H
∂t
‖2
−1 + ‖∂H

∂t
‖2

+δ1(‖u‖2 + ‖H‖2
−1 + ‖H‖2 + 2((

∂H

∂t
,H))−1 + 2((

∂H

∂t
,H)))

satisfies

(2.16) E1 ≥ c(‖u‖2
H1(Ω) +

∫
Ω

F (u) dx+ ‖H‖2 + ‖∂H
∂t
‖2)− c′, c > 0.

We now multiply (2.2) by ∂H
∂t

to obtain

(2.17)
d

dt
(‖∇H‖2 + ‖∂H

∂t
‖2
H1(Ω)) + ‖∂H

∂t
‖2
H1(Ω) ≤ ‖∇u‖2.

Multiplying also (2.2) by H, we find

(2.18)
d

dt
(‖H‖2

H1(Ω) + 2((
∂H

∂t
,H)) + 2((∇∂H

∂t
,∇H))) +‖∇H‖2 ≤ ‖∇u‖2 + 2‖∂H

∂t
‖2
H1(Ω).

Summing (2.14), δ2 times (2.17) and δ3 times (2.18), where δ2, δ3 > 0 are chosen small
enough, we have a differential inequality of the form

(2.19)
dE2

dt
+ c(E2 + ‖∂u

∂t
‖2) ≤ c′, c > 0,

where

(2.20) E2 = E1 + δ2(‖∇H‖2 + ‖∂H
∂t
‖2
H1(Ω))

+δ3(‖H‖2
H1(Ω) + 2((

∂H

∂t
,H)) + 2((∇∂H

∂t
,∇H)))

satisfies

(2.21) E2 ≥ c(‖u‖2
H1(Ω) +

∫
Ω

F (u) dx+ ‖H‖2
H1(Ω) + ‖∂H

∂t
‖2
H1(Ω))− c′, c > 0.

We finally multiply (2.1) by −∆u and obtain, owing to (2.6) and classical elliptic
regularity results,

(2.22)
d

dt
‖∇u‖2 + c‖u‖2

H2(Ω) ≤ c′(‖∇u‖2 + ‖H‖2), c > 0.

Summing (2.20) and δ4 times (2.22), where δ4 > 0 is chosen small enough, we find a
differential inequality of the form
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(2.23)
dE3

dt
+ c(E3 + ‖u‖2

H2(Ω) + ‖∂u
∂t
‖2) ≤ c′, c > 0,

where

(2.24) E3 = E2 + δ4‖∇u‖2

satisfies

(2.25) E3 ≥ c(‖u‖2
H1(Ω) +

∫
Ω

F (u) dx+ ‖H‖2
H1(Ω) + ‖∂H

∂t
‖2
H1(Ω))− c′, c > 0.

In a second step, we differentiate (2.1) with respect to time to have the initial and
boundary value problem

(2.26)
∂

∂t

∂u

∂t
−∆

∂u

∂t
+
∂u

∂t
+ f ′(u)

∂u

∂t
=
∂H

∂t
,

(2.27)
∂u

∂t
= 0 on Γ,

(2.28)
∂u

∂t
(0) = ∆u0 − u0 − f(u0) +H0.

Note that, if u0 ∈ H2(Ω) ∩H1
0 (Ω) and H0 ∈ L2(Ω), then ∂u

∂t
(0) ∈ L2(Ω) and

(2.29) ‖∂u
∂t

(0)‖ ≤ Q(‖u0‖H2(Ω), ‖H0‖).

Indeed, it follows from the continuity of f and the continuous embedding H2(Ω) ⊂ C(Ω)
that ‖f(u0)‖ ≤ Q(‖u0‖H2(Ω)).

Multiplying (2.26) by ∂u
∂t

, we obtain, in view of (2.6),

(2.30)
d

dt
‖∂u
∂t
‖2 + c‖∂u

∂t
‖2
H1(Ω) ≤ c′(‖∂u

∂t
‖2 + ‖∂H

∂t
‖2), c > 0.

Summing then (2.23) and δ5 times (2.30), where δ5 > 0 is chosen small enough, we find
a differential inequality of the form

(2.31)
dE4

dt
+ c(E4 + ‖u‖2

H2(Ω) + ‖∂u
∂t
‖2
H1(Ω)) ≤ c′, c > 0,

where

(2.32) E4 = E3 + δ5‖
∂u

∂t
‖2

satisfies
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(2.33) E4 ≥ c(‖u‖2
H1(Ω) +

∫
Ω

F (u) dx+ ‖∂u
∂t
‖2 + ‖H‖2

H1(Ω) + ‖∂H
∂t
‖2
H1(Ω))− c′, c > 0.

We finally rewrite (2.1) as an elliptic equation, for t > 0 fixed,

(2.34) −∆u+ u+ f(u) = −∂u
∂t

+H, u = 0 on Γ.

Multiplying (2.34) by −∆u, we have, owing to (2.6),

‖∆u‖2 ≤ c(‖∇u‖2 + ‖∂u
∂t
‖2 + ‖H‖2),

hence, owing to classical elliptic regularity results,

(2.35) ‖u(t)‖2
H2(Ω) ≤ cE4(t), t ≥ 0.

Having this, we multiply (2.2) by −∆∂H
∂t

and −∆H to obtain

(2.36)
d

dt
(‖∆H‖2 + ‖∇∂H

∂t
‖2 + ‖∆∂H

∂t
‖2) + ‖∇∂H

∂t
‖2 + ‖∆∂H

∂t
‖2 ≤ ‖∆u‖2

and

(2.37)
d

dt
(‖∇H‖2 + ‖∆H‖2 + 2((∇∂H

∂t
,∇H)) + 2((∆

∂H

∂t
,∆H))) + ‖∆H‖2

≤ ‖∆u‖2 + 2(‖∇∂H
∂t
‖2 + ‖∆∂H

∂t
‖2),

respectively. Summing (2.36) and δ6 times (2.37), where δ6 > 0 is chosen small enough,
we find, in view of (2.35), a differential inequality of the form

(2.38)
dE5

dt
+ cE5 ≤ c′E4, c > 0,

where

(2.39) E5 = ‖∆H‖2 + ‖∇∂H
∂t
‖2 + ‖∆∂H

∂t
‖2

+δ6(‖∇H‖2 + ‖∆H‖2 + 2((∇∂H
∂t

,∇H)) + 2((∆
∂H

∂t
,∆H)))

satisfies

(2.40) E5 ≥ c(‖H‖2
H2(Ω) + ‖∂H

∂t
‖2
H2(Ω)), c > 0.
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2.3. The dissipative semigroup. We have the

Theorem 2.2. We assume that (2.5)-(2.7) hold. Then, for every (u0, H0, H1) ∈ (H2(Ω)∩
H1

0 (Ω))3, (2.1)-(2.4) possesses a unique solution (u,H, ∂H
∂t

) such that

(u,H,
∂H

∂t
) ∈ L∞(R+;H2(Ω) ∩H1

0 (Ω))3

and

∂u

∂t
∈ L∞(R+;L2(Ω)) ∩ L2(0, T ;H1

0 (Ω)), ∀T > 0.

Proof. The proof of existence is based on the a priori estimates derived in the previous
subsection and, e.g., a standard Galerkin scheme.

In particular, it follows from (2.31) and Gronwall’s lemma that

(2.41) E4(t) ≤ e−ctE4(0) + c′, c > 0, t ≥ 0,

which yields, owing to (2.33), the continuity of f and the continuous embedding H2(Ω) ⊂
C(Ω),

(2.42) ‖u(t)‖2
H1(Ω) + ‖∂u

∂t
(t)‖2 + ‖H(t)‖2

H1(Ω) + ‖∂H
∂t

(t)‖2
H1(Ω)

≤ e−ctQ(‖u0‖2
H2(Ω), ‖H0‖2

H1(Ω), ‖H1‖2
H1(Ω)) + c′, c > 0, t ≥ 0.

It then follows from (2.35) and (2.41)-(2.42) that

(2.43) ‖u(t)‖2
H2(Ω) ≤ e−ctQ(‖u0‖2

H2(Ω), ‖H0‖2
H1(Ω), ‖H1‖2

H1(Ω)) + c′, c > 0, t ≥ 0,

and from (2.38), (2.40), (2.41)-(2.42) and Gronwall’s lemma that

(2.44) ‖H(t)‖2
H2(Ω) + ‖∂H

∂t
(t)‖2

H2(Ω)

≤ e−ctQ(‖u0‖2
H2(Ω), ‖H0‖2

H2(Ω), ‖H1‖2
H2(Ω)) + c′, c > 0, t ≥ 0.

Let now (u(1), H(1), ∂H
(1)

∂t
) and (u(2), H(2), ∂H

(2)

∂t
) be two solutions to (2.1)-(2.3) with

initial data (u
(1)
0 , H

(1)
0 , H

(1)
1 ) and (u

(2)
0 , H

(2)
0 , H

(2)
1 ), respectively. We set

(u,H,
∂H

∂t
) = (u(1), H(1),

∂H(1)

∂t
)− (u(2), H(2),

∂H(2)

∂t
)

and

(u0, H0, H1) = (u
(1)
0 , H

(1)
0 , H

(1)
1 )− (u

(2)
0 , H

(2)
0 , H

(2)
1 )

and have

(2.45)
∂u

∂t
−∆u+ u+ f(u(1))− f(u(2)) = H,
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(2.46) (I −∆)(
∂2H

∂t2
+
∂H

∂t
)−∆H = −∆u,

(2.47) u = H = 0 on Γ,

(2.48) u|t=0 = u0, H|t=0 = H0,
∂H

∂t
|t=0 = H1.

Multiplying (2.45) by u, we obtain, in view of (2.6),

(2.49)
d

dt
‖u‖2 + ‖u‖2

H1(Ω) ≤ c(‖u‖2 + ‖H‖2).

Multiplying then (2.46) by (−∆)−1 ∂H
∂t

, we find

(2.50)
d

dt
(‖H‖2 + ‖∂H

∂t
‖2
−1 + ‖∂H

∂t
‖2) + ‖∂H

∂t
‖2
−1 + ‖∂H

∂t
‖2 ≤ ‖u‖2.

Summing finally (2.49) and (2.50), we have a differential inequality of the form

(2.51)
dE6

dt
≤ cE6,

where

(2.52) E6 = ‖u‖2 + ‖H‖2 + ‖∂H
∂t
‖2
−1 + ‖∂H

∂t
‖2

satisfies

(2.53) E6 ≥ c(‖u‖2 + ‖H‖2 + ‖∂H
∂t
‖2), c > 0.

It thus follows from (2.51)-(2.53) and Gronwall’s lemma that

(2.54) ‖u(t)‖2 + ‖H(t)‖2 + ‖∂H
∂t

(t)‖2 ≤ cec
′t(‖u0‖2 + ‖H0‖2 + ‖H1‖2), t ≥ 0,

hence the uniqueness, as well as the continuity with respect to the initial data in the
L2-norm.

�

It follows from Theorem 2.2 that we can define the family of solving operators

S(t) : Φ→ Φ, (u0, H0, H1) 7→ (u(t), H(t),
∂H

∂t
(t)), t ≥ 0,

where Φ = (H2(Ω) ∩ H1
0 (Ω))3. Furthermore, this family of solving operators forms a

semigroup, i.e., S(0) = I and S(t+ τ) = S(t) ◦ S(τ), ∀t, τ ≥ 0, which is continuous with
respect to the L2-topology.



PHASE-FIELD SYSTEMS 11

Finally, it follows from (2.42)-(2.44) that we have the

Theorem 2.3. The semigroup S(t) is dissipative in Φ, in the sense that it possesses a
bounded absorbing set B0 ⊂ Φ (i.e., ∀B ⊂ Φ bounded, ∃t0 = t0(B) such that t ≥ t0 implies
S(t)B ⊂ B0).

Remark 2.4. The dissipativity is a first step in view of the study of the (temporal) as-
ymptotic behavior of the associated dynamical system. In particular, an important issue
is to prove the existence of finite-dimensional attractors: such objects describe all possi-
ble dynamics of the system; furthermore, the finite-dimensionality means, very roughly
speaking, that, even though the initial phase space Φ has infinite dimension, the reduced
dynamics can be described by a finite number of parameters (we refer the interested reader
to, e.g., [41] and [43] for discussions on this subject). This will be studied elsewhere.

3. The conserved model

We now consider the following initial and boundary value problem:

(3.1) (−∆)−1∂u

∂t
−∆u+ u+ f(u) = H,

(3.2) (I −∆)(
∂2H

∂t2
+
∂H

∂t
)−∆H = −∆u,

(3.3) u = H = 0 on Γ,

(3.4) u|t=0 = u0, H|t=0 = H0,
∂H

∂t
|t=0 = H1.

As far as the nonlinear term f is concerned, we still assume that (2.5)-(2.7) hold.

3.1. A priori estimates. Here, we can repeat the first estimates made in the previous
section for the nonconserved problem, the only difference being that we have a lower
regularity on ∂u

∂t
, due to the presence of the operator (−∆)−1. In particular, we have a

differential inequality of the form

(3.5)
dE7

dt
+ c(E7 + ‖u‖2

H2(Ω) + ‖∂u
∂t
‖2
−1) ≤ c′, c > 0,

where

(3.6) E7 = ‖∇u‖2 + 2

∫
Ω

F (u) dx+ ‖u−H‖2 + ‖∂H
∂t
‖2
−1 + ‖∂H

∂t
‖2

+δ7(‖u‖2
−1 + ‖H‖2

−1 + ‖H‖2 + 2((
∂H

∂t
,H))−1 + 2((

∂H

∂t
,H)))

+δ8(‖∇H‖2 + ‖∂H
∂t
‖2
H1(Ω))
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+δ9(‖H‖2
H1(Ω) + 2((

∂H

∂t
,H)) + 2((∇∂H

∂t
,∇H))) + δ10‖u‖2

satisfies

(3.7) E7 ≥ c(‖u‖2
H1(Ω) +

∫
Ω

F (u) dx+ ‖H‖2
H1(Ω) + ‖∂H

∂t
‖2
H1(Ω))− c′, c > 0,

δ7, δ8, δ9, δ10 > 0 having been chosen small enough.
The next step is to derive H2-estimates. Note that, if we rewrite (3.1) as an elliptic

equation, for t > 0 fixed,

(3.8) −∆u+ u+ f(u) = −(−∆)−1∂u

∂t
+H, u = 0 on Γ,

and wish to proceed as in the previous section for the nonconserved model, we need to
have an L∞(L2)-regularity on (−∆)−1 ∂u

∂t
. We now differentiate (3.1) with respect to time

to obtain

(3.9) (−∆)−1 ∂

∂t

∂u

∂t
−∆

∂u

∂t
+
∂u

∂t
+ f ′(u)

∂u

∂t
=
∂H

∂t
,

(3.10)
∂u

∂t
= 0 on Γ,

(3.11)
∂u

∂t
(0) = −∆2u0 + ∆u0 + ∆f(u0)−∆H0.

Multiplying (3.9) by ∂u
∂t

, we find, in view of (2.6),

1

2

d

dt
‖∂u
∂t
‖2
−1 + ‖∂u

∂t
‖2
H1(Ω) ≤ c0‖

∂u

∂t
‖2 + ((

∂H

∂t
,
∂u

∂t
)),

which yields, employing the interpolation inequality

‖∂u
∂t
‖2 ≤ c‖∂u

∂t
‖−1‖

∂u

∂t
‖H1(Ω),

the differential inequality

(3.12)
d

dt
‖∂u
∂t
‖2
−1 + c‖∂u

∂t
‖2
H1(Ω) ≤ c′(‖∂H

∂t
‖2 + ‖∂u

∂t
‖2
−1).

This yields an L∞(L2)-regularity on (−∆)−1 ∂u
∂t

, provided that (−∆)−
1
2
∂u
∂t

(0) ∈ L2(Ω),
which, in view of (3.11), essentially means that u0 ∈ H3(Ω) ∩ H1

0 (Ω). This is not sat-
isfactory, in particular, in view of the study of the dissipativity and the existence of
(finite-dimensional) attractors.

Actually, we can prove, by proceeding in a more careful way, that u0 ∈ H2(Ω)∩H1
0 (Ω)

suffices, which is indeed what one would expect.
To do so, we first multiply (3.1) by −∆∂u

∂t
to have
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(3.13)
d

dt
‖∆u‖2 + ‖∂u

∂t
‖2 ≤ c(‖∆f(u)‖2 + ‖∆∂H

∂t
‖2).

Furthermore, proceeding as in the previous section, we obtain a differential inequality of
the form

(3.14)
dE8

dt
+ cE8 ≤ c′‖∆u‖2, c > 0,

where

(3.15) E8 = ‖∆H‖2 + ‖∇∂H
∂t
‖2 + ‖∆∂H

∂t
‖2

+δ11(‖∇H‖2 + ‖∆H‖2 + 2((∇∂H
∂t

,∇H)) + 2((∆
∂H

∂t
,∆H)))

satisfies

(3.16) E8 ≥ c(‖H‖2
H2(Ω) + ‖∂H

∂t
‖2
H2(Ω)), c > 0,

δ11 > 0 having been chosen small enough. Summing finally (3.13) and δ12 times (3.14),
where δ12 > 0 is chosen small enough, we find a differential inequality of the form

(3.17)
dE9

dt
≤ Q(‖∆u‖2 + ‖∆∂H

∂t
‖2),

where

(3.18) E9 = ‖∆u‖2 + E8

satisfies

(3.19) E9 ≥ c(‖u‖2
H2(Ω) + ‖H‖2

H2(Ω) + ‖∂H
∂t
‖2
H2(Ω)), c > 0.

Here, we have used the fact that f is of class C2 and the continuous embedding H2(Ω) ⊂
C(Ω) once more to deduce that ‖∆f(u)‖2 ≤ Q(‖∆u‖2).

Setting y = ‖∆u‖2 + E8, we thus have the differential inequality

(3.20) y′ ≤ Q(y).

Let z be solution to the ODE

(3.21) z′ = Q(z), z(0) = y(0).

It follows from the comparison principle that there exists

T0 = T0(‖u0‖H2(Ω), ‖H0‖H2(Ω), ‖H1‖H2(Ω))
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belonging to, say, (0, 1) such that

(3.22) y(t) ≤ z(t), t ∈ [0, T0],

so that, in particular,

(3.23) ‖u(t)‖H2(Ω) ≤ Q(‖u0‖H2(Ω), ‖H0‖H2(Ω), ‖H1‖H2(Ω)), t ∈ [0, T0].

Next, we multiply (3.9) by t∂u
∂t

to obtain, proceeding as above,

(3.24)
d

dt
(t‖∂u

∂t
‖2
−1) ≤ ct(‖∂H

∂t
‖2 + ‖∂u

∂t
‖2
−1) + ‖∂u

∂t
‖2
−1.

It thus follows from (3.5)-(3.7) (which yield proper estimates on ‖∂u
∂t
‖2
−1 and ‖∂H

∂t
‖2) ,

(3.24) and Gronwall’s lemma that

(3.25) ‖∂u
∂t

(T0)‖2
−1 ≤ Q(‖u0‖H2(Ω), ‖H0‖H1(Ω), ‖H1‖H1(Ω)).

Here, we have used the fact that, since F is continuous, then, owing to the continuous
embedding H2(Ω) ⊂ C(Ω),

E7(0) ≤ Q(‖u0‖H2(Ω), ‖H0‖H1(Ω), ‖H1‖H1(Ω)).

Having this, it follows from (3.5)-(3.7), (3.12) and again Gronwall’s lemma that

(3.26) ‖∂u
∂t

(t)‖2
−1 ≤ ec(t−T0)Q(‖u0‖H2(Ω), ‖H0‖H1(Ω), ‖H1‖H1(Ω))(1+‖∂u

∂t
(T0)‖2

−1), t ≥ T0,

hence, in view of (3.25),

(3.27) ‖∂u
∂t

(t)‖2
−1 ≤ ectQ(‖u0‖H2(Ω), ‖H0‖H1(Ω), ‖H1‖H1(Ω)), t ≥ T0.

We finally multiply the elliptic equation (3.8) by −∆u and find, in view of (2.6),

(3.28) ‖∆u(t)‖2 ≤ c(‖∂u
∂t

(t)‖2
−1 + ‖H(t)‖2), t ≥ T0,

hence, in view of (3.5)-(3.7), (3.27) and standard elliptic regularity results,

(3.29) ‖u(t)‖H2(Ω) ≤ ectQ(‖u0‖H2(Ω), ‖H0‖H1(Ω), ‖H1‖H1(Ω)), t ≥ T0.

Actually, there holds, in view of (3.23),

(3.30) ‖u(t)‖H2(Ω) ≤ ectQ(‖u0‖H2(Ω), ‖H0‖H2(Ω), ‖H1‖H2(Ω)), t ≥ 0.

Note that this estimate is not dissipative and a priori grows as t→ +∞.
In order to derive a dissipative estimate, we now multiply (3.1) by −∆u and have,

owing to (2.6),



PHASE-FIELD SYSTEMS 15

(3.31)
d

dt
‖u‖2 + ‖∆u‖2 + ‖∇u‖2 ≤ 2c0‖∇u‖2 + ‖H‖2.

Integrating (3.31) over (0, 1) and employing (3.5)-(3.7) to estimate ‖∇u‖2 and ‖H‖2, we
have ∫ 1

0

‖∆u‖2 dx ≤ cE7(0) + c′,

which yields that there exists T ∈ (0, 1) such that

(3.32) ‖u(T )‖2
H2(Ω) ≤ cE7(0) + c′.

Actually, repeating the above estimates (and, in particular, employing (3.30)), but starting
from t = T instead of t = 0, we obtain the inequality

(3.33) ‖u(1)‖2
H2(Ω) ≤ Q(E7(0)).

Repeating again the above estimates (i.e., those leading to (3.33)), we find, for t ≥ 1,

(3.34) ‖u(t)‖2
H2(Ω) ≤ Q(E7(t− 1)),

where the function Q does not depend on t (note indeed that (3.21) is an autonomous
ODE; actually, here, Q is the same function as in (3.33)). Employing once more (3.5)-(3.7)
and Gronwall’s lemma, we finally deduce that

(3.35) ‖u(t)‖2
H2(Ω) ≤ e−ctQ(‖u0‖H2(Ω), ‖H0‖H1(Ω), ‖H1‖H1(Ω)) + c′, t ≥ 1,

hence a dissipative estimate.
Dissipative estimates on the H2-norms of H and ∂H

∂t
then follow from (3.14), as in the

previous section.

3.2. The dissipative semigroup. We have the

Theorem 3.1. We assume that (2.5)-(2.7) hold. Then, for every (u0, H0, H1) ∈ (H2(Ω)∩
H1

0 (Ω))3, (3.1)-(3.4) possesses a unique solution (u,H, ∂H
∂t

) such that

(u,H,
∂H

∂t
) ∈ L∞(R+;H2(Ω) ∩H1

0 (Ω))3

and

∂u

∂t
∈ L2(0, T ;H−1(Ω)), ∀T > 0.

Proof. The proof of existence is again based on the a priori estimates derived in the
previous subsection and, e.g., a standard Galerkin scheme.

Let now (u(1), H(1), ∂H
(1)

∂t
) and (u(2), H(2), ∂H

(2)

∂t
) be two solutions to (3.1)-(3.3) with

initial data (u
(1)
0 , H

(1)
0 , H

(1)
1 ) and (u

(2)
0 , H

(2)
0 , H

(2)
1 ), respectively. Setting again
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(u,H,
∂H

∂t
) = (u(1), H(1),

∂H(1)

∂t
)− (u(2), H(2),

∂H(2)

∂t
)

and

(u0, H0, H1) = (u
(1)
0 , H

(1)
0 , H

(1)
1 )− (u

(2)
0 , H

(2)
0 , H

(2)
1 ),

we have

(3.36) (−∆)−1∂u

∂t
−∆u+ u+ f(u(1))− f(u(2)) = H,

(3.37) (I −∆)(
∂2H

∂t2
+
∂H

∂t
)−∆H = −∆u,

(3.38) u = H = 0 on Γ,

(3.39) u|t=0 = u0, H|t=0 = H0,
∂H

∂t
|t=0 = H1.

Procceding as in the proof of Theorem 2.2, we obtain a differential inequality of the
form

(3.40)
dE10

dt
+ ‖u‖2

H1(Ω) ≤ c(‖u‖2 + ‖H‖2),

where

(3.41) E10 = ‖u‖2
−1 + ‖H‖2 + ‖∂H

∂t
‖2
−1 + ‖∂H

∂t
‖2

satisfies

(3.42) E10 ≥ c(‖u‖2
−1 + ‖H‖2 + ‖∂H

∂t
‖2), c > 0.

Using finally the interpolation inequality

‖u‖2 ≤ c‖u‖−1‖u‖H1(Ω),

we find the differential inequality

(3.43)
dE10

dt
≤ cE10,

hence, owing to (3.42)-(3.43) and Gronwall’s lemma,

(3.44) ‖u(t)‖2
−1 + ‖H(t)‖2 + ‖∂H

∂t
(t)‖2 ≤ cec

′t(‖u0‖2
−1 + ‖H0‖2 + ‖H1‖2), t ≥ 0.
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This yields the uniqueness, as well as the continuity with respect to the initial data in the
H−1 × L2 × L2-norm.

�

It follows from Theorem 3.1 that we can define the family of solving operators

S(t) : Φ→ Φ, (u0, H0, H1) 7→ (u(t), H(t),
∂H

∂t
(t)), t ≥ 0.

This family of solving operators forms a semigroup which is continuous with respect to
the H−1 × L2 × L2-topology and is dissipative in Φ.
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