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Fo Fourier numbert/ry?) b pile or borehole

G G-function C concrete

H pile or borehole length f  fluid

h, heat transfer coefficient g ground

Q total heating power (W) i inner pipe diameter
g heating power per unit length (W/m) in inlet

R thermal resistance (mK/W) 0 outer pipe diameter
R, pile thermal resistance (MK/W) out outlet

R. concrete resistance (mK/W) p pipe

R, pipe resistance (mK/W)

r radial position (m)

r, pile radius (m)

S. specific heat capacity (J/kgK)

S.v volumetric heat capacity (J7)

T temperature (K or C)

AT change in temperature (K or C)

t time (s)

a thermal diffusivity (n¥/s)

vy Euler's constant

A thermal conductivity (W/mK)
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Comparison of Two Different Models for Pile Thermal Response
Test Interpretation

Abstract

Thermal response tests (TRTs) are regularly usedhtovacterise the thermalsistance of borehole heat
exchangers and to assess the thermal conductivity of the surrounding ground. It is becomiony woapply

the same in situ testing technique to pile heat exchangers, despite international guidance suggesting that TRTs
should be limited to hole diameters of 152mm (6 inchBsis size restriction arises from the increased thermal
inertia of larger diametdreat exchangers, which invalidates the assiompf a steady state within the concrete
needed to interpret the test data by traditional line source analysis techniques. However, new methods of
analysis for pile heat exchangers have recently beeglaped that take account thfe transient behaviour of

the pile concrete. This paper applies these new metbodiata from a multi-st&yTRT conducted on a small
diameter test pile. The thermal conductivity and thermal resistance determined using this method are then
compared with those from traditional analytical aymhes based on a line source analysis. Differences
between the approaches are discussed, along wvettoltkervation that the thermal resistance may not be
constant over the different test stages.

1 Introduction

Ground energy systems use a heat ptonextract (and/or iejct) heat seasonally frothe ground beneath or
adjacent to a building. Modern ground source heat pumps have a coefficient of performance of éeaurid])
indicating that the heat pump produces four units ofifg@nergy for every unit of ettrical energy input. This

gives rise to the possibility of significant energy savings over the lifetime of a structure and the prospect of
sustainable space heating and cooling solutions. By utilising the building’s foundation piles as heat exchangers
for the ground energy system ratheairttjust as structural elements, thermtary and carbon costs of a project

can be minimised over its lifetime [2-5]. To make dual use of foundations in this way, piles need to be equipped
with a number of heat transfer pipes through which a fluid is circulated. This heat transfer fluidsals® pa
through the heat pump. The pipe circuit on the ground side of the heat pump is often referred to as the primary
circuit, with the correspnding heat delivery system within the building known as the secondary cRiguit¢

1).

Figure 1 Ground Energy System using Pile Heat Exchangers

i
B g
Secondary Circuit

)

@ Heat Pump

Primary Circuit

Pagel of 24



1.1 Pile Heat Exchangers

It is important to understand the differences betwaknhgat exchangers and more traditional borehole heat
exchangers. Systems using boreholes for the primimecpit have been common for many decades, with
development of the technology and associated analysis methods led by Northern Europe aAthlicth

The heat exchangers are typically very slendér an aspect ratio (length, H, to diameteg) 2r the region of
500 to 2000. Borehole diameters rarely exceed 200mmsiEmder nature of the heatchanger means that for
much of the soil around the borehole theat flow is effectively radial. AXiaffects caused by the ends of the
heat exchanger do occur but these take many years to become significant. Pile heat exchangers by contrast may
have a diameter anywhere between 300mm (occasiosalaller) and 1200mm (occasionally larger). Their
aspect ratio is typically less than 50 [6] and therefoiial effects can become significant in much shorter time
periods.

Another consequence of the larger diameter of pile bBrahangers is that in the short term their thermal
behaviour is influenced to a much greater extent by the concrete or grout that forms the heat exclanger. Fo
borehole heat exchangers the heat capacity of the igroften neglected when evaluating a thermal response

tes as under constant thermal power a thermal steadyvgthbe reached in a few hours. For piles however,

this process is likely to take much longer [7] and lketicneglect the heat exclygn capacity can lead to an
overestimation of the temperature changes in both the heat transfer fluid and the surignancidg

1.2 In Situ Characterisation

Design of any ground energy system involves prediction of the temperature changefeatttransfer fluid
and the ground and hence requires knowledge of the key system characteristics. The ground thermal
conductivity (,) and the steady state thermal séice of the heat exchang®y)(are two of the most important
parameters that directly influence the temperature clsaingie primary circuit. Iraccordance with Fourier's
Law, the ground thermal conductivity will control thenigerature changes that develop in the ground in
response to the heat injected extracted. The steady state pile thdrmesistance then characterises the
temperature difference between the heat transfer fluid an@édpe of the pile. It is important to be able to
predict these temperature changes accurately — firstlydl excessive temperatures which can be detrimental
to both pile structural performance and heat pumpgieffcy [8] and secondly tensure that the maximum
energy is obtained from the system [9].

The ground thermal conductivity afbat exchanger thermal resistance are often determined in situ using a
thermal response test (TRT). The test was first proposed for use with borehole heat exchangers in 1983 by
Mogensen [10] and then further developed in the 1990's [11,12]. Its application for boreholes is therefore well
understood [13, 14]. However, the model that underpins normal test interpretatioodm assumes that a
steady state is rapidly reached within the heat exchaaligring the test to be completed within two or three
days. For larger diameter piles this will not be theechence international guidance restricts the use of TRTs

to heat exchangers of 152mm (6 inches) in diameter or less [15]. Using a case study of a multi-stage TRT
carried out on a 300m diameter tgsle, this paper examines an alternative model which should permit
interpretation of the test for larger diameters. In addition, the possibility for different behavetingred

different tests stages is also explored to determineh&hatfull picture is being obtained from rapid tests with

only a single direction of heat flow.

2 Thermal Response Testing

2.1 Method

Thermal response testing is carried out in situ, usually on a single heat exchanger that forms part of the system
primary circuit. The heat exchanger is subjected to imgdtion at a constant rate, while the flow rate, fluid

inlet and outlet temperatures and aembiair temperatures are measurede T@mperature change of the fluid

due to the heat injection is then used to calculatehtienal properties. To encage consistent and rigorous
thermal response testing, a nhumber of internatiamal national guidelines are noawailable [15-17]. The

normal test steps are:
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1. Purging of air from the pipe circuit by circulating fluid at a high flow rate.

2. Circulation of the heat transfer fluid within th@pe circuit to allow a thermal equilibrium to be
established. This allows an indication of theerage “undisturbed” grod temperature to be
determined.

3. Injection of heat at a constant rate by passing the circulating heat transfer fluid through a heater or a
series of heaters for at least 50 hours.

Many TRTs finish after the heat injection step. However, a separate indication of the ground thermal
conductivity can be made by continuing monitoring during the thermal recovery:

4. Continue to monitor the fluid temperatures durgirgulation but with all heaters switched off.

Additional monitoring of thermal recovery has the advaamtafynot being subject to heating rate fluctuations

than can develop during step 3, depending on the source of electricity used for the heaters and whether the
surface pipe work is sufficiely insulated to pvent the ambient air temperature from having an influence on

the results.

2.2 Interpretation

Most routine TRT interpretation is carried out by a dengnalytical techniquehased on the so-called line
source model2(2.1). However, a number of more sophisticataddels are available and these will also be
discussed with respect to two different interpretation approaches.

2.2.1 Line Source Model
Assuming an infinite line heat source of constant power per unit deftt/m), the temperature change in the
ground, AT, (°C), with time,z (s), can be characterized the following expression [18]:

Equation 1 AT, =—— —duz=—"—|In| — |-y

wherel, andea, are the ground thermal conductivity (W/mK) and diffusivity’/hrespectivelys is the radial
coordinate ang is Euler's Constant. As the heat injection is not applied directly to the ground, but via the heat
transfer fluid, the temperature change betwibenfluid and the edge of the heat exchanger,§ must also be
accounted for. This is usually done by assuming a corstzady state thermal resistarfor the heat exchanger,

so that the temperature change of the fluid is given by:

; q
Equation 2 AT, =4qR, +m(ln(4F 0)— 7/)

g

whereFo, is the Fourier number (non-dimensional time), equaigtdrbz. The non-dimensional expression of

the second term iEquation 2 is given inFigure 2. The first term inEquation 2 gives the inclusion of the
thermal resistance termk,. This is a lumped term, which includes the effects of the fluid, the pipes and the
concrete or grout within the heatotwanger and assumes these regions to all be at a thermal steadyBtete.

the mean temperature change in the fluid and is usually taken to be the average of the inlet and outlet
temperatures.

Equation 2 is linear Figure 2) and therefore the gradient of a graph describing the evolutidfi,@gainst the
natural logarithm of time can be used to determine the thermal condutiivilyis also possible to determine
the borehole thermal resistankgfrom the intercept, providing an assumption is made regarding the value of
volumetric heat capacity,, (J/ntK) used to derive the thermal diffusivity:

Equation 3 a=—
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Owing to the simplicity of this model it is widely used in practice. However, in part due to the mathematical
simplification inEquation 1, and in part due to the time it takes the heat exchanger itself to reach a steady state
(so that R becomes constant), it is important that the early time data from a TRT is neglected. Typically data
fromt > Srbz/ag is used in the interpretation. Hellstrom [1@pgests that use of this expression will lead to
model fit errors of less than 10%. However, some @stlfe.g. [20]) suggest that the criterion should be

t > 20m; /ag, which would reduce model fit errors less than 2.5% [19]. An important point is that larger
diameter heat exchangers will require a longer periohitél test data to be neglected. However, the errors
guoted are model fit errors with respect to the line source assumptaation 1); they do not include errors
resulting from the heat exchanger not having reacleatigtstate, which will take and increasingly longer time
with pile diameter [7].

Nonetheless, most authors suggest that for small diameter borehole heat exchangers the TRT in combination
with line source model is an appropriate test method (e.g. as used by Banks et dt {2&{3. a larger volume

of soil than laboratory methods agi/es a lumped value of thermal cortluity of the soils that will be
activated by the heatxchanger. Overaliccuracies are quotedmto 10% for thermal conductivity and 10 to 15%

for thermal resistance [13, 14, 22, 23].

Figure 2 Temperature Changes in the Ground Around a Pile as described by Pile G-functions compared
with Infinite Line and Cylindrical Heat Sources
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2.2.2 Cylindrical Source Model

Instead of assuming that the heat exchanger acts ag &dat source, it is possible to apply the analytical
solution for an infinite hollow cylindrical heat source. The full analytical expression is givEqutions 4, 5
ande [24]:

Equation 4 AT, = 496
27A
g

where G is a function of the Fourier numb&s), andr/r,. G is then given by the expression:

Equation 5 _25
quation G=— lf(ﬁ)d/)’
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where:

Equation 6 B

Due to the complexities &quation 6, it is more common to apply series expansion solutions for G, such as the
one by Bernier [25]:

Equation 7 G/ _ 10[—0.89129+ 0.36081l0g Fo—0.05508l0g? Fo+0.00359617l0g° Fo |
2r)

In both cases an additional term must still be dddeaccount for the heat exchanger resistance Bguation
2.

Even using the simplifieflquation 7, deriving A, andR, becomes more complicated than when using the line
source model. While the log-linear nature Exfuation 2 makes it possible to determine the two variables
separately, the cylindrical source equations must be fitted to the test data using a parameter estimation technique.
Nonetheless, the approach has been applied by a number of authors [20, 26 - 28].hHBotar@deYu et al

compared the cylindrical source tcethine source for a number of TRT datasets, finding that the cylindrical
source always gave a higher thermahductivity and thermal resistance b§% to 15% [20, 28]. This is
consistent with the cylindrical source equations calmgahigher temperature chges than the line source at

short times for the same thermal properties [29], secFigawe 2.

2.2.3 Approaches to Power Variation

In both of the models described above it is assumed that the power, g, applied to the heat excuasgentis

This is sometimes referred to as “direct” applicatidrthe model [30]. ASHRAE [31] recommends that for
practical purposes constant power ngettrat the standard deviation of the applied power should be less than
+1.5% of the mean and that individual peaks are no more than 10% of the mean. Hdwasés, Sometimes

the case, the power is found to fluctuate more thantllen superposition of the applied power can be used
during parameter estimation. In its general form;

Equation 8 AT, = izz_l/l[G(F 0, Fl 0(5—1))_G(F 0,—Fo, )]

i=1 .

where n is the point in time (measured by the Fourier nunibgrat which the superposition is evaluateds
the number of the time-step and G is the function which describes the model being used, which has been
calculated at the value 6b prescribed in the eqtian. It follows fromEquation 2 that for the line source:

Equation 9 G = (log(4Fo) —y)/2

while for the cylindrical source G is given Bguation 5 or Equation 7. Sauer [32] has recently shown
superposition using simple models like the line source to be a very powerful technique for variable power TRTs
and for the approach to compare well to finite element models.

2.2.4 Other Interpretation Methods

There are also a number of other interpretation methods for thermal response tests balsedanalgtical or
numerical models. Most of these are applied by parameter estimation techniques using superposition of variable
thermal power, but they could equally be applied directly. For example the analytdal of Javed &
Claesson [33] has been used for TRT interpretation [30]. The model uses a single equivalent diameter pipe as a
substitute for a pair of heat exchanger pipes, whicguisounded concentrically by grout and soil. The model
solves for radial heat transfer thhe Laplace domain and has the benefit of using the grout thermal properties
directly rather than applyg a thermal resistance. Thigeans that it can capture non steady behaviour within the

Pages of 24



grout. However, it has not been tested for piles so the impact of the pipe simplification on these type of heat
exchanger is not yet known.

Perhaps the most commonly applied numerical mod#desGeothermal Properties Measurement (GPM) tool
[34]. This is a freely available parameter estimation programme developed by Oak Ridg@lNatboratory

[35]. The tool uses numerical solutions to the one dimensional diffusion equation in radial coordinates to
determine the best fit thermal resistance and ground thermal conductivity for TRT data. As the tool is solving
the relevant equations directly it is theoretically valid at short time periods when simpler analytical models are
known to be unrepresentative (e.g Section 2.2.1). However, as in [33], GPM simplifies tlexdheatger
geometry to an equivalent cylinder of grout with an additidilm to represent the heat transfer from the fluid.
While this approach has been tested with data froraHode heat exchangers it is not known how well it will
perform for pile heat exchangers &b the volume of concrete within the heat exchanger is much larger.
Hemingway & Long [36] have trialled GPM on short duration TRT data from two mini-piles in Ireldhd wi
some success. However, the results showed some variabiitynparison with other techniques and laboratory
data and the applicability of this method to pikat exchangers is by no means certain.

Austin et al [37] proposed a two dimensional finite volume numerical model for borehole heat exchangers. This
can be used for TRT interpretation with parameter estimation methods. The model has the advartage that
actual cross section of the heat exchanger is modelled with the heat transfer pipes simplified to pie-sattor shap
elements to avoid complex meshing. The greater flexibility of this model could make it more suitable for
application to piles, although both this and GPM cannot account for axial effects in short pile heat exchangers as
they are limited to 2D and 1D respectively.

2.3 Application of TRT to Piles

Despite concerns over the validity of the thermal resptasdimg of larger diametend short length piles, there

has been increasing interest in the application of ttentethod to pile heat exchangers. Theoretically longer
duration tests are required for implementation of thedmace model with piles as the criterion to discard the

early test data depends on the pile diameter. However, as tests get longer, three dimensional effects become
important and simple infinite heat source models or other 1D/2D numerical models may Bp beng
appropriate Figure 2). In addition, at later times the rate of change of the fluid temperature with time is
reduced and therefore the results areenmusceptible to noise caused by power fluctuations. Finally, long
duration tests have financial implications which would limit their uptake for routine applications.

Lennon et al [38] report TRT results for driven pilessi¢han 300mm in diametersaccessful test of a 300mm

diameter bored pile was carried outtet research site described by Woodl¢89]. There are some initial data
suggesting successful tests on piles up to 450mm ckarf#, 41]. However, moreecent analysis gives an
indication that there may be a loss of accuracy withtshmation tests on piles of this size [42]. In addition,

recent longer duration tests on a 600diameter pile gave very variablestdts [43]. These inconsistent results
underline the fact that there has been no rigorous consideration of the method of BorgiysiF RTS. A better
understanding of appropriate analysis models and approaches is therefore essential to improve the assessment
and design of pile heaixchanger projects.

New empirical models, called G-functions, to simulate the thermal behaviour of pile heat exclhavgers
recently been proposed [9] and it is planned to use themmalyse thermal response test data. To better capture

the pile behaviour a Pile G-function is used to simulate the temperature changes in the ground and a Concrete G-
function is used to determine the temperature change between the heat transfer fluid and the ground:

e The Pile G-functions have been developed for typical pile heat exchanger geometries and the
calculated temperature response for the pile is between that of a line and cylindrical heat sources in the
short term Figure 2). However, the response soon diverges from the infinite heat source models owing
to three dimensional fefcts, for example seBigure 2. Importantly, the analysis does not rely on a
minimum time period having elapsed, and consequently all the test data may be used in the
interpretation.
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e The Concrete G-function, which describes the temperature change between the fluid and the,pile edg
accounts for the short term storagkheat within the pile concre Therefore the validity of the
analysis does not depend on the heataxgér having reached a thermal steady state.

To predict the total temperature change of the fluid,Rhe G-function (temperature change in the ground) and
the Concrete G-function (temperature change acrassdhcrete) are summed with the temperature change
across the fluid and pipes determined from the pipe resistapt®iri®) added separately. This paper will test

the application of these new functions to a multi-stage TRT carried out on a 300mm test pile, a full description
of the method being given in Section 4.2.

3 Test Details

A 300mm diameter test pile was counsted at a central London development site. The pile hole was bored to
200mm diameter using cable tool methods as part of a ground investigation programme againtieel out to

the larger diameter over thpper 26.8m depth. A single U-loop of heat transfer pipe was then installed in the
hole to 26m depth and the hole was backfilled with C35 hard pile cementitious grout designed to mimic the
performance of pile concrete. The pipes were made from high performance polyethelene “PE100” material with
an external diameter of 32mm and a wall thickness of 2.9mm. The pipes were installed separated by rigid
spacers ensuring an even separation of the pipes andra tceoéntre spacing between the two legs of the U-
tube of around 135mnFigure 3). Below a concrete slab, the “pile” was constructed through London Clay over

its entire length. The stratum was described as firstitbgrey clay and contaigelayers of claystones at a
number of locations. Index test data for the London Clay over the the pile depth are sHcigurérd for

samples taken from the pile hole (BH12) and the two nearest other boreholes. Vibrating wire piezometers
installed during the ground investigation programme and monitored during the summer @mihdgodutumn

showed the ground water level at the site to be within 4m of the pile head. It is therefore to be expected that the
majority of the soil surrounding the pile is fully saturated.

Figure 3 Pile Geometry

, London Clay

PE100 pipes.

Ten days after grouting the pile setmal response test was carried out on the pile loop. Measurements were
made of flow rate and temperature at five minuterirals using an electromagnetic flow meter and Iron-
Constantan (J type) thermocouples respectively. Tdwe fheter has an accuracy of approximately 1% at the
flow rates used and a repeatability of +0.2%. Calibratdf the thermocouples prior to the test showed an
accuracy within 0.Z. The circulating fluid used during the tests was water.

The test comprised a number of different staable 1). After an initial circulation, a heat injection test and
recovery period was followed by a heat extraction test and recovery period. Cyclic testingwasrthenced
comprising two heat injection stages separated byehdiction stages. Each tesage followed directly from

the preceding stage and the fluid circulation was maintained throughout, except for a 4 day period in stage 6
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when shut down was required in order to repair a faulty heating unit in the TRT rigufffue data from the
test is shown in Figure 5.

Figure 4 London Clay Moisture Content (Solid Symbols), Plastic Limit (Simple Cross) and Liquid Limit
(Complex Cross)
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Table 1 Thermal Response Test Stages

Stage | Type Approximate | Nominal Power | Actual Average | Comments
Duration Applied Power (Equation 10)
1 Circulation | 4.5 days None -0.067 kW
only
2 Heat 3 days 2 kw 2.235 kW
Injection
3 Recovery 3 days None -0.091 kW
4 Heat 3 days -2 kW -2.077 kW
Extraction
5 Recovery 4 days None 0.020 kW
6 Heat 4 days None 0.036 kW Heater faulty
Injection 4 days None N/A No circulation during
repairs
2 days 1.9 kW 1.839 kW
7 Heat 2 days -1.3 kW -0.739 kW
Extraction
8 Heat 2 days 2.1 kW 2.139 kW
Injection
9 Heat 3 days -0.8 kW -0.326 kW
Extraction

The nominal heater or chiller power chgithe various stages of the teshét the most accurate measure of the
actual power supplied to the heat exchanger. Consequently the actual applied@eiwerwas calculated
using the inlet to outlet temperature difference, the fluid mass flowrnafleg/s), and the fluid specific heat
capacity,S. (J/kgK) as follows:

Equation 10 Q=Sm(Tyy —Ti)

Figure 5 plots the actual applied powep, and the mean fluid temperatufg,,,; + T;,1/2, for all the test
stages. Although the applied power is nominally camsthuring each stage of ghtest, there are actually
significant variations with time, especially during th#édastages of the test. Thus it would be inappropriate to
carry out direct analysis of the data for these stagedssuperposition analysis must be used instead (see also
Section 4).
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Consideration of the surroundjrambient air temperatur&igure 5) appears to show no clear link between
these daily temperature fluctuations and the power apflfed.suggests that the power fluctuations relate to an
instability of supply rather than insufficient test insulatiblowever, when no power is applied in stage 1 it is
possible to see some small influence of the ambiemditons on the mean fluitemperature. The average
value during this period indicates the undisturbed ground temperature to be approximately

Figure S Average Fluid Temperature and Applied Thermal Power during the Test
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4 Analysis Methods

Two different models were used to interpret the thermal response test data: the line source, as routinely used in
practice; and the new pile and concrete G-functions (described in 4.2 below) whiclhdeaveleveloped
specifically for use with pile heatxchangers. Where possible the two models were used directly assuming
constant thermal power. However, practically, this was otsttito Stages 2 and 3 of the test as full recovery to

the original “undisturbed” ground temperature was not attained at the end of SEiger8 §). Previous work

has shown that if a repeat TRT is carried ouaidorehole where the second starting temperatureisliole

the original test then up to 12% variance in the calculated thermal parameters can occur [44]. This led to a
recommendation of repeat tests not being carried dilttbe fluid temperature has returned to within°Co8

the initial value. The length of time taken for this to occur can depend on the heat injection rate as well as the
heating time and ground properties [45]. In any caseclear that the fluid temperature at the end of Stage 3
never returned to that at the start of Stage 1 beforenemcement of the heat reien of Stage 4. While the
recovery period was longer following Stageand 5, the fluid temperature was still’@below its initial value

at the commencement of heat injection dgrstage 6. It can also be seefFigure 5 that the applied power in

the later stages of the test is highly variable and not suitable for direct anal@sissequently, to permit
analysis of all the test data, superposition has alea bpplied using the line source and G-function models
usingEquation 8.

4.1 Line Source
Equation 2 has been applied to directly to determityfor Stage 2 based on the gradient of the graph of log
time vs average fluid temperature. Test data forSrbZ/ag has been discarded (assumigfor the ground to
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be 2.15x10J/nTK). This equates to around 27 hours. Exclusiomofe data than this was not found to increase
the accuracy of the results as at later test timesntiise superimposed on the temperature measurements
becomes larger relative to the rate of temperature ch&jgeas determined from the straight line intercept,
making the same assumption about the volumetric spduifat. The average actual applied thermal power
during each test stage was us€dbe 1).

For direct interpretation of the recovery stage (Stages¥nilar approach to that used in groundwater pumping
tests was applied. By superposition (basedqunation 8) it can be shown that the average fluid temperature
during the recovery stage is given by:

Equation 11 AT, = t-In (H)
Wheret is the length of time elapsed sinstart of the heat injection ands the length of time elapsed since the
start of the recovery stageg.is the average power (W/m) applied digrithe preceding heating stage. As with
Equation 2, it is possible to determing, directly from the gradient of a log-linear graph. Bguation 11 also
depends on the line source model, the early time (in term% ddita must similarly be discarded as described
above. Note that it is not possible to determine the thermal resistance from the recovery data.

In all cases the values @f andR, determined were crossed checkgdnserting them back inBBquation 2 or
Equation 11 and confirming that the root mean squamdrwas minimised whegomparing the calculated
temperatures with the valuaseasured during the test.

4.2 Pile and Concrete G-functions

Pile G-functions describe the temperature changbeofyround around the heat exchanger, while concrete G-
functions describe the temperature change across the concrete pile. The expressions are afftinectpplied
heating power and the Fourier number (non-dimensional tifie), Summing the G-functions and the
temperature change across the pipe and fluid gives the temperature change of the fluid during heabmjecti
rejection as follows [9]:

g

AT, =gR, +qR.G. + 2‘1/1 G
Equation 12 e
whereRr), is the resistance of the pipes in the heat exchaRgés the resistance of the concrete part of the pile,
G. is the concrete G-function art} is the pile G-function. To determing andR. usingEquation 12 the first
step is to determing, from the following expressions:

Equation 13 RP = RPCUnV + Rpcond
where
1

Rpm =
Equation 14 2nmh,
and
Equation 15 R - M

Perd 2 7wA

pipe

where n is the number of pipes within the heat exchanger cross secisothe pipe internal radius, is the
pipe external radiusi,,,. is the pipe thermal conductivity amglis the heat transfer coefficient. The latter can
be calculated using the Gnielinksi correlation [46] essg turbulent flow. For th case under consideratifin

is calculated to be 0.05 mK/W.
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The two G-functions take the form Bfjuation 16, where the constanisto 4 are dependent on the geometry of
the pile, both in terms of the pipe positions and the aspect ratiel!/2r,. Based on the criteria in [9], the
values of the constantsto 4 used in the analysis are givenTable 2. The Pile G-function used in this case,
which is a lower bound solution, is plottedRigure 2.

Equation 16
G =da[In(Fo)|" +b[In(Fo)l° + c[In(Fo) + d[In(Fo)]" +e[In(Fo)f + f[In(Fo)f + g[In(Fo)] +#A

Table 2 Values of the Empirical Constants used with the Pile and Concrete G-functions

Empirical | Pile G-function (lower | Concrete G-function (lower bound
Constant | bound, AR>50)' for pipes near the pile edge)’

a -8.741x10 0

b 8.243x10 -1.438x10°

c -1.835x10 1.276x10°

d 1.894x10° 9.534x10"

e -0.01375 1.30%10°

f 0.04905 -0.02446

g 0.3997 0.07569

h 0.4267 0.921

Notes: (1) For Fo<0.25 then G=0; (2) For F0<0.01 G=0 and for Fo>10 G=1

For Stages 2 & 3 where the G-functions cduddapplied directly, #haverage power froffiable 1 was applied.

Neither unknown variablel, or R, can be determined independently so two variable parameter estimation must
be carried out. This was done using the SOLVER function in MS Excel. For Stage 3 there is no equivalent
simple expression such Eguation 11. ConsequenthEquation 8 must be applied for n=2 heating steps with
Ostage 22€0Ual to the mean heating power in Stage 2 apg.gequal to zero.

4.3 Variable Power Superposition

Full application ofEquation 8 with both models allows the power input to be varied over any time increment.

In this analysis an interval of 5 minutes was adopted based on the data gathered and to allow the full impact of
power variation later in the test to be accounted for. This involves computation of a largatgn, hence
Equation 8 was coded in the software MATLAB to minimise the time taken. To reduce the number of iterations
required for parameter estimation, valuesl,phndR, were stepped in intervals of 0.1 W/mK and 0.0125 mK/W
respectively. These equate to around 4% and 10%eoéxpected values. Larger intervals were used for the
thermal resistance as it was expected to be able to detettns parameter to a lowkewvel of accuracy [14, 22].

5 Results

5.1 Direct Determination

Table 3 summarises the thermal conductivity and thernesistance values determined from the thermal
response test data using the line source model and the G-functions with a constant applig@iabde 1).
Where a line source method has been tlkedhermal resistance calculatedvis where the G-functions have
been used then the analysis provides a valie ahdR,=0.05 mK/W must be added to give a comparable total
resistance. A measure of the “goodnesgtbfs provided in all cases by ¢hroot mean square error (RMSE) of
the residuals.

For Stage 2 of the test the two models give similar results with a 4% difference in thermal conductivity and only
a small difference in thermal resistanégis lower in the G-function analysis. This is consistent Wigure 2,

which shows the line source plotting above the pile @&tion (for the same thermal properties) for the time
period relevant to the test. It shold be noted that although the pile G functions plot between the line and
cylindrical sources at very small vaki of Fo (<1), by Fo=10 three dimensal axial effects mean that the G-
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functions are always below the infinite heat source soiufiherefore in back analgghe line source equations

would require specification of lowet, and/or higheri, values to output the same temperatures as the G-
function.

Table 3 Thermal Conductivity and Thermal Resistance Values Derived from Direct Determination

Test Stage Model Aq R Ry RMSE

2 LineSource | 2.5 0.123 0.14
G-function 2.4 0.075 0.125 0.14

3 LineSource | 2.7 0.46
G-function 2.9 0.160 0.210 0.14

Theoretically the G-functions should provide a better fthteomeasured data. But, interestingly, the value of the
residuals and RMSE are similar for the two models. This is surprising as the G-functions should bettat represe
the actual physical conditions in the ground. The explamdbr this result may lie with several factors. First

the log-linear simplification of the line source is actually negative at small values offigne¢( 2). When the
additional temperature change @, is added to this, the resulting temperature changes become positive again
and happen to align well with the measured temperatHigsre 6), even though the model is clearly incorrect.

In fact, Figure 6 shows a better short time (<2 hour) fit thae @-function model, which initially overestimates

the temperature change. For the G-function modelitiitisl overestimation may reflect transient behaviour
within the fluid and the pipes. As the heat exchanger has only two pipes in thigR;asecalculated to be as
much as 2C for Stage 2 Kigure 6). This temperature change will ireality not occur instantaneously as

assumed in the model.

Figure 6 Direct Fit of Line Source and G-function Models to Test Stage 2

40.0

w
e,
(9]

35.0
325
30.0
27.5

25.0

225 - o° [ Measuréd

50.0 [P - -Line Source Best Fit|
S —@G Function Best Fit

17.5 T T :

0.001 0.01 0.1 1 10
Time Since Start of Heat Injection (days)

Average Fluid Temperature (degC)

Finally, the close fit of the line source model may atsticate that the grout conductivity and diffusivity are
nearly equal to those of the surrounding ground. Thigldvtend to make the real physical scenario closer to

the idealised line source model. This hypothesis can be tested by taking the \&luketeirmined from the

line source model (0.123mK/W) and using this to back calculateased on the simplified (2 pipe) first order
multipole equation presented in [19]. This approach has been shown to be appropriaterfonidgt@D pile
resistance by comparison wittumerical studies [7]. Fot,=2.5W/mK this analysis shows that would be
2.55W/mK. The thermal diffusivity of the grout cannot be determined, but based on the densities of these

materials these values would be expected to be sifiarertheless the fit of the line source model at such
small times is still surprisingly good.

Both the line source and G-function models give a lavgkre of thermal conductivity when fitted to the Stage
3 recovery dataT{able 3). For the line source model it is not possible to determine a thermal resistance, while
for the G-function model the value determined was substantially and possibly unrealistically higher than that
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determined in Stage A'4ble 3). While the shapes of the curves were fairly well matched in Stadgigwi¢ 6),
there is some nonlinearity in Stage 3 which cannot be reproduced by the line sourceFigadel7j. A better

fit was achieved using the G-function model, as refleaieal lower RMSE than the line source model during
this stage of the test. As will be seen in tbkowing sections the differences between valueg ond R,
determined during Stage 3 and Stage 2 may relate to the applied power notWlgirgrod during recovery.
This will be discussed further in Section 5.2.1.

Figure 7 Direct Fit of Line Source and G-function Models to Test Stage 3
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5.2 Variable Power Parameter Estimation
Applying variable power superposition on the basiEgfiation 8 allows all stages of the test data to be back
analysed to determing, andR, For this exercise the test data hasrbbundled into four sections: Stage 2

alone, Stages 2 and 3 together, Stages 2 to 5 and Stig@s Zhe results of the parameter estimation for these
sections are given ifiable 4.

Table 4 Thermal Conductivity and Thermal Resistance Values Derived from Power Superposition

Test Stage Method Aq R. Ry RMSE
2 LineSource | 2.6 0.125 0.20
G-function 2.4 0.075 0.125 0.36
2&3 Line Source | 2.5 0.125 0.26
G-function 2.3 0.075 0.125 0.32
2to5 Line Source| 2.7 0.125 0.92
G-function 2.6 0.075 0.125 0.97
2t09 Line Source| 3.2 0.1375 1.87
G-function 3.15 0.0875| 0.1375 1.90

5.2.1 Stages 2 & 3: First Heat Injection & Recovery

When Stage 2 alone is analysed by power superpositoretiults are similar to the direct application of the

two models. The thermal conductivity calculated using the line source model is slightly higher (2.6 W/mK
compared with 2.4 W/mK), but otherwise the best fit parameters are very similar. In fact for the G-functions the
results are identical. The line source model still provaesirprisingly good fit to the measured data at very
small times Figure 8), although RMSE values are slightly higher than for direct application of the models.

When Stages 2 and 3 are analysed together, lower \@flilesrmal conductivity arebtained than with direct
model application. These results appear more plausipE2(5 W/mK andi, =2.3 W/mK for the line source
and G-functions respectively) than with direct applicatiol €2.7 W/mK and/, =2.9 W/mK respectively),
which could not fit the observed non linearity in Stagd@t®refore it is not surprising that the variable power
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superposition curves provide a much better fit during Stage 3. This is illustr&tigghies 9a and9b which are
plotted in the same manner as Figures 7 and 8 for direct comparison.

Figure 8 Superposition Fit of Line Source and G-function Models to Test Stage 2 Only
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Figure 9 Superposition Fit of Line Source and G-function Models to Stages 2 & 3 Together a) Test Stage
2 & b) Test Stage 3
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The poorer fit for Stage 3 with direct application of tvo models likely reflects the assumption of zero power

in that stage, meaning any power ihfrom the circulation pump or outside influences is not accounted for in

the model. So, although using the recovery data issioryhmore accurate, it is n@ithout additional sources of

error as can be seen in this case. On the other Wwhaed, the power superposition approach is used to interpret
the recovery data (also including the preceding S®#gehe shape of the recayecurves is much better
representedRigure 9). This demonstrates the ability of the sygusition approach to include any small amount

of heat input to the system during the recovery process. Overall this approach, using a variable power input,
allows a more consistent fit to all the data in the first two stages.

Figures 8 and9 also show that the superposition approagdd$ to curves which have greater short term
variability that the measured data. While this approach undoubtedly leads to a better fit of the medium to long
term power fluctuations, both the line source and Gifanamodels are over prediieg the transfer of short

term power fluctuations to the heat exchanger. There is clearly some additional buffermduidtand pipes

that is not being represented by either model.

5.2.2 Stages 2 to 5: Heat Injection & Recovery followed by Heat Extraction & Recovery

When the superposition analysis is extended toudelStages 4 and 5 of the TRT the value of thermal
conductivity determined by the two models increa3esle 4). The derived resistance values remain similar,
but the RMSE is increased to almost 1. As the test pssgsethe fit of the models tioe measured data appears
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to be reducedHigure 10). It can also be seen Figure 10 that at the end of Stadgeas the chillers are switched

off there is a downward temperature spike. This mcas the outlet temperature (lower than the inlet
temperature in heat injection) increases to match teeteamperature despite there being no additional input of
thermal power. There is no clear reagon this step change, but it may in part explain the reduction in fit
quality for the subsequent recovery stage. More positively the temperature spikes measured during Stage 6 due
to short lived power surges have been reflected in the fitted curvBigfiré 10), demonstrating the benefits of

a variable power superposition approach. However, asroéd previously, the damping of short term power

fluctuations is not fully captured with the models shagviarger temperature changes at the power surges than
the measured temperature data.

Figure 10 Superposition Fit of Line Source and G-function Models to Test Stages 2 to 5
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Figure 11 Superposition Fit of Line Source and G-function Models to All Test Stages
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5.2.3 All Test Stages

When all test stages are included in the superposition analysis the derived value of thermal conductivity
increases again to 3.2 and 3W3mK for the line source and G-function models respectivE#ple 4). In this

case the derived resistance values also increases aRM®IE is now almost 2, reflecting the poor overall fit
shown inFigure 11. As in Figure 10, the closeness of the fit seems to redas the test progresses, with errors
approaching % in the final cyclic test stages. In particuthere is a trend to underedict the temperature
changes in the cyclic stages of thettand this effect is more pronouncdaring the stages where the pile is
cooled. This deterioration in fit is surprising as superposition of thermal power is a wellsbsi@béchnique
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for the analysis of analysis of ground heat exchangers and has been used in the successful back asldlysis of fi
data on a number of previous odoas (e.g. [47, 4B. This will be discussetlurther in Sction 6.2.

6 Discussion

6.1 Analysis Method & Approach

An important question is what this thermal responsedan tell us about recommended analysis methods, both

in terms of the underlying model and method of approach. With respect to the model, the first katiobse

that on a single stage basis the line source provides a good fit to the measurBigusiad & 8), despite the

model not being correct. This is surprising as the G-fanstare theoretically a better representation of real pile
behaviour. However, it must also be stressed that the log-linear natBigueés 6 to 9 do overestimate the
importance of the early time data, and in fact the oveatalf the two models in terms of RMSE is similar. In
addition, fromFigure 2 it can be seen that axial effects to plgyaat in the temperature response, even over the
duration of a thermal response test. This explainstivyine source model consistently gives higher thermal
conductivities for the soil than the G-functions. Therefore, while the line source appears to give a good fit, it is
expected that it would consistently overestimate the thermal conductivity; in this case by 5% to 10%. It is also
important to add that in this case the pile diametey stidl relatively small; the line source would be expected

to perform less well for larger diameter piles [29, 4R]those with a lesser aspect ratio where axial effects
would be more important.

With respect to the analysis apptba direct application of the maddegave similar results to power
superposition when considered over just the first &age. However, both models appear too sensitive to
smaller fluctuations in the applied power and thaeadity some damping of the temperature response occurs in

the heat transfer pipes and fluid st Nonetheless the power superpositipproach is clearly superior when

there are more significant medium term power fluctutiorhich will lead to errors when using the average
power approach. It also should be noted that the smaller fluctuations in applied power would also become less
significant with larger energy piles having more pipes installed as this would substantially reduatié of

qR, (Equations 13 t0 15).

The superposition approach appeared to be better thest dpplication was when interpreting recovery data.
For the line source, the absence of 4tRe term in Equation 11 means that the model is forced through the
origin, when potentially there may still be some power applied due to the operation of the circulation pump,
and/or due to other external influences. Recovery data are traditionally viewed as more tiediabheat
injection data due to the absence of power supply variations and the fadf twt be determined
independently oR, [49]. However, it comes with the disadvantage of increased test costs. This case study is
also showing that it is not necessarilymnaccurate if the data analysis is restricted to direct application of line
source model. Of course, power superposition also alosviull test data to be analysed in this case, although
this raises some questions as will be discussed in Section 6.2.

It is also worth observing the co-linear nature Agfand R, when determined from parameter estimation
techniguesKigure 12) as is required with the Gsictions approach. The sameiso true for the line source,

but because of the log-linear nature of the equation it is possible to determine one parameter independently
during direct application, thus reducing the compatagffort involved in the analysis. This is a significant
practical advantage of the line source, which makes #cditte for use with small dimeter heat exchangers.

Overall it must be concluded that for a single stageotest 300mm diameter pile the line source can be used, as
long as it is accepted that there may be some ovenaiiin of the thermal conductivity. In this respect the
analysis would not be conservative. Consequently it woeldetter to fit the G-function models to the test data,
which is not considerably more time consuming when using the readily available SOLVER function in MS
Excel. The more complex and time consuming applinatibthe models using power superposition does not
necessarily offer significant benefit for single stage tegtere the power supply sable. However, there are
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clearly benefits to this approach fanalysis of recovery curves, more complex multistage tests or those were
the power supply is not stable.

Figure 12 Contours of Route Mean Square Error from Direct Analysis Approach during Stage 2: a) Line
Source; b) G-functions
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6.2 Heating and Cooling Hysteresis

Figure 11 suggests that the behaviour of the system forimethe pile heat exchanger and the surrounding
ground is more complex than is captured by existing models. One possible explanation, given the tendency for
poor fit during the later heat extraction stagEsble 4, Figure 11), is that the system may be undergoing some

sort of hysteresis. It is also possible that fhis starts to occur during Stages 4 and 5.

Any hysteresis would be indicative of a change ia dffective system charadtics between the different
stages. However, soil thermal conductivity should not change by the amount indicatdslért during the

course of the test, being a basic physical property which is controlled by the mineralogy, structure and water
content of the soil. While it may be possible in unsaturated soils for water contents to change under thermal
gradients and thus affect the thermal conductivity, the gr@aisaturated in this case and thus changes in water
content would not be expected.

Pile thermal resistance on the other hand is a lumprdngter and could conceivably change during the course
of the test. First, the resistance is dependent enfldw conditions. Although #se are fairly constant
throughout the test, arm),.,., is less than 0.01 mK/W and thus has only a minor bearing on the total resistance.
Secondly, it must be considered ttie pile interfaces may change du¢he heating/cooling cycles. Taking the
data inFigure 11, to provide a better fiR, would need to be larger during heat extraction (as the pile cools) and
smaller during heat injection (as the pile is heate@his would be consistent with an increased contact
resistance at the pile-soil boundary (or the pipe-grout boundary) if the pile (and/or pipes) edmracboled.

For simplicity contact resistances are not usually aaem for when calculating pile thermal resistance,
although in reality the contact ofyatwo surfaces will never be perfect.

Table 5 summarises the results of a best fit analysis iiclwvthe thermal conductivity was kept constant but the
pile resistanceR;) varied for each stage of the test. The valug,afsed was that for Stage 2 of the test given
in Table 4. The value o, used was also kept constant at 0.05/Wikas per previus analyses. For the case of
the line source modelhR,= gR.. gR, is a steady term and therefore not subject to superposition. Hence
SOLVER can be used to determine the corresponding valRevatiich would give the lowest RMSE for each
subsequent stage. For the G-function mo#lglu@tion 12) the termgR.G is transient and hence parameter
estimation using superposition must be carried out to deterRiifier each test stage. In this cagewas
stepped in finer intervals of 0.00625 mK/VWhe results show that the bestHijtvaries considerably over the
test. In particular, the latter two stages where the pitedted by heat extraction (Stages 7 and 9) show marked
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increases imk.. The initial heat extraction stage (Stage 4) doesshotv this effect, although it is at this point
that the model fit first starts to diverge from the measured data.

Even with a variabl&., there continues to be a reduction in fit quality throughout the test as evidenced by the
increasing values of RMSH4ble 5) and the plot irFigure 13. However, overall the fit is improved compared

to Figure 11. The average value of RMSErfall the stages is now 1.17cd.16 for the line source and G-
functions respectively, compared with 1.87 and 1.9Daible 4.

Table S Best Fit Values of R, for Test Stages Assuming Constant Soil Thermal Conductivity

Line Source)r,=2.6 W/mK G-function)=2.4 W/mK
R. RMSE (for Stage) R RMSE (for Stage)

Stage? Heatlnjection 0.074 0.19 0.075 0.36
Stage 3 Recovery 0 0.24 0.06875 0.30
Stage 4 Heat Extraction 0.068 0.59 0.09375 0.61
Stage 5 Recovery 0.102 1.00 0.09375 1.10
Stage 6 Heat Injection 0.097 1.02 0.1 0.99
Stage 7 Heat Extraction 0.142 1.56 0.15625 1.66
Stage 8 Heat Injection 0.068 0.70 0.06875 0.69
Staged HeatExtraction 0.213 4.04 0.325 3.60

Figure 13 Superposition Fit of Line Source and G-function Models to All Test Stages using Variable R,
(refer to Table 5 for values of R,)
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There is some merit in the hypothesis that when the pdedked it starts to contract and that this introduces an
additional contact resistance at the pile soil bounddatyis is clearly not a full explanation for the observed
behaviour as it does not deal with the initial losditbfluring Stages 4 and 5 which appears unrelated to a
contraction of the pile. There is also still a decline endloseness of fit throughout the test, which suggests that
there are some additional mechanismesurring in practice which cannot be capture by the current models.
Nonetheless, the results of this test do have implications for both thermal response testing (which normally only
includes a single heat injection stdgand routine analysis and design (that assumes constant parameters
throughout the design life of a system).

6.3 Length of Thermal response Tests

The longer a thermal response test lasts the more it costs. Consequently, the topic of test length has been
variously debated for many years with respect to borehole heat exchangers [e.g 11, 16, \wilth b
consensus being that tests should be at least 50 holersgih. For pile heat exchgers the larger diameters

and additional thermal inertia of the concrete volumes means these recommendations must be Rigusited.

14 plots the change in calculated thermal conductivity tiedmal resistance with time for Stage 2 of the test
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based on direct analysis of the databdith cases the analysis is carriedfouta constant “start time”, gradually
increasing the amount of data included as the test proceeds. When using the line source madigdithstars

at approximately 27 hours, after the initial data have lbésmoarded (refer to Sectiat.1), while when using the
G-function approach the test data can be used immediately from commencement of the test. Similar results to
Figure 14 can also be obtained by superposition.

Figure 14a shows the calculated thermal conductivity. For the line source model convergence of the calculated
value occurs only after 60 hours or more. This implies that the test must be run for at least this duration to obtain
a reliable result. The fluctuation in thermal conductivity during the test can be as much as +20% and is probably
caused by the sensitivity of the line source model to-sieady heat input to the ground (e.g. due to power
fluctuations or other external influences). On the other hand, the calculations made using the G-functions tend to
be stable within £5% from 24 hours or less. This shows that the G-functions are less sensitive to small change in
the gradient of the measured data and this providatgr confidence in the calated thermal conductivity.

They can also potentially be used with shorter dumatésts, which would bring economic benefits. The line
source model, however, is shown to require at least 72 hours of data to obtain stable results for a 300mm
diameter pile. Otherwise there is a ritlat the length of time of the test may significantly affect the results
obtained. This figure of 72 hours should of course not be taken as universal for pilesiabthsthe length of

time for the test results to stabilise will depend on the grout thermal conductivity and thermal diffusivity. It may
be typical of cementitous materials, but lower diffusivity materials, such as bentanite, gnay require longer

test durations [42].

The variation in calculated thermal resistance with time is showFigimre 14b. SurprisinglyR,, which is
generally considered to be deterednwith less accuracy from thermakpense tests [14, 22], shows only a
small percentage variation, generally within +15% tloe line source case. For the G-function analysis, the
results are very stable with variationle$s than 1% after the first few hours

Figure 14 Change in Calculated Thermal Properties with Time (Stage 2): a) Thermal Conductivity; b)
Pile Thermal Resistance
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6.4 What Values of the System Characteristics should be Used?

The preceding sections present a number of analyses, more than could be conducted on a routine basis. The
calculated thermal conductivity and thermal resistance values presefitddds 3, 4 & 5 andFigure 14 cover

a surprisingly large range. This relates to the various ways in which the real conditions differ from the idealised
assumptions that must be made to practically analyses the data. Probably the most important factor in this
context is the potential for changes in the value of thermal resistance (Section 6.2). Howevéactirs also

affect the accuracy of the resultsclinding the ambient air temperatuvehich cause the fluctuations #f and

R, with time (Figure 14), and the length of the heat exchanger, which is not accounted for in the line source
model and therefore results in over estimation ofdjelt is also clear that see damping of the variable
applied thermal load occurs within the heat transfer @pedluid, and that this may need to be included within

the G-function model.
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In this context it is suggested thaetthermal characteristics are determinednfthe first test stage. This would
suggestt, = 2.4 W/mK * 10% an&, = 0.125 mK/W + 10% based on the G-function model. It is important to
include some indication of the expectaccuracy of the results and rememtleat small values of statistical
error associated with the model fit do not equate to art eanawver. However, it should also be stressed that the
R, value takes no account of contact resistances anthtts# may increase the ovéralsistance. In service
the pile will be subjected to heating and cooling cysteshe change in contact resistance will be important for
these multiple heating and cooling pulses. This point clasrbds to be the subject of further research as it
could potentially have a large impact of system analysis and design.

7 Conclusions & Recommendations

A multi-stage thermal response test was carried out on a 300mm diameter test pile over the course of a month
and the results analysed using both a traditional line source model and pile and concrete G-flimation.
approaches were adopted, the first assuming constant thermal power and the second applyingy paramet
estimation using superposition of variable thermal grovil he results of the analysis showed that:

1. For the pile tested there is only a small differebetveen the two models. This is because the pile is
of small diameter, larger aspect ratio (AR=87) &ag a thermal conductivity similar to that of the
ground.

2. While the line source model is simple to apply, it may overestimate the ground thermal conductivity by
5 to 10 % compared with the G-function models. Thidue to axial effects not considered by the line
source model. While the G-functions appear more complicated, they can be implemented directly in
routine software with little additional effort.

3. The application of power superposition proved to be a useful approach for addressing medium term
power variations and allows analysis of multiplsettetages. However when used with both the line
source and G-function models it overestimated the very short term fluctuations in temperature.

4. The analysis of recovery data may be better carried out using superposition of thermal power, rather
than direct application of the line source model.

5. For the pile tested the calculated thermal propeuigtained using the line source model required at
least 72 hours to stabilise. This is because theskmece model is sensitive to small changes in the
measured temperature gradient and hence the pngoiten of the data set which is analysed. It
should be noted that lower conductivity and diffity piles would require longer timescales. This
problem does not occur when using the G-functions, suggesting that this model is more reliable fo
short duration thermal response tests on piles.

6. Hysteresis was observed betweentthat injection and heat rejectionctgs at the end of the test. This
suggests that the effective pile thermal resistance may not be constant. It is hypothesised that this
effect is the result of increased contact resistandbeapile-soil boundary when the pile is cooled.
However, this cannot explain all the observed behasi Further research is needed to confirm this
hypothesis, and fully explain the observations, but if correct this will have a significant impact on long
term performance as the reduced aoh{increased resistance) appdareemain in place. Real piles
also undergo many cycles of heating and cooling lwbauld effect and change this contact resistance.

On this basis the following recommendations are made:

1. Pile and concrete G-functions provide an altergatethod of TRT interpretation which is well suited
to piles of larger diameter and smaller aspect safidney are also approaté for use with shorter
duration tests.

2. While the line source model can be applied for the smallest diameter piles with larger aspect ratios, it
has several disadvantages. These include the requirtorgistard part of the dataset, the potential to
overestimate the ground thermal conductivity, and the requirement for longer test durations.

3. Owing to the potential for hysteresis, while singtage thermal response tests are recommended for
the basic system characteristics, if the true systehaviour is to be understood multi-stage tests may
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be required. Given the cyclic nature of real thermal loadings this may be of significant importance for
fully understanding long term system behaviour.
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