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Abstract

Question generation (QG) is the problem of
automatically generating questions from in-
puts such as declarative sentences. The Shared
Evaluation Task Challenge (QG-STEC) Task
B that took place in 2010 evaluated several
state-of-the-art QG systems. However, anal-
ysis of the evaluation results was affected by
low inter-rater reliability. We adapted Non-
aka & Takeuchi’s knowledge creation cycle to
the task of improving the evaluation annota-
tion guidelines with a preliminary test show-
ing clearly improved inter-rater reliability.

1 Introduction

Since 2008, researchers from Discourse Analysis,
Dialogue Modelling, Formal Semantics, Intelligent
Tutoring Systems, NLG, NLU and Psycholinguis-
tics have met at a series of QG workshops (Piwek
and Boyer, 2012). These workshops bring together
different researchers working on QG activities and
collectively are of great value to the QG community.

One such activity was the Shared Task Evaluation
Challenge Task B that took place in 2010 (Rus et al.,
2012). The challenge was to generate specific ques-
tions from single sentences. These questions were
evaluated independently by human judges. The av-
erage scores of the annotations were used to rank
participating QG-STEC systems on these criteria. Of
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particular interest were the criteria relating to rele-
vance of the generated questions and their grammat-
icality and fluency. Ideally, when a system generates
a question from a sentence, the question should be
about the information in that sentence (i.e., be rele-
vant) and it should be fluent and grammatical. Our
assumption is that ordinary speakers of English are
reasonably in agreement with each other when they
make such judgements.

However, in practice, we found low inter-rater re-
liability (IRR) for the task results. We established
this using Krippendorff’s α, see Table 6. For four
evaluation criteria, α was well below 0.4, with only
one criterion achieving an α of 0.409. This does not
meet Krippendorff’s requirement of an α of at least
0.8, if one wants to draw any conclusions from the
results. Nor does it meet the requirement that tenta-
tive conclusions are only permitted for 0.67 < α <
0.8.

It is common practice when evaluating statistical
NLP to create an annotation manual. The manual
must systematise the annotation process, making it
as unambiguous as possible. It should contain a
scheme and a set of guidelines. The scheme repre-
sents the theoretical backbone of the evaluation pro-
cess. The guidelines that supplement the scheme
provide additional information, often with exam-
ples, making clear the scheme usage (Palmer and
Xue, 2010). In the original evaluation, the guide-
lines were minimal.

As the QG-STEC IRR reliability scores show, it
seems that judges interpret an annotation scheme
for these criteria very differently, when they use
the scheme independently, with minimal guidelines.
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Rank Description
1 The question is completely relevant to the

input sentence.
2 The question relates mostly to the input

sentence.
3 The question is only slightly related to the

input sentence.
4 The question is totally unrelated to the in-

put sentence.
Table 1: Relevance. Questions should be relevant to the input

sentence. This criterion measures how well the question can be

answered based on what the input sentence says.

Rank Description
1 The question is grammatically correct and

idiomatic/natural.
2 The question is grammatically correct but

does not read as fluently as we would like.
3 There are some grammatical errors in the

question.
4 The question is grammatically unaccept-

able.
Table 2: Syntactic correctness and fluency. The syntactic

correctness is rated to ensure systems can generate sensible

output. In addition, those questions which read fluently are

ranked higher.

Rank Description
1 The question is unambiguous.
2 The question could provide more informa-

tion.
3 The question is clearly ambiguous when

asked out of the blue.
Table 3: Ambiguity. The question should make sense when

asked more or less out of the blue. Typically, an unambiguous

question will have one very clear answer.

Rank Description
1 The question is of the target question type.
2 The type of the generated question and the

target question type are different.
Table 4: Question Type. Questions should be of the specified

target question type. E.g. who, what, where, when etc..

Rank Description
1 The two questions are different in content.
2 Both ask the same question, but there are

grammatical and/or lexical differences.
3 The two questions are identical.

Table 5: Variety. Pairs of questions in answer to a single input

are evaluated on how different they are from each other. This

rewards those systems which are capable of generating a range

of different questions for the same input.

Typically when the IRR is low this can be attributed
to the complexity of the phenomena being anno-
tated. Capturing complex phenomena requires com-
plex theory which in turn requires complex instruc-
tions (Hovy and Lavid, 2010). Either the scheme
does not accurately represent the theory behind iden-
tifying the phenomena, or the guidelines to the
scheme were insufficient to explain it to the breadth
of audience using the scheme, or the the annotators
did not receive appropriate training. For this re-
search we assumed the scheme was sound and our
goal was to improve the guidelines without mod-
ifying the scheme. Training length and intensity
would be addressed once we had an appropriate set
of guidelines.

The scheme criteria used by evaluators in the QG-
STEC are described in Tables 1-5. The criteria de-
fined by these tables were applied to each of the gen-
erated questions independently during evaluation.
The ranges of Rank vary, but 1 is always the highest
score.

As a first step towards remedying guidelines, we
used a set of judges to iteratively and collaboratively
train using the guidelines accompanying the scheme,
until we were satisfied that they had reached a com-
mon understanding of the scheme. This allowed us
to ‘debug’ the guidelines whilst the judges produced
improved guidelines (see Section 2).

Our next step would be to use the scheme with
the revised guidelines and a new set of judges to an-
notate the QG-STEC data. This would allow us to
find out whether the new guidelines facilitate IRR.
However, this is work in progress and in advance of
that, we decided to find out a possible upper-bound
on IRR that could be achieved with these new guide-
lines. To do so, we got our current judges to inde-
pendently annotate the QG-STEC data. The results,
see Table 6, are very encouraging.

2 Annotation Method

The problem we identified in Section 1 is that if the
judges disagree significantly (and thus have inter-
nalised their own version of the annotation scheme,
which isn’t documented, and therefore isn’t repeat-
able or open for critical analysis) then the analysis
will suffer. We defined a significant difference as
a disagreement greater than one rank, therefore we
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Figure 1: The knowledge creation cycle of collaborative training.

kept training until the judges mostly agreed to within
one rank.

This process is shown in Figure 1 where we de-
scribe it using a modified version of the Knowledge
Creation Cycle of Nonaka and Takeuchi (1995). The
main difference being the much shorter time be-
tween iterations of the cycle in our method. The
training began at the start position with the ex-
isting annotation scheme and minimal guidelines.
This was the initial version of the integrated explicit
knowledge that existed at the start of training. The
four stages of the cycle are detailed as follows:

i) INTERNALISATION: The judges read through the
annotation scheme and guidelines. Each judge was
given a training set of nine input sentences with a
series of generated questions (approximately 40) to
annotate, simulating the evaluation activity. The in-
put sentences used for training were disjoint from
the QG-STEC data, but similar in nature: selected
at random from The Guardian Newspaper in an at-
tempt to interest the annotators and keep them moti-
vated. The generated questions were mostly created
using the question generator developed by Heilman
(2011), to provide realistic examples. For each iter-
ation through this stage a new training set was pro-
vided. Upon completion each judge would have in-
ternalised the annotation scheme and guidelines to
the best of their ability and would have developed
additional tacit knowledge based on their experience
with the simulated evaluation process. The results
were compared and any differences greater than one
rank apart were marked for discussion during the So-
cialisation stage.

ii) SOCIALISATION: Motivated by the marked re-

sults above, the judges discussed how they reached
their individual evaluation, sharing and discussing
their tacit knowledge.
iii) EXTERNALISATION: The judges were encour-
aged to think about a way to generalise describ-
ing this process by codification and systematisation.
When the judges reached a consensus, they moved
onto the next stage.
iv) COMBINATION: The annotation guidelines were
updated to reflect the changes developed in this iter-
ation of the training cycle, ready for the next itera-
tion. This cycle repeated until a sufficient degree of
agreement was reached, as described above.

The actual training activity consisted of three iter-
ations. The first iteration, which had 48 significant
differences (evaluations different by more than one
rank), was dominated by a discussion on the admin-
istration of the evaluation. Changes to the guide-
lines included correcting simple mistakes such as
inappropriate wording in the guidelines or getting
the rank order the wrong way round. E.g. general
advise: ’Each criteria, defined below, is assigned a
rank, with 1 being the greatest.’

The second iteration had 17 significant differ-
ences. The judges began to identify a number of
key conceptual questions which should be answered
during the process of making an evaluation. E.g.
for ambiguity: ’One consideration when assessing
this criterion is to ask the following question: Can
more information be added from the input sentence
to make the question more specific?’

The last iteration had three significant differences.
At this point the training was deemed complete and
our criterion for internalising the scheme had been
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Criteria QG-STEC QG-STEC+
Relevance 0.25 0.806
Question Type 0.323 0.859
Correctness 0.409 0.838
Ambiguity 0.334 0.688
Variety 0.348 0.904

Table 6: Krippendorff’s alpha IRR measure for original and

re-evaluated data.

met. The judges were now having discussions that
were constructed using the language and evalua-
tion skill that had been collaboratively produced and
recorded in the evaluation guidelines document.

3 Results

Table 6 compares the current results QG-STEC+1 and
those of the original QG-STEC. The IRR results of
the QG-STEC are mostly rated Fair, using the Koch
and Landis Scale. By contrast QG-STEC+ data are
mostly rated Perfect.

4 Conclusion and Further Work

The purpose of the QG-STEC was to measure the
quality of the automatically generated questions. We
think of this quality in terms of the judgements of or-
dinary speakers of English. There isn’t necessarily
a gold standard: if most speakers of English deem a
question fluent and relevant, the system has achieved
its goal – even if an expert judges it to be flawed rela-
tive to some gold standard. For this reason, our main
concern regarding the annotation scheme is repro-
ducibility rather than accuracy. Following Artstein
and Poesio (2008) we consider reproducibility ‘the
degree to which different coders achieve the same
coding when working independently.’

If a question is given a particular rating by our
judges, this should predict reliably how a new in-
dependent judge is going rate the question. Our cur-
rent study has only revealed the upper-bound achiev-
able, when using the judges that arrived at the re-
vised guidelines. Future studies will need to prove
the efficacy of these revised guidelines.

For now, one further check that can give us some
confidence in the preliminary results, is to look at
the distribution of judgements by our judges. See
Figures 2 and 3. This allows us to rule out certain

1https://github.com/Keith-Godwin/QG-STEC-plus

Figure 2: Distribution across categories for relevance

Figure 3: Distribution across categories for correctness

types of bias (e.g., the judges always agreeing to rate
at a certain point on the scale).
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