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#### Abstract

We present methods used in our submission to the Sequence Prediction ChallengE (SPiCe'16) ${ }^{1}$. The two methods used to solve the competition tasks were spectral learning and a count based method. Spectral learning led to better results on most of the problems.
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## 1. Description of the SPiCe 2016 Competition

The Sequence PredictIction ChallengE (SPiCe) was an on-line competition about guessing the next element in a sequence. Training datasets consist of whole sequences and the aim is to learn a model that allows the ranking of potential next symbols for a given test sequence (prefix), that is, the most likely options for a single next symbol. The evaluation process was interactive: on submission of an answer for a prefix, another prefix was presented and so on. Once rankings for all prefixes were submitted then the score $\left(N D C G_{5}\right.$ explained below) of the submission was computed. The score is a ranking metric based on normalised discounted cumulative gain computed from the ranking of 5 potential next symbols starting from the most probable next symbol. Suppose the test set is made of prefixes $y_{1}, \ldots, y_{M}$ and the distinct next symbols ranking submitted for $y_{i}$ is $\left(\hat{a}_{1}^{i}, \ldots, \hat{a}_{5}^{i}\right)$ sorted from more likely to less likely. The target probability distribution of possible next symbols given the prefix $y_{i},\left(p\left(. \mid y_{i}\right)\right)$, was known to the organisers. Thus, the exact measure for prefix $y_{i}$ could be computed using the following equation:

$$
N D C G_{5}\left(\hat{a}_{1}^{i}, \ldots, \hat{a}_{5}^{i}\right)=\frac{\sum_{k=1}^{5} \frac{p\left(\hat{a}_{k}^{i} \mid y_{i}\right)}{\log _{2}(k+1)}}{\sum_{k=1}^{5} \frac{p_{k}}{\log _{2}(k+1)}}
$$

where $p_{1} \geq p_{2} \geq \ldots \geq p_{5}$ are the top 5 values in the distribution $p\left(. \mid y_{i}\right)$.
The competition used real-world data from different fields (Natural Language Processing, Biology, Signal Processing, Software Verification, etc.), and some synthetic data. The data description was not available during the competition.

The distributions $p\left(. \mid y_{i}\right)$ were computed differently depending on whether the data is synthetic (and the model that generated it is available) or real. For synthetic data, the true

[^0]conditional distribution over the next symbol was used. For real data, where the string $y_{i}$ is obtained as a prefix of a longer string $y_{i} a x$, the conditional distribution was computed as follows $p\left(a^{\prime} \mid y\right)=\delta_{a=a^{\prime}}$. Note that in this case, $p_{1}=1$ and $p_{2}=\ldots=p_{5}=0$. Thus, when applying this metric to real data, $N D C G_{5}\left(\hat{a}_{1}^{i}, \ldots, \hat{a}_{5}^{i}\right)=\frac{1}{\log _{2}(j+1)}$, where $j$ is such that $\hat{a}_{j}=a$ (and $j=\infty$ if $a$ is not in the list of predicted next symbols). The score of a submission was the sum of the scores on each prefix in the test sample, normalised by the number of prefixes in the test set.

## 2. Our Approach

Spectral learning algorithms (Balle et al., 2014; Hsu et al., 2012) are promising thanks to their theoretical guarantees of consistency. Another advantage is that they require relatively little parameter tuning, where the main parameter is the number of hidden states, $n$. Our main approach was the method proposed by Balle et al. (2014), and we built our solutions using its implementation described in Denis et al. (2016). We also used an n-gram model with smoothing to compare results on different datasets, and in several cases, the n-gram method was better than spectral learning.

## 3. Details of the Spectral Method

The approach that gave us the best score on most problems is the algorithm proposed by (Balle et al., 2014). The algorithm follows from a duality result between minimal Weighted Finite Automata (WFA) and factorisation of Hankel matrices $\left(H_{f}\right)$. Weighted Finite Automata are classical finite automata and Hankel Matrix of a function is a bi-infinite matrix. The method provides an efficient algorithm that implements the ideas of the following Lemma to find a rank factorisation of a complete sub-block $H$ of $H_{f}$ and obtains from it a minimal WFA for a function $f$ which maps strings to real numbers.

Lemma 1 If $H=P S$ is a rank factorization, then the WFA $A=\left\langle\alpha_{1}, \alpha_{\infty},\left\{A_{\sigma}\right\}\right\rangle$ with $\alpha_{1}^{\top}=h_{\lambda, S}^{\top} S^{+}, \alpha_{\infty}=P^{+} h_{P, \lambda}$, and $A_{\sigma}=P^{+} H_{\sigma} S^{+}$, is minimal for $f$.

### 3.1 Description of the Algorithm

The purpose of the algorithm is to compute a minimal WFA for a function $(f)$ defined on strings $f: \Sigma^{*} \rightarrow \mathbb{R}$ with finite rank $n$. Here, $\Sigma$ be a finite alphabet, where $\sigma$ is an arbitrary symbol in $\Sigma$, and the set of finite strings over $\Sigma$ is denoted by $\Sigma^{*}$. The algorithm assumes that the $B=(P, S)$ is a complete basis for $f$, and given that basis along with values of $f$ (in our case the values are frequency of substrings) on a set of strings $W$, where $W=\{\lambda, \Sigma\}$, as input, the algorithm does a rank factorisation of a sub-block of the Hankel matrix to be able to apply the formulas given in Lemma 1. Particularly, the algorithm assumes that $P \Sigma^{\prime} S \cup P \cup S \subseteq W$. Consequently, the values of $f$ on a set of strings can compute the vectors $h_{\lambda, S}$ and $h_{P, \lambda}$, where $\lambda$ is an empty string. Thus, the algorithm only requires to compute the rank factorisation of $H_{\lambda}$ to be able to apply the formulas given in Lemma 1.

The compact SVD for a matrix gives rank factorisation. The SVD of a $p \times s$ matrix $H_{\lambda}$ of ranks $n$ can be written as $H_{\lambda}=U L V^{\top}$, where $U \in \mathbb{R}^{p \times n}$ and $V \in \mathbb{R}^{s \times n}$ are orthogonal matrices, and $L \in \mathbb{R}^{n \times n}$ is a diagonal matrix containing the singular values of $H_{\lambda}$. In
the algorithm, this formulation has been written differently as follows $H_{\lambda}=\left(H_{\lambda} V\right) V^{\top}$. This can be written because $V^{\top} V=I$ and $V^{+}=V^{\top}$, when $V$ is orthgonal. With this factorization, the equations in Lemma 1 can be written as $\alpha_{1}^{\top}=h_{\lambda, S}^{\top} V, \alpha_{\infty}=\left(H_{\lambda} V\right)^{+} h_{p, \lambda}$, and $A_{\sigma}=\left(H_{\lambda} V\right)^{+} H_{\sigma} V$ and these are used in the learning phase of the algorithm. One of the applications of this algorithm is to determine the probabilities of sequences as follows: $P\left(x_{1: T}\right)=\left(\alpha_{1}\right)^{\top} A_{x_{1}} \ldots A_{x_{t}} \alpha_{\infty}$.

In practice, the $H$ and $H_{\sigma}$ are not known exactly because the number of finite strings can be infinite and as a result there will be some estimation error. However, it is possible to apply the algorithm on approximate $\hat{H}$ and $\hat{H}_{\sigma}$. Here, approximation means the $\hat{H}$ and $\hat{H}_{\sigma}$ can be calculated from a number of strings in $W$ rather than from all strings of $W$.

### 3.2 Relevant Parameters

When this algorithm is used for practical purposes with approximate $\hat{H}_{\lambda}$ and $\hat{H}_{\sigma}$, for $\sigma \in$ $\Sigma, \hat{h}_{\lambda, S}$, and $\hat{h}_{P, \lambda}$, the algorithm receives as input the number of states $n$ of the target WFA. This is due to the fact that noise can make the rank of $\hat{H}_{\sigma}$ different from the rank of the $H_{\sigma}$ and the algorithm has to ignore some small singular values of $\hat{H}_{\sigma}$, which correspond to zeros in the original matrix. This is done by computing a truncated SVD of $\hat{H}_{\lambda}$ up to dimension $n$. As the zeros in the original matrix do not have much impact on the final result, Bailly (2011) has shown that when empirical Hankel matrices are sufficiently accurate, singular values of $\hat{H}$ can yield accurate estimates of the number of states $n$ in the target. Usually the number of states is chosen based on some sort of cross-validation procedure.

The other important parameter to choose when using the algorithm is the basis. In general there are infinitely many complete basis and for a function of rank $n$ there always exist complete basis with $|P|=|S|=n$. In practice, choosing a basis can be done in the form $P=S=\Sigma^{\leq k}$ for some $k>0$ (Hsu et al., 2012; Siddiai et al., 2009). Another approach is to choose a basis that contains the most frequent elements observed in the sample, which can be either strings, prefixes, suffixes, or substrings (Balle et al., 2012). We used the second approach in our method with substrings. Note that the basis vector can be chosen from a subblock of the Hankel matrix where the rows and columns of the Hankel matrix correspond to the substrings and the cells of the Hankel matrix contain the frequencies of the corresponding substrings. In the algorithm, we also choose the length of these substrings. Instead of using substrings, it is also possible to use the prefixes as a row and suffixes as a column. In such a case, the cell of the Hankel matrix can be calculated as the frequencies of the corresponding strings. If the data is informative enough and the frequencies are high enough, the Hankel matrix gives a complete basis without the costly need to look at all possible rows and columns.

### 3.3 Our Approach to Parameter Tuning

Having the code written by Denis et al. (2016), our main task was to tune the parameters of the algorithm. Specifically, we had to select values for three parameters: the number of states, $n$, the maximum length of the substring considered in the row of the Hankel matrix, $n R$, and the maximum length of the substring considered in the column of the Hankel matrix, $n C$. The objective was to maximise the score $\left(N D C G_{5}\right)$ on the problems included in the competition.

We did not apply any of the more sophisticated methods for hyperparameter tuningsuch as random search (Bergstra and Bengio, 2012), Bayesian optimisation (Bergstra et al., 2011) or grid-based search (Larochelle et al., 2007)—because the method quickly becomes infeasible when the rank, i.e., the number of states is too high, and we had to stop many experiments manually. Similar to Larochelle et al. (2007), our method included a combination of multi-resolution search, coordinate ascent, and manual search, with a significant utilisation of the last method.

On all problems, our method first initialises $n R$ and $n C$ to 4 and $n$ to 5 . Note that the number of rows (columns) in the Hankel matrix is much larger than $n R(n C)$. In the second step, the algorithm starts the process of tuning the number of states $n$ because this was the most important parameter in our preliminary experiments. Random walk is used to select new values of $n$ with the step size being depended on the size of the domain, i.e., the number of observations and the number of sequences. Thus, when $n R$ and $n C$ were kept constant, the value of $n$ was increased or decreased randomly based on the score ( $N D C G_{5}$ ), i.e., a form of coordinate ascent was performed on $n$. After the highest score was achieved by tuning $n, n$ was frozen, and the algorithm used the same randomised procedure to tune $n R$ (see Figure 3). Finally, the same procedure was executed to tune the parameter $n C$ (see Figure 6). After tuning $n R$, and $n C$, we did not tune $n$ again because, for a given $n$, a very small improvement was usually observed after tuning $n R$ and $n C$. On some problems, increasing the values of $n, n R$ and $n C$ to a large number was not possible as the algorithm was becoming intractable.

## 4. An Alternative Approach: N-gram with Smoothing

We also used 3-gram with Kneser-Ney smoothing (Chen and Goodman, 1996) for the competition datasets.

## 5. Experimental results

The spectral algorithm led to good scores on problems 1, 2, 3, 9, and 12 (see Figure 1). A common characteristic of all these problems is that they have small numbers of hidden states (low rank). The scores of the predictions made using spectral learning on problems 4, 5, 7, $8,10,11$, and 13 were not improving with the change of the value of $n$ (see Figure 2), and increasing the size of the basis vector was making the algorithm intractable. On problems 5,8 , and 10 , n-gram with smoothing gave slightly better results than the corresponding best spectral solution (see Figure 5). On problem 6, increasing the rank improved the score whereas for problem 11, increasing the rank made the algorithm intractable. On problem 14 and 15, higher rank did not work at all (see Figure 4). The final parameters for the problems can be found in the accompanying website ${ }^{2}$.

## 6. Conclusion

The methods described in this paper placed us in the 4th position with score 9.4082437158 whereas the winning score was 10.4498481750 .

[^1]
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## Appendix A



Figure 1: Good Score (SM)


Figure 3: Impact of basis on score


Figure 5: SM vs n-gram


Figure 2: Low Score (SM)


Figure 4: No of states vs Score


Figure 6: Same and different $\mathrm{nR}, \mathrm{nC}$
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